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Preface

Geological storage of carbon dioxide in deep geological formations is considered
a key transitional technique for reducing atmospheric emissions of greenhouse
gases and thereby their inverse effects on climate. The technique as such has been in
use for several decades in applications related to enhanced oil recovery, while the
first industrial-scale project with purely environmental objectives of reducing
atmospheric emissions of greenhouse gases was started in 1996, at Sleipner,
Norway. Since then, a number of industrial, demonstration and pilot-scale projects
have been and are being carried out around the world and processes and method-
ologies related to geological storage of carbon dioxide have been studied, theo-
retically and experimentally. The results have been presented in numerous papers,
in scientific and professional journals and in books. The work is actively ongoing.

Deep saline formations are the geological formations evaluated to hold the
highest storage potential, due to their abundance worldwide. Previously, such
formations have been relatively poorly characterized, due to their low economic
value and, therefore, they still need to be better quantified. Methods for charac-
terizing, modeling, and monitoring of CO2 storage in them are rapidly evolving in
many parts of the world.

In Europe, the European Commission has included this topic in the framework
of their research programs. Within these efforts, a large-scale integrating project
MUSTANG,1 with the focus on quantifying saline aquifers for geological storage of
CO2, was started in 2009. The project involved a team of 19 partners from uni-
versities, geological institutes, and companies as well as 24 affiliated parties from
industries, regulators, and overseas expert organizations. The project was followed

1MUSTANG (2009–2014) coordinated by Auli Niemi, Uppsala Unversity, Sweden (www.
co2mustang.eu).

vii



by subsequent EU projects, PANACEA,2 TRUST,3 and CO2QUEST,4 addressing
various additional aspects of CO2 geological storage. Many of the experts involved
in these projects, especially the MUSTANG project, contributed to this book.
Additional world-leading experts were invited to contribute material on specific
topics to ensure a balanced coverage of the various subjects.

The book’s objective is to present a comprehensive overview, as well as an
in-depth understanding of appropriate methods for quantifying and characterizing
saline aquifers that are suitable for geological storage of CO2. It starts from a
general overview of the methodology and the processes that take place when CO2 is
injected and stored in deep saline water containing formations. This is followed by
presentations of mathematical and numerical models used for predicting the con-
sequences of CO2 injection. A description of relevant experimental methods, from
laboratory experiments to field-scale site characterization, and techniques for
monitoring the spreading of the injected CO2 in the formation is presented next.
Experiences from a number of important field injection projects are reviewed as are
those from CO2 natural analog sites. Finally, relevant risk management methods are
presented. The book should be of interest to anyone working or planning to work or
research on the topic of geological storage of CO2.

We wish to acknowledge the European Commission for the funding of the
aforementioned projects. Special thanks go also to all the project partners and
external advisors in the Project Advisory Boards, for their valuable contributions
and guidance. The funding for the work presented in the book and originating from
projects other than those mentioned above is also greatly acknowledged. We want
to express special thanks to all the reviewers and members of the Editorial Board
who have helped us to improve the contents of the book. Final thanks go to the
young researchers: Tian Liang, Saba Joodaki, and Maryeh Hedayati, who, with
great dedication, helped in the final editing process of the book.

We hope that this book will serve all those who are working or exploring the
possibility of working in the field of geological storage of CO2 in geological
formations.

Uppsala, Sweden Auli Niemi
Haifa, Israel Jacob Bear
Haifa, Israel Jacob Bensabat
August 2016

2PANCEA (2012–2014) coordinated by Jacob Bensabat, EWRE, Israel (http://panacea-co2.org/).
3TRUST (2012–2017) coordinated by Jacob Bensabat (http://trust-co2.org/).
4CO2QUEST (2013–2016) coordinated by Haroun Mahgerefteh, UCL, England (http://www.
co2quest.eu/).
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Chapter 1
CO2 Storage in Deep Geological
Formations: The Concept

John Gale

Abstract The objective of this first chapter is to give an overview of the role and
status of Carbon Capture and Storage (CCS) technology in a world-wide per-
spective. The effects of increased greenhouse gas concentrations in the atmosphere,
and their related impacts on climate change, are discussed first. This is followed by
a discussion on options to mitigate the emissions and the role of CCS in these
efforts, in terms of both the present status at the time of writing this book and future
outlook.

1.1 Introduction

The Earth’s atmosphere contains gases that are collectively called the greenhouse
gases. The greenhouse gases are so called because in the atmosphere they both
absorb and emit radiation. This process is the fundamental cause of what is called
the greenhouse effect (IPCC 1990). The main greenhouse gases in the Earth’s
atmosphere are water vapor, carbon dioxide (CO2), methane, nitrous oxide, and
ozone. It is a well-established scientific fact that these greenhouse gases affect
significantly the Earth’s temperature—without them, scientists predict that the
Earth’s surface would average about 33 °C colder than the present average of 14 °C
(Le Treut et al. 2007).

Since the late 18th century the atmospheric concentrations of these greenhouse
gases and, in particular, CO2 has risen by some 40 %. The principal reason for the
increase in global greenhouse gas emissions is the increased use of fossil fuels and
global deforestation since the period we call the Industrial Revolution, the begin-
ning of which is taken as the year 1750 (Le Treut et al. 2007). Since that time, the
atmospheric concentration of CO2 in the atmosphere has increased from 280 to
392.6 parts per million (ppm) in 2012. In May 2013 the atmospheric concentration

J. Gale (&)
IEA Greenhouse Gas R&D Programme (IEAGHG),
Cheltenham, UK
e-mail: john.gale@ieaghg.org

© Springer Science+Business Media B.V. 2017
A. Niemi et al. (eds.), Geological Storage of CO2 in Deep Saline Formations,
Theory and Applications of Transport in Porous Media 29,
DOI 10.1007/978-94-024-0996-3_1

1



of CO2 at the Mauna Loa atmospheric observatory in Hawaii, taken as the “gold
standard” atmospheric monitoring laboratory in the world was recorded as
400 ppm. This is the first time that the atmospheric CO2 concentration has reached
400 ppm in millions of years. Scientific analyses suggest that atmospheric CO2

levels reached as much as 415 ppm during the Pliocene era, between 5 and
3 million years ago. In that period, global average temperatures have been
estimated to be 3–40 °C and as much as 100 °C warmer at the poles. Sea levels
have been estimated to have ranged between 5 and 40 m higher than today
(Monroe 2013).

Whilst CO2 has the highest atmospheric concentration of the greenhouse gases
and also has the largest contribution to total radiative forcing of all the gases, the
other gases cannot be ignored. The atmospheric concentrations of other green-house
gases have also risen significantly since the late 1980s. The atmospheric concen-
trations of the methane (CH4), and nitrous oxide (N2O) in 2011 were 1803 and
324 ppb, respectively, exceeding pre-industrial levels by about 150 and 20 %
(IPCC 2013).

1.2 What are the Effects of Increased Greenhouse Gas
Concentrations in the Atmosphere?

The principal effects of increased greenhouse gas concentrations in the atmosphere
are:

• An uptake of energy by the climate system causing average surface temperatures
to rise. The IPCC 5th Assessment Report (AR5) states (IPCC 2013) that “each
of the last three decades has been successively warmer at the Earth’s surface
than any preceding decade since 1850. In the Northern Hemisphere, 1983–2012
was likely the warmest 30-year period of the last 1400 years”.

• Melting of polar ice sheets. Again, IPCC AR5 states that “Over the last two
decades, the Greenland and Antarctic ice sheets have been losing mass, glaciers
have continued to shrink almost worldwide, and Arctic sea ice and Northern
Hemisphere spring snow cover have continued to decrease in extent”.

• Increased sea levels: IPCC AR5 states that “The rate of sea level rise since the
19th century has been larger than the mean rate during the previous two mil-
lennia. Over the period 1901–2010, global mean sea levels rose by 0.19 m”.

The other significant effect of increased atmospheric concentrations of CO2 is
ocean acidification. Fundamental changes in seawater chemistry are occurring
throughout the world’s oceans. The oceans absorb about a quarter of the CO2 that is
released into the atmosphere every year, so as atmospheric CO2 levels increase, so
do the concentrations of CO2 in the ocean. Initially, scientists considered that there
were benefits from the ocean removing CO2 from the atmosphere. However,
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decades of ocean observations now show that there is also a downside in that the
CO2 absorbed by the ocean is changing the chemistry of the seawater—as more
CO2 is absorbed the pH of the oceans is increasing (IGBP, IOC, SCOR 2013).

1.3 What are the Impacts of Climate Change?

The Intergovernmental Panel on Climate Change (IPCC) was established by the
United Nations Environment Programme (UNEP) and the World Meteorological
Organization (WMO) in 1988 to provide the world with a clear scientific view on
the current state of knowledge in climate change and its potential environmental
and socio-economic impacts (IPCC 1988). The IPCC is a scientific body under the
auspices of the United Nations (UN). It reviews and assesses the most recent
scientific, technical and socio-economic information produced worldwide relevant
to the understanding of climate change. It does not conduct any research nor does it
monitor climate related data or parameters.

The IPCC publishes its results in a series of Assessment Reports, the 4th
Assessment report (AR4) was in 2007 and the 5th Assessment Report (AR5) was in
early 2015 (IPCC 2014).

The AR4 indicates that global climate change has already had observable effects
on the environment. Points highlighted by the report include:

• Warming of the climate system is unequivocal.
• Each of the last three decades has been successively warmer than any preceding

decade since 1850.
• Over the last two decades, the Greenland and Antarctic ice sheets have been

losing mass, glaciers have continued to shrink almost worldwide, and Arctic sea
ice and Northern Hemisphere spring snow cover have continued to decrease in
extent.

• The rate of sea level rise since the mid-19th century has been larger than the
mean rate during the previous two millennia.

Over the coming decades it is expected that:

• Global surface temperature change for the end of the 21st century is likely to
exceed 1.5 °C relative to 1850–1900 for all modeled scenarios and may even
exceed 2 °C.

• Changes in the global water cycle in response to the warming over the 21st
century will not be uniform. The contrast in precipitation between wet and dry
regions and between wet and dry seasons will increase.

• The global ocean will continue to warm during the 21st century. Heat will
penetrate from the surface to the deep ocean and affect ocean circulation.

• The Arctic sea ice cover will continue to shrink and thin and the Northern
Hemisphere spring snow cover will decrease during the 21st century as global
mean surface temperature rises. Global glacier volume will further decrease.
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• Global mean sea level will continue to rise during the 21st century and the rate
of sea level rise will very likely exceed that observed during 1971–2010 due to
increased ocean warming and increased loss of mass from glaciers and ice
sheets.

• Climate change will affect carbon cycle processes in a way that will ex-acerbate
the increase of CO2 in the atmosphere. Further uptake of carbon by the ocean
will increase ocean acidification.

We should also note that a recent report by The International Geosphere-
Biosphere Programme (IGBP), The Intergovernmental Oceanographic Commission
(IOC-UNESCO) and the Scientific Committee on Oceanic Research (SCOR)
(IGBP, IOC, SCOR 2013) highlights the impacts of increased ocean acidification
which are:

• Ocean acidification causes ecosystems and marine biodiversity to change. It has
the potential to affect food security and it limits the capacity of the ocean to
absorb CO2 from human emissions.

• The economic impact of ocean acidification could be substantial.

The IPCC report also paints the gloomy picture that most aspects of climate
change will persist for many centuries even if emissions of CO2 are stopped now.

1.4 What Options do We Have?

The first option is to do nothing—carry on burning fossil fuels as we are now doing
or even increase their use as energy demand grows in developing countries. The
reality of doing this is that we will do irreparable damage to the world we live in. It
is not a sensible approach. The folly of this approach was highlighted in the Stern
Review (Stern 2007) in 2007, which discussed the effect of global warming on the
world economy.

The Review stated that climate change is the greatest and widest-ranging market
failure ever seen, presenting a unique challenge for economics. The Stern Review’s
main conclusion was that the benefits of strong, early action on climate change far
outweigh the costs of not acting. According to the Review, without action, the
overall costs of climate change will be equivalent to losing at least 5 % of global
gross domestic product (GDP) each year, now and forever. Including a wider range
of risks and impacts could increase this to 20 % of GDP or more, also indefinitely.
Stern believed at the time that 5°–6° of temperature increase was “a real
possibility.”

We can take the second option which is to adapt to changing global weather
patterns we are now facing. Adaptation measures may be planned in advance or put
in place spontaneously in response to a local pressure (IPCC 2007a). They include
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large-scale infrastructure changes—such as building defenses to protect against
sea-level rise or improving the quality of road surfaces to withstand hotter tem-
peratures—as well as behavioral shifts such as individuals using less water, farmers
planting different crops and more households and businesses buying flood
insurance.

The IPCC describes vulnerability to climate change (IPCC 2007a) as being
determined by three factors: exposure to hazards (such as reduced rainfall), sensi-
tivity to those hazards (such as an economy dominated by rain-fed agriculture), and
the capacity to adapt to those hazards (for example, whether farmers have the
money or skills to grow more drought-resistant crops). Adaptation measures can
help reduce vulnerability—for example by lowering sensitivity or building adaptive
capacity—as well as allowing populations to benefit from opportunities of climatic
changes, such as growing new crops in areas that were previously unsuitable.

Low-income countries tend to be more vulnerable to climate risks. Adaptation
measures will need to address risks specifically caused by climate change, such as
raising the height of sea defenses. It is still unclear how expensive these measures
will be or who will pay for them, but the World Bank suggests adaptation could
cost as much as the world currently spends on development assistance.

Mitigation (IPCC 2007b) on the other hand addresses the root causes, by
reducing green-house gas emissions, while adaptation seeks to lower the risks
posed by the consequences of climatic changes. Both approaches will be necessary,
because even if emissions are dramatically decreased in the next decade, adaptation
will still be needed to deal with the global changes that have already been set in
motion.

1.5 What are the Options to Mitigate CO2 Emissions?

The International Energy Agency (IEA) assesses on a regular basis the role that low
carbon technological options can play in transforming the current energy system.
The 2012 edition of the IEA’s Energy Technology Perspectives (ETP 2012) 2 °C
Scenario (2DS) identifies the technology options and policy pathways that ensure
an 80 % chance of limiting long-term global temperature in-crease to 2 °C (GEA
2012). The 2DS demonstrates how energy efficiency and accelerated deployment of
low-carbon technologies can help cut government expenditure, reduce energy
import dependency and lower greenhouse gas emissions.

This IEA analysis shows that CCS is an integral part of any lowest-cost miti-
gation scenario where long-term global average temperature increases are limited to
significantly less than 4 °C (the 4 °C Scenario, 4DS), particularly for 2 °C sce-
narios (2DS). Figure 1.1 provides a summary of the IEA’s analyses of the impacts
that each low carbon technology must achieve to attain the 2DS scenario.

The IEA’s analysis indicates that we need all low carbon technology options to
be deployed globally to meet the 2DS target. There is no individual technology that
can achieve the desired levels of emissions reductions on its own. All the options on
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the table have their own merits and demerits. Carbon capture and storage (CCS)
advocates point to its ability to decarbonize the power sector without significant
modification and investment in the current energy infrastructure. De-tractors point
to the energy efficiency penalty associated with the capture component and
uncertainties in the storage integrity of geological reservoirs. More recently it has
become accepted that CCS is probably the only technology on the horizon today
that would allow industrial sectors (such as iron and steel, cement and natural gas
processing) to meet deep emissions reduction goals.

The IEA indicates that abandoning CCS as a mitigation option would signifi-
cantly increase the cost of achieving the 2DS. The additional investment needs in
electricity that are required to meet the 2DS would increase by a further 40 % if
CCS is not available, with a total extra cost of USD 2 trillion over 40 years.
Without CCS, the pressure on other emissions reduction options would also be
higher.

More recently the IEA has considered a new scenario of 4DS (ETP 2014). The
4 °C Scenario (4DS) takes into account recent pledges made by countries to limit
emissions and step up efforts to improve energy efficiency. Like the 2DS the 4DS is
already an ambitious scenario that requires significant changes in policy and
technologies. Moreover, capping the temperature increase at 4 °C requires signif-
icant additional cuts in emissions in the period after 2050. The need for CCS is not
reduced in this scenario—rather its deployment needs to be ramped up quickly after
2020.

The IEA’s analysis is not a unique one. Other example of many is the Global
Energy Assessment 2012 (GEA) which uses a different assessment approach to that
of the IEA which works from setting a ‘business as usual’ base case also. The GEA
report shows that there are many combinations of energy resources, end-use, and
supply technologies that can simultaneously address the multiple sustainability
challenges. One of the report’s key findings is that energy systems can be
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transformed to support a sustainable future through (a) radical improvements in
energy efficiency, especially in end use, and (b) greater shares of renewable ener-
gies and advanced energy systems with carbon capture and storage (CCS) for both
fossil fuels and biomass (GEA 2012).

The combination of biomass and CCS is one that is being taken up by
environ-mental groups because of its potential to take emissions out of the atmo-
sphere and reduce the atmospheric carbon budget, the so called “negative emis-
sions” effect. Recent work to assess the global potential for bioCCS has suggested
the global technical potential is large and, if deployed, could result in negative
emissions up to 10 Gt of CO2 equivalents annually. The key obstacle to the
implementation of the technology is identified as the absence of a price for stored
biomass based CO2. There is therefore, a need for policy developments in this area
to assist global take-up of the technology (IEAGHG 2011a).

1.6 What is Carbon Capture and Storage?

Carbon capture and storage (CCS) is the process of capturing waste carbon dioxide
(CO2) from large point sources, such as fossil fuel power plants, transporting it to a
storage site by pipeline or ship, and injecting it where it will not enter the atmo-
sphere, normally an underground geological formation. In this way release of large
quantities of CO2 into the atmosphere (from fossil fuel use in power generation and
other industries) is prevented (IPCC 2005).

Geological storage of CO2 is accomplished by injecting it in dense form into a
rock formation below the Earth’s surface. Porous rock formations that hold or (as in
the case of depleted oil and gas reservoirs) have previously held fluids, such as
natural gas, oil or brines, are potential candidates for CO2 storage. Suitable storage
formations can occur in both onshore and offshore sedimentary basins (natural
large-scale depressions in the earth’s crust that are filled with sediments). Coal beds
also may be used for storage of CO2 where it is unlikely that the coal will later be
mined and provided that permeability is sufficient (IPCC 2005).

The IPCC Special Report on CO2 capture and storage (IPCC SRCCS) undertook
the first review of the global potential for CO2 storage in geological formations
(IPCC 2005). The IPCC SRCCS considered in detail three types of geological
formations that had at that time received extensive consideration for the geological
storage of CO2. The three options were storage in: oil and gas reservoirs, deep
saline formations and un-minable coal beds.

At the time of the IPCC SRCCS several other possible geological formations or
structures (such as basalts, oil or gas shale’s, salt caverns and abandoned mines)
were considered. However it was felt at the time that these only represented niche
opportunities, or had not been sufficiently studied at that time to assess their
potential. This conclusion is still largely valid today.

The estimates of the technical potential for different geological storage options
from the IPCC SRCCS are summarized in Table 1.1.
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Whilst there have been numerous studies on the individual storage options since
the IPCC SRCCS, the fact that the largest CO2 storage potential globally lies in
deep saline formations still remains a core conclusion to this day.

Since the IPCC SRCCS, our knowledge on how these storage resources can be
developed, has been advanced. In the case of deep saline formations they represent
a tantalizing resource for global storage of CO2. However, they remain relatively
unexplored in most regions of the world. Deep saline formations require much more
extensive characterization because in general they are “virgin” formations not
previously investigated. Because of this they require much longer lead times (up to
15 years of pre-exploration may be required,) that could be considered as viable for
geological storage of CO2 (IEAGHG 2011b).

Gas fields hold a greater storage potential than oil fields. Compared to deep
saline formations both gas and oil fields are much better explored and have a
background data set of both geological and operational/production data. On this
basis they both should be more suitable for early application of CO2 storage than
deep saline formations. Storage in oil fields is typically carried out as part of
enhanced oil recovery operations (EOR). In such systems the injection of CO2 is
used to maximize oil production, not for storage of the injected CO2. However,
incidental storage does occur within the reservoir and the gas recycle system which
can amount to up to 90 % of the CO2 injected (Whittaker and Perkins 2013).

The potential for geological storage in coal seams has recently been
re-examined. Storage in coal seams involves replacing methane trapped in the coal
structure with CO2. This causes methane to be released, which is called CO2

enhanced coal bed methane recovery (CO2-ECBM). However, CO2-ECBM is not
considered as a primary extraction method but rather as a secondary technique once
the coal has been dewatered and methane extracted during primary methane
extraction or coal bed methane (CBM) extraction. Conventional CBM extraction
may leave up to 50 % of the methane in the seam after development and production
operations have been completed. It is postulated that another 20 % could potentially
be recovered through the application of CO2-ECBM in a second stage production
process. Theoretically this approach therefore suggests once more that CO2-ECBM
could be a viable opportunity. However, this storage option is at an early stage of
research with one project undertaken in China which has had production difficulties

Table 1.1 Storage capacity for several geological storage options (IEAGHG 2011a)

Reservoir type Lower estimate of storage
capacity (GtCO2)

Upper estimate of storage
capacity (GtCO2)

Oil and gas fields 675a 900a

Unminable coal seams
(ECBM)

3–15 200

Deep saline formations 1000 Uncertain but possibly 104

aThese numbers would increase by 25 % if ‘undiscovered’ oil and gas fields were included in this
assessment. Source IPCC SRCCS (2005)
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due to coal fines accumulation in unlined horizontal wells, and a second underway
in the USA which, to date, has had limited operational success. The jury is therefore
still out on CO2-ECBM (IEAGHG 2013a).

In the last few years interest in using shale has also surfaced as a potential
storage option. Again it is too early to decide whether this is a promising option for
the future or not (IEAGHG 2013a).

1.7 Status of Geological Storage of CO2

At the time of the IPCC SRCCS there were three operational commercial scale CO2

injection projects globally, which were Sleipner in the North Sea, the IEAGHG
Weyburn CO2 Capture and Storage Project in Canada and the In-Salah Project in
Algeria. Two of these, Sleipner and In-Salah, were injecting into deep saline for-
mations, whilst Weyburn was a CO2 flood in a depleting oil field (IEAGHG 2011a).

Since that time the number of CO2 injection projects has grown considerably. An
analysis undertaken by the IEA Greenhouse Gas R&D Programme has shown that
there were, as of mid-2012, 45 small scale injection projects and 43 large scale
projects (IEAGHG 2013b). Small scale projects were considered to be those
injecting <100,000 tonnes, though many projects inject considerably less (<15,000
tonnes). Large scale projects were considered to be injecting >100,000
tonnes/annum.

Figure 1.2 provides an overview of the global distribution of the small or pilot
CO2 injection projects.

Whilst there are a number of individual projects in Australia, China, Europe and
Japan, the majority of these projects are in North America and principally the USA.
The reason for the large number of projects in the USA is that in 2003, the U.S.
Department of Energy (DOE) awarded cooperative agreements to seven Regional
Carbon Sequestration Partnerships (RCSPs). The seven RCSPs were tasked to
determine the best geologic and terrestrial storage approaches and apply tech-
nologies to safely and permanently store CO2 for their specific regions (RCSP
2003).

The RCSP Initiative has been implemented in three phases:

• Characterization Phase (2003–2005): Initial characterization of their region’s
potential to store CO2 in different geologic formations.

• Validation Phase (2005–2011): Evaluation of promising CO2 storage opportu-
nities through a series of small-scale (less than 500,000 metric tons CO2) field
tests to develop understanding of injectivity, capacity, and storability of CO2 in
the various geologic formations within a wide range of depositional
environments.

• Development Phase (2008–2018+): Implementation of large-scale field testing
involving at least 1 million metric tons of CO2 per project
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The RCSP program as of April 2014 has six operational one MtCO2 injection
projects with two more in preparation. This is the biggest geological storage pro-
gram in the world (IEAGHG 2013b).

Together the pilot projects around the world have played a fundamental role in
the development of the CO2 storage component of the CCS system. Some of the
key findings from these pilots is summarized as follows:

• The Otway project in Australia, was the first to specifically determine the CO2

residual saturation in a saline aquifer. Using observed downhole pressures
resulted in an average value of the CO2 residual saturation of between 15 and
19 %.

• At the K-12 B injection offshore the Netherlands, the reservoir model was
calibrated to an approximately 17 year production history and could accurately
predict the pressure response for 2 short-term CO2 injection tests.

• The Nagoka project in Japan was actually monitoring during an earthquake and
physically demonstrated that seismic activity does not impact storage security.
Post closure monitoring at Nagoka has also demonstrated CO2 dissolution in the
reservoir brine.

Fig. 1.2 Global distribution of Pilot Scale CO2 injection projects as of December 2013
(IEAGHG 2013b)
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• The IEAGHG Weyburn CO2 Monitoring and Storage Project in Canada
demonstrated the importance of baseline monitoring when a supposed leak
from the site was disproved based on baseline monitoring.

The pilot projects have led to the production of several best practice documents
and guidelines, which vary in scope and technical detail. A number of non-site
specific best practice guides have been produced, such as NETL’s risk assessment
and site selection manuals and WRI’s CCS guidelines that outline the entire pro-
cess. There are also best practice guidelines considering learnings taken from
particular projects, such as the SACS best practices for the storage of CO2 in saline
aquifers, which uses, amongst others, learnings from the Sleipner storage site in the
North Sea. Other examples of best practice guides are the QUALSTORE best
practice guide and the EU Guidance documents. There are several documents
outlining issues regarding public communication including guidelines from NETL
and WRI. The Global CCS Institute commissioned CO2CRC to produce a sum-
mary of best practice guides, including a summary of the varying areas of coverage
and technical detail (CO2CRC 2011).

Pilots have played a key role in helping build public confidence in geological
storage (IEAGHG 2013b). It is safety/integrity of storage sites that principally gets
raised in public debates on CCS. These pilot projects have assisted through:

• Establishing visitor centers at sites so the public can get first-hand experience of
storage operations.

• They have enabled direct local dialogue with farmers and other key
stakeholders.

• They enable the public to meet the scientists involved so they can learn and
speak openly about their concerns.

• They provide the opportunity to disseminate information at a local level

Through these actions the pilot projects have helped build public confidence in
CCS at a local/regional level which is important for the success of projects and CCS
globally.

The pilot projects have also contributed directly to demonstration activities. For
example, monitoring and operational experience from the K-12 B project, The
Netherlands was used to develop permit application for ROAD project to EC. This
application tested the permitting process under the EC Directive in Europe.
The ROAD project permit was approved and hence was the First Injection/
Monitoring permit approved by EU under the EC CCS Directive.

1.8 Outlook for CCS

Recent years have seen a considerable increase in the deployment of CCS at the
demonstration scale. The Global Carbon Capture and Storage Institutes 2014
review of the status of CCS (Global CCS Institute 2014) has highlighted that:
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• Four large scale CO2-EOR projects commenced operation in 2013/4—Air
Products Steam Methane Reformer Enhanced Oil Recovery (EOR) Project,
Coffeyville Gasification Plant, Lost Cabin Gas Plant, all in the United States
(US) and Petrobras Lula Oil Field CCS Project in Brazil.

• The world’s first large-scale carbon capture and storage (CCS) project in the
power sector commenced operation in October 2014 at the Boundary Dam
power station in Saskatchewan, Canada.

• Two additional large-scale CCS projects in the power sector—at the Kemper
County Energy Facility in Mississippi and the Petra Nova Carbon Capture
Project in Texas—are planned to come into operation in late 2016 and early
2017 respectively.

• The Gorgon project in Australia will be operational in 2016. This will be the
largest off shore gas processing plant capturing CO2 for injection into a deep
saline formation.

• Construction is also underway on the world’s first large-scale CCS project in the
iron and steel sector, the Abu Dhabi CCS Project in the United Arab Emirates
(UAE).

• Construction also started in 2014 on the Archer Daniel Midland full scale
bioCCS project in Illinois, USA.

The Global CCS Institute indicates that there are 22 large-scale CCS projects in
operation or construction around the world—double the number at the beginning of
the decade. Also there are a further 14 large-scale CCS projects in advanced
planning, including nine in the power sector, many of which are anticipated to be in
a position to make a final investment decision during 2015.

In the USA and Canada the CO2-EOR projects in operation or under con-
struction are building a pipeline infrastructure that can be used in the future for
saline storage operations. In Europe and Australia there are a number of hub pro-
jects developing like Rotterdam Hub, the Teesside hub and the Collie hub in
Western Australia (IEAGHG 2015). Hub and cluster projects like these will be
essential to take the implementation of the technology to the next level. The
challenge will be to fund these hub and cluster projects that can transport large
volumes of CO2 from multiple projects to their storage locations. In Europe it is
hoped that new funding opportunities such as the NER400 might provide the
financing for such project (European Council 2014).
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Chapter 2
Overview of Processes Occurring During
CO2 Geological Storage and Their
Relevance to Key Questions
of Performance

Chin-Fu Tsang and Auli Niemi

Abstract The objective of this chapter is to provide an overview and discussion of
the relevancy of various physical and chemical processes to be associated with the
geological storage of CO2 at a particular site, and thereby serve as a bridge between
the detailed process descriptions and modeling techniques to be presented in the
following chapters and the studying and simulation of site-specific physicochemical
behavior of a potential CO2 geosequestration site. The approach adopted is to
address the relevancy of a given process in terms of the specific objectives, the
technical issues of concern, or the key questions associated with CO2 geological
storage, in the context of the geological settings and characteristics of the storage
site. The suggested approach is exemplified by application to two field cases.

2.1 Introduction

In recent literature, many of the physical and chemical processes associated with
CO2 geological storage have been extensively and intensely investigated and
reported. In Chaps. 3–5 of this book, they are reviewed and described in detail,
together with modeling techniques used to simulate them. These chapters also give
a substantial list of references related to these processes and their modeling. The
objective of the present chapter is to provide an introductory overview and a bridge
between these process descriptions and modeling techniques and the studying and
simulation of physicochemical behavior of a potential CO2 geosequestration site,
and, in particular, to identify the relevant physicochemical processes to site-specific
study of CO2 injection and sequestration in the deep subsurface. The focus will be
on CO2 geosequestration in saline formations.
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The next section below gives an overview of the processes involved in a basic
scenario of subsurface CO2 injection and sequestration in a brine formation, fol-
lowed by a general discussion of the geological settings and characteristics. Then
the approach for discussing the relevancy of the physicochemical processes to CO2

geosequestration at a specific site is presented. The implementation of this approach
with an example of application to two field cases is described and discussed in the
remaining sections of this chapter.

2.2 Overview of Processes in a Basic Scenario

For the sake of discussion in this chapter, it is useful to consider a basic scenario of
injection and storage of CO2 in brine formations as presented in Fig. 2.1, which
shows a storage injection zone overlain by a caprock greater than 800 m in depth.
Three main physicochemcial processes are indicated. First, there is the hydrological
process of buoyancy flow of the CO2 with its factor-of-two lower density and an
order-of-magnitude lower viscosity. Thus the plume of injected CO2 will migrate
outwards from the injection well and upwards towards the caprock by buoyancy.
Other hydrologic factors also come into play, which will be discussed below.
Second, both injection and buoyancy provide additional pressure on the rock matrix
of the formation, which may thus be deformed, with changes in matrix porosity or
fracture apertures. They in turn cause changes in flow permeability and, conse-
quently, the flow field. This is what we call the hydromechanical effect. Finally, the
injected CO2 plume will, in general, chemically react with the formation minerals.
This could give rise to porosity changes near the injection well, but, positively,
formation matrix minerals can react with the injected CO2 to form new minerals in
the rock matrix, thus trapping CO2 chemically. This is the mineral trapping process
for sequestration of CO2. These main processes are discussed in more detail below.

Fig. 2.1 Schematic diagram
of CO2 geosequestration in
saline formation
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CO2 injected into a deep brine formation will be present in three forms: a dense
supercritical phase; a dissolved state in pore water, and an immobilized state
through geochemical reaction with in situ minerals. The dissolved part of estimated
to be from 2 % in saturated NaCl brines by weight to 7 % in typical ground water.
CO2 immobilization in formation matrix minerals is a slow process and varies
considerably with rock types. The amount of CO2 sequestered through such mineral
reactions can be comparable with CO2 dissolution in pore waters. Among all the
forms that the injected CO2 takes in a brine formation, the liquid-like supercritical
phase is the main storage form and it has properties quite different from those of the
pore water. For example, for storage of CO2 at 1000 m depth, CO2 density is about
60–75 % that of water in the formation, while its viscosity is about a factor of 15–
20 times less than that of water.

The lower density of the stored supercritical CO2 will cause buoyant flow of CO2

to the top of the injection zone below the caprock. The flow depends on the density
difference as well as the vertical and horizontal permeabilities of the formation.
Because of the tendency for buoyancy flow of CO2 to the top of the injection
formation, the areal extent of the injected CO2 will be much larger than a
buoyancy-neutral fluid. For example, storage of 2.7 � 1011 kg of CO2, injected at a
rate of 350 kg/s for 30 years into a 100-m thick formation with kx = kz = 10−13 m2,
has been estimated to have an increase in areal extent resulting from buoyancy flow
by a factor of approximately 1.4. In this example, because of the large volume of
CO2 involved, the areal extent of the injected CO2 can be as much as 120 km2.

Once the injected fluid is in place, what happens if it is next to a leakage path in
the caprock, such as an abandoned borehole or a fault? The density of super-critical
CO2 at a depth of 1000 m is about 600–750 kg/m3, resulting in a significant
buoyancy driving force causing an upward leakage of CO2. However the buoyancy
pressure needs to be larger enough to overcome the gas entry pressure into the
caprock pores. One can estimate the thickness h of the layer of CO2 needed to
provide enough buoyancy pressure to exceed the gas entry, which turns out to be
70–170 m for a pore radius of 10−7 m. However, if there exists a fracture in the
caprock, the effective pore radius in the fracture can be much larger and thus the
thickness of CO2 required to overcome the gas entry pressure of the fracture would
be much less. In general, as CO2 migrates upward, the flow involves evolving
phases of CO2 as well as the brine, presenting a complex phase interference effect.

The very low viscosity of supercritical CO2 will give rise to flow instability at
the CO2-brine interface as CO2 is being injected into the storage formation. This
flow instability results in fingering. In other words, instead of piston-like flow of the
CO2 front into the injection formation, parts of the front will flow much faster in the
form of fingers. This phenomenon occurs in parallel with the buoyancy flow effect
discussed above. However, viscous fingering of CO2 may not be as significant in
the presence of geologic heterogeneity.

Heterogeneity of the injection formation gives rise to the fingering or channeling
effect. The injected CO2 will be channelized to follow the most permeable paths
because of the spatial variation of permeability. The flow pattern will depend not
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only on the permeability variability and its spatial correlation range, but also on the
saturation level of CO2 in the different parts of the brine formation.

Mechanically, the main concern for liquid waste injection has been to ensure that
injection pressure is safely below that which will cause hydraulic fracturing or
affect well integrity (Fig. 2.2). For CO2 injection and storage, however, both the
injection and buoyancy pressures need to be considered. While injection pressure is
highest around the injection well and starts to decrease after the termination of
injection, buoyancy pressure extends over the entire CO2 plume and lasts well
beyond the injection period. An increase in formation fluid pressure, due to both
injection and buoyant pressures, will cause local changes in the effective stress field,
which, in turn, will induce mechanical deformations, possibly increasing the
porosity and permeability and thus reducing the fluid pressure. However at the same
time, increasing pressure may also cause irreversible mechanical failure in the
caprock. This mechanical failure may involve possibly shear-slip along existing
fractures and creation of new fractures (hydraulic fracturing), that reduce the sealing
properties of the caprock system. In addition to these mechanical processes,
replacing the native formation fluid with CO2 may cause changes in rock me-
chanical properties through chemical-mechanical interactions between the CO2 and
the host rock, or through desiccation of fractures.

Chemically, at the CO2 front where CO2 is dissolved in water, the acidity of the
groundwater is increased and many minerals comprising the host rock matrix
minerals such as calcite, may dissolve readily, leading to an increase in permeability
and porosity along the flow channel. This leads to a higher flow rate and increased
dissolution, potentially forming what are known as wormholes. On the other hand,
based on experience from enhanced oil recovery, CO2 has been known to reduce
injectivity in some cases, but to increase permeability near injection wells in others.
There are also data indicating that dissolved CO2 will cause a reduction in per-
meability where the carbonate minerals precipitate along the flow paths with a large
pressure gradient. All these observations suggest the need for careful evaluation of
the compatibility between supercritical CO2 and geochemistry of the brine for-
mation. Such an evaluation may also yield information useful for the design of

Fig. 2.2 Schematic diagram
on hydromechanical changes
due to CO2 injection and
storage (from Jonny Rutqvist,
private communication 2012)
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injection operations, such as keeping injection pressure below a certain value so that
there will be no severe pressure gradients to induce precipitation or dissolution.

With CO2 storage at or below the depth of about 1000 m, there may well be a
sequence of intervening strata of confining and permeable layers separating the
injection zone and the lowest underground sources of drinking water (USDW).
This sequence of strata can provide a compounded margin of safety to reduce CO2

upward leakage. Thus, each high-permeability layer serves as an injection zone for
CO2 leaking into it from below and spreading in it. The next overlying confining
layer will then act as the next caprock to prevent continuing CO2 leakage.

Because of the large volume of CO2 being injected and stored, the displacement
of in situ brine is an issue of concern. The displaced brine may migrate to neigh-
boring formations and/or diffuse into shallower hydraulically conductive units.
Potential focused migration may also occur through abandoned wells or
sub-vertical faults and connected fractures.

2.3 Geological Settings and Characteristics

A number of different types of geologic formations have been proposed for CO2

geosequestration. These include saline formations, depleted oil and gas reservoirs,
coal seams, and possibly organic-rich shale. In this chapter, we focus on saline
formations. For such formations, CO2 sequestration is mainly through four different
trapping mechanisms: structural or stratigraphic trapping, capillary or mobility
trapping, dissolution trapping, and mineralization or chemical trapping. The first
two tend to occur earlier in time, whereas the latter two are much slower.

Structural or stratigraphic trapping depends on the local geology: a
low-permeability, regionally extensive caprock with high gas entry pressure, seal-
ing faults, and anticline structures all have the potential to trap buoyant CO2.
Conversely, geologic heterogeneity that creates gaps in the low-permeability
structures can promote concentrated vertical flow of CO2 along these preferential
flow paths.

Capillary or mobility trapping is due to phase interference between the immis-
cible CO2 (the nonwetting gas-like phase) and the brine (the wetting phase). The
mobilities of the flowing phases depend on phase distributions at the pore scale, as
embodied in continuum-scale relative permeability functions. It is widely recog-
nized that fluid distributions within the pore space differ for drainage (where CO2 as
the nonwetting phase displaces brine as the wetting phase, in the case of an
advancing CO2 plume), and imbibition (where brine as the wetting phase replaces
CO2 as the nonwetting phase, in the case of a retreating CO2 plume). This
process-dependence can be represented by using hysteretic relative permeability
functions in which the nonwetting-phase residual saturation is small during drai-
nage, but large during imbibition, leading to the trapping of significant quantities of
CO2.
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Dissolution trapping occurs when CO2 dissolves in brine. The CO2-saturated
brine density increases, making it heavier than the surrounding brine. Buoyancy
forces then contribute to trapping of dissolved CO2 due to the tendency for CO2-
saturated brine to migrate downwards, often in the form of fingering flow.
Mineralization or chemical trapping occurs when CO2 reacts with rock minerals to
form carbonate compounds, effectively immobilizing the CO2.

Among these four trapping mechanisms, structural trapping is important, espe-
cially in the early time frame. Saline formations may be embedded in several
different large-scale and regional tectonic settings: (a) post-collisional, or
post-orogenic, inland basins; (b) passive continental margins; e.g., paralic to shelf
environment; and (c) fold and thrust belts. The inland basins contain mainly listric
and normal faulting with minor periods of reverse faulting. Both inland basins and
passive continental margins are assumed to have low tectonic or seismic activity.
The fold and thrust belts as a whole are compressional, but they can exhibit large
extensional domains, with the result that all types of faults, including large strike-
slip faults, may be expected. An understanding of these large-scale CO2-geose-
questration site settings is useful because of the large amounts of CO2 to be stored;
a proper evaluation of the large CO2 plume footprint and the even larger-scale
effects of its displacement of in situ brine (see Fig. 2.1) require consideration of the
characteristics of these large-scale settings.

Geological factors of importance for CO2 geosequestration in all the different
large-scale settings include faults, folds, sedimentary facies, and various caprock
characteristics. Faults may offset stratigraphic layers, bring permeable formations
above the caprock and the storage formation closer together, or juxtapose them.
They may also be either hydraulically conductive, providing a migration path, or
sealed, providing a barrier. Thus, they play a significant role in potential migration,
or conversely, in flow compartmentalization and storage capacity.

Folds in large-scale reservoirs are rather a local feature, occurring in the vicinity
of faults, and can be accompanied by many fractures. If a caprock layer laps on a
buried fold or pre-existing inclining structure, the caprock may thin out (or “pinch”
out), with potential migration of stored CO2 or displaced brine, at that location.

For sedimentary facies, the concern is with spatially varying grain size or
effective pore-size distribution, and pore structure. This spatial variability will
impact estimates of storage capacity and pressure buildup. Spatially varying min-
eralogy also leads to different dissolution and precipitation reactions and different
reaction rates of rock with the stored supercritical CO2, in situ brine, and brine with
dissolved CO2.

With respect to the caprock, the geological properties of interest are rock type,
facies distribution, thickness, and (more specifically) its integrity under different
thermal and geomechanical processes, such as those involved in induced or natural
seismic events.
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2.4 Approach

The approach adopted in this chapter for discussing the relevancy of the physico-
chemical processes to CO2 geosequestration is to identify process relevancy in
terms of specific objectives, technical issues of concern, or key questions associated
with CO2 geosequestration, in the context of the geological settings and charac-
teristics of the geosequestration sites. We shall refer to the CO2

geosequestration-related objectives, issues, and questions all as key questions (KQ),
which will be discussed below.

In our discussion of relevant processes, we shall consider not only physical and
chemical processes (P) , but also geologic features or structures (F). The latter
include such features as the presence of fractures and faults, as well as rock-property
heterogeneity, such as spatial variations in grain size, porosity and permeability. It
is often impossible to discuss processes without also discussing the features,
because features are the framework within which the processes operate.
Furthermore, the separation of processes and features is, in many instances, not
clear-cut. Sometimes a so-called process is defined to represent some underlying
physical processes acting on “smeared-out” or averaged features, especially when
detailed information on these features is not available. One example of this is
dispersion, which results from solute transport through pathways of different
velocities in the rock pores, with diffusion among the paths. Dispersion is then a
flow and migration process in a continuum representation of this pore-scale vari-
ability. Nevertheless, on a practical level, one may separate processes (P) and
features (F) by the fact that processes are represented as a term in the governing
equations of a model that simulates rock physical and chemical behavior, while
features are accounted for by the mesh design and material property values in the
internal or boundary elements of the model.

Definitions or representations of processes and their characteristics depend also
on the conceptual model used for their representations. For example, the relative
permeability functions used to describe multiphase flows are used to represent the
flow interference between the multiple phases in the pore or fracture aperture
structure. They may display hysteretic effects, and are a function of scale. Such
hysteresis and scale-dependence will also be included in our discussions as part of
the processes.

As can be seen in the brief discussion above, there are no clear distinctions
between features, processes, and process representations, and often this kind of
grouping is somewhat arbitrary. It is probably fruitless to pursue a better definition
of such distinctions, and the present chapter proposes the use of these categories
only as a convenience to guide our discussion on their relevancy to CO2

geosequestration.
Two further remarks are needed concerning our approach. First, the matter of

temporal and spatial scales is critical and needs to be kept in mind in any con-
sideration of processes and features. In fact, this applies not only to processes, but
also to the key questions, objectives, or technical issues of concern related to CO2
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geosequestration. For example, the potential or risk of CO2 migration is an issue of
concern, but processes related to focused migration from a particular location and
those related to average migration over a large area may be quite different.

Secondly, some of the key questions can and need to be addressed through
operational strategy, which includes such activities as site selection, injection well
spacing, injection schedule, monitoring plan, and associated operational
re-adjustment or optimization. Furthermore, for consideration of operational strat-
egy, there is a need of data, both generic and site-specific. Since it is impossible to
have a “complete” set of data, one issue is the evaluation of an optimal set of
desired data, while another issue is research towards defining and determining
uncertainty due to data gaps.

In Sect. 2.5, the main objectives, technical issues of concern, or key questions
associated with CO2 geosequestration will be identified. For simplicity, they are all
referred to as key questions (KQs).

Section 2.6 will provide a number of design alternatives related to operational
strategy. Different alternatives involve different costs, and costing level is an
important factor in any practical CO2 geosequestration projects, but this will not be
addressed in the present chapter. In Sects. 2.7 and 2.8 we shall list the main features
(F), and processes (P), respectively. For this, we draw on information from Chaps. 3
–5 of this book, and the current state of knowledge. Particular attention will be paid
to the coupled processes, which are those processes coupling the effects of thermal,
hydrologic, mechanical, and chemical processes.

These sections are then followed by Sect. 2.9 with an attempt (in the form of
tables) to associate each KQ with various F and P, along with a few remarks on
related operational strategy and data needs. The tables are not presumed to be
complete, but may be useful as an initial step in the planning, evaluation, and
development of a CO2 geosequestration project.

Finally, in Sect. 2.10 one particular large-scale study of two potential CO2

geosequestration sites in the literature will be reviewed, to point out the KQs
considered and the features and processes included in the study. A few remarks on
the application of the present work then conclude this chapter.

2.5 Key Questions

Key questions (KQs) associated with CO2 geosequestration addressed in this
chapter are those from a technical and scientific perspective. Thus, we do not
discuss public acceptance, cost-benefit, or regulatory and legal aspects of the
problem. We may divide the KQs in two groups: those related to the performance of
CO2 geosequestration and those related to its risk.
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2.5.1 Performance-Related Key Questions

In line with current thinking in this field, we may define the performance-related
KQs to be of three categories: namely, capacity of CO2 that can be sequestrated at a
given site, injectivity of CO2 into deep saline formations, and containment of CO2

without significant migration.
Capacity is by definition a large-scale issue, since for CO2 geosequestration to be

useful, large quantities of CO2 will have to be stored. Capacity includes contri-
butions from structural trapping, residual or capillary trapping, dissolution and
mineralization trapping, and mechanical deformation of pore space. One control-
ling parameter that limits storage capacity is the pressure rise in the CO2 storage
formation. A maximum limit to the pressure rise is often required by regulatory
agencies to stay safely below the level that could potentially cause hydraulic
fracturing of the caprock or significant seismic events (Rutqvist et al. 2007).
Another limit to pressure rise is the gas entry pressure into the overlying sealing
formation, with its low permeability and high capillarity.

Injectivity, on the other hand, is probably a local issue concerning the capability
of the formation to receive the injected CO2 without unwarranted effects, such as
gas entry into caprock and hydraulic fracturing leading to leakage near the injection
well or above the CO2 plume. This KQ may be partially addressed by selecting a
storage saline formation with sufficiently high permeability, using horizontal
injection wells, or changing the separation of injection areas over the storage for-
mation, which are part of operational strategy.

Containment in the performance context involves the general question, how
effective is the containment of CO2 sequestration in the saline formation? In some
assessments, it has been suggested that a small percentage of leakage can be
tolerated for a system still considered to be effective in sequestering a significant
amount of CO2. Although the mechanisms of potential migration through faults and
abandoned wells have been much studied, how large and significant the migration
volume would be for a given geosequestration site remains an open issue to con-
sider. Furthermore, separately from the containment question, a focused leakage
causing environmental damage and danger at the leakage locations on the land
surface is an important issue.

2.5.2 Risk-Related Key Questions

These may be identified as (a) induced seismicity, (b) focused migration, (c) dif-
fused migration, (d) large-scale flow, brine displacement, and pressure changes, and
(e) leaching and transport of minerals and chemicals to shallow groundwater
systems.

With induced seismicity, we have both the potential for significant or major
seismic events involving fault shear slippage (with possibly the creation of new
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migration paths or enhancement of existing paths) and induced seismic swarms of
small magnitudes. The risk for focused migration refers specifically to migration
through discrete flow paths along faults and connected fractures through the
caprock. The caprock may be of a single layer or have a multilayered structure.
Included in this category is also leakage through imperfectly sealed, abandoned
wells or improperly constructed injection wells. Such focused migration may
involve free-phase CO2 or CO2-rich brine. For the migration of brine with dissolved
CO2, the CO2 may degas with reduced pressure as the fluid moves upwards.
Diffused migration, on the other hand, is migration of mainly brine and CO2-rich
brine through caprock layers as a whole without discrete well-defined flow paths. It
thus tends to be slow migration that covers a large horizontal area and flows
vertically through a number of low-permeability layers to the shallower ground-
water system, the vadose zone, and to the land surface.

The key question regarding large-scale flow, brine displacement, and pressure
change arises from concerns over how the large quantity of CO2 injected and stored
underground would affect the groundwater system. The brine displaced by the
stored CO2 may enter into shallower groundwater formations, increasing their
salinity, and the associated increases in pressure may also cause significant changes
in the groundwater flow patterns. Finally, the leaching and transport of minerals
and chemicals from CO2-rock interactions, and from interactions between deeper
brine and shallower formations during brine migration, are subjects of concern if
they significantly affect the shallow aquifers.

2.6 Operational Strategy

Before we discuss features and processes involved in CO2 geosequestration, it is
useful to consider operational strategy used in CO2 injection. Some of the key
questions discussed in the last section can and should be addressed by appropriate
design and planning of CO2 geosequestration projects. Based on the operational
strategy used, the impact of some of the features and processes may be reduced,
while others may become more important and require careful study. Below, we
identify a number of issues related to operational strategy.

Usually, the first step within operational strategy is site evaluation or charac-
terization, based on which a site selection can be made. For example, the
performance-related key question of CO2 storage capacity can be partially
addressed by selecting a site with an extensive saline formation under a good
caprock layer. Similarly the risk-related key question of induced seismicity can be
partially addressed by selecting a site with a low potential for seismic activity and
moderate in situ stress fields. Such site selection depends on previously available
data and new data that can be obtained at reasonable cost and time. Scale is also an
issue: sometimes, it may be possible to select a “good” site around an injection well
or even over the expected CO2 plume footprint, but the site may not be so good
over the vast area of pressure changes and brine migration induced by CO2

24 C.-F. Tsang and A. Niemi



injection and buoyancy flow. An added aspect of site characterization is the
establishment of the baseline conditions (including dynamic conditions) of the site,
such as pressure and salinity distributions, as well as natural seismic activities.
Such information is needed to understand the impact of CO2 injection and storage at
the site and also the monitoring results during storage operation.

The choice of multiple vertical or horizontal CO2 injection wells and placement
of such wells is also part of operational strategy. With horizontal wells and a wide
separation between injection areas, the injection pressure at the injection site may
be less for the same total injection rate, but the cost may be dramatically higher. An
injection strategy to target certain storage formations or to promote certain trapping
mechanisms has also been explored. For example, alternating CO2 and water
injection has been suggested as a way to enhance capillary trapping of CO2.
Constant-rate injection versus variable-rate injection has also been studied, with
some studies indicating an advantage for variable-rate injection in promoting CO2

dispersion and dissolution in brine.
Concerns for pressure rise caused by CO2 injection and buoyancy can probably

be partially addressed by schemes such as brine withdrawal from the storage for-
mation. In this case, however, treatment and disposal of the produced brine become
an issue. In general, pressure-management methods can be considered to be part of
the operational strategy. Finally, strategies for monitoring potential leakage and its
mitigation are important steps in CO2 geosequestration. How to best design and
implement monitoring and mitigation is an important operational issue.

2.7 Features

Some of the large-scale regional features have been described in Sect. 2.3 (on
regional geological setting). Of relevance to the key questions discussed in
Sect. 2.5 are a number of local and large-scale geological features and structural
characteristics.

First, the geometry of the saline storage formation and caprock needs to be
defined and characterized. This activity includes accounting for the lateral extent of
the storage formation and the boundary conditions, whether they are open, closed,
or partially open. The geometry and permeability structure of the caprock has great
relevance to CO2 containment. For example, there may be an advantage in having
the caprock be composed of multiple low-permeability, high-capillarity layers
rather than a single low-permeability layer. The roughness of the caprock-saline
formation interface has also been proposed to have a significant effect: it may
provide effective traps for CO2, since the CO2 flows up and spreads at the caprock
interface due to its buoyancy.

The CO2 storage formation is heterogeneous with a permeability correlation
structure, and this heterogeneity may subject flow to hydraulic compartmentaliza-
tion, so that not all of the storage formation is utilized for CO2 storage. Other
features that affect the distribution of CO2 flow are faults (sealed or open), folds,
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and fracture zones. All these complications could result in preferential flow paths,
which may divert CO2 flow to farther-away regions without fully occupying the
storage formation in the near field, and which, furthermore, may also create CO2

migration paths to shallower formations.
Not only is formation heterogeneity an issue, but also the formation property

anisotropy, which is a feature that is essential for addressing some of the key
questions. Not all of the geological features can be known a priori. This will give
rise to uncertainty because of lack of knowledge. Some research effort has been
devoted to the definition and estimation of uncertainty: it is hoped that the uncer-
tainty can be bounded, based on site-specific data on a large scale.

2.8 Processes

Processes involved in CO2 geosequestration are discussed in detail in Chaps. 3–5 of
this book. Below, they are presented in an outline way under processes, process
representations, and coupled processes.

2.8.1 Processes

Under processes, we identify below some significant hydrological, chemical,
mechanical, and thermal processes relevant to CO2 geosequestration:

• Flow of supercritical CO2, gaseous CO2, brine with dissolved CO2, and in situ
brine, including “impurities” injected with the CO2.

• Pressure changes due to both injection pressure and buoyancy (gravity)
pressure.

• Buoyancy-driven flow of supercritical and gaseous CO2, and, in general,
gravity-driven flow among fluids of different densities.

• Pore-scale capillarity, which contributes to entrapment of CO2.
• Multicomponent flow-viscosity fingering.
• Heterogeneity-induced channeling or fingering and exchange between fast and

neighboring slower paths.
• Macro-scale trapping of CO2/brine due to heterogeneity and flow

compartmentalization.
• Interface behavior between CO2, brine with dissolved CO2, in situ brine, and

low-salinity fluids at shallower formations. For example, such behavior includes
the capillary fringe effect at the CO2-brine interface and potential flow instability
at the interface.

• Displacement of formation brine and its interaction with shallow groundwater
and rock minerals.

• Large-scale CO2 spreading, mixing, fingering, and dissolution.
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• Dissolution of CO2 in brine and transport of dissolved CO2 through convective
flow.

• Evaporation of water into CO2 phase and subsequent salt precipitation.
• Molecular diffusion of dissolved CO2 between flow zones of different velocities

or between fractures and the adjacent rock matrix.
• Reactions of CO2 and supercritical CO2 with rock minerals.
• Thermal transfer.
• Mechanical stress and displacements/deformations.
• Fracture shear slippage and propagation; induced seismicity.

2.8.2 Process Representations in Macro-Scale Models

Some processes are defined based on macro-scale conceptual models used to rep-
resent the underlying physicochemical processes occurring in a structural frame-
work of a smaller scale. Because of this, there may be significant scale dependence
in these processes, both temporally and spatially. Although we refer to them as
simply “processes”, it is useful to list them here so that their dependence on con-
ceptual models of the geological system is highlighted.

• Flow and transport in the hydrogeological system with underlying heterogeneity
of different scales. The representative permeability values depend on the exis-
tence of representative elementary volume. Furthermore, the representative
elementary volume may be different for different processes. For example, it will
be very different among pressure (a very diffusive process), thermal transport (a
moderately diffusive process), and solute transport (a process much more
sensitive to local-scale heterogeneity). In this respect, methods for determining
parameter values for particular applications require careful consideration of the
related scale involved.

• Flow anisotropy. The differences in flow permeability for different flow direc-
tions depend on the characteristics of permeability distribution in the different
directions. It may also be a spatially varying quantity.

• Flow dispersion is a representation of lower-level velocity variations of CO2 (or
other fluids) in the pore structure at the scale of interest, such as the scale of the
calculation element within a numerical model mesh. If the calculation element is
small, a dispersion coefficient (in the context of the conventional Darcy’s
equation) may not be defined, and other types of governing equations involving
possible non-local spatial and temporal terms may need to be used.

• Relative permeability effects on CO2-brine flow, as represented, for example, by
van Genuchten equations or Brooks–Corey curves. They may also display
hysteresis effects.

• Linear sorption and higher-order kinetic effects.
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2.8.3 Coupled Thermo-Hydro-Mechanical-Chemical
Processes

Coupled processes are illustrated in Fig. 2.3, which shows the possible coupling
between thermal effects and heat transfer (T), rock mechanical stress and defor-
mation (M), chemical transport and reactions with rock minerals resulting in
dissolution and precipitation (C), and hydrological processes (H). For hydrological
processes, it is useful to consider different types of fluids; i.e., brine, brine with
dissolved CO2, and supercritical and gaseous CO2, since they not only interfere
with each other, but they also have different chemical reactions and characteristics.
In Fig. 2.3, the solid arrowheads indicate a strong coupling direction, while the
open arrowheads indicate a coupling direction of weaker strength. Possible coupled
processes include

• Induced flow and transport of heat through thermal convection.
• Dissolution and transport of rock minerals in brine, brine with dissolved CO2,

and supercritical and gaseous CO2.
• Flow-permeability changes due to precipitation or dissolution, changing pore

size and structure.
• Chemical reactions with injected CO2 containing impurities such as H2S, SO2,

etc.
• Fluid-pressure-induced rock stress changes, causing porosity or fracture aperture

changes, leading to changes in flow permeability.

Fig. 2.3 Coupled THMC
processes, coupling thermal
(T), hydrological (H), rock
mechanical (M) and chemical
(C) effects occurring in saline
formations used for CO2

geosequestration
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• Hydraulic fracturing or shear slippage.

Figure 2.3 may be useful as a framework to identify additional coupled pro-
cesses, in the context of the various features presented in Sect. 2.7, which are of
relevance to particular key questions associated with CO2 geosequestration.

2.9 An Attempt to Associate Features (F) and Processes
(P) with Key Questions (KQ)

This section is composed of a series of tables (Tables 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.7 and
2.8) that attempt to associate those F and P discussed in Sects. 2.7, and 2.8, respec-
tively, with the KQ presented in Sect. 2.5. No claim of completeness is made here; the
tables may serve as a starting point in the initial evaluation, planning, predictive
modeling, design and implementation of a CO2 geosequestration project. Details
about the individual processes may be found in the other chapters of this book.

2.10 An Example Application to a Study of Large-Scale
CO2 Geosequestration at Two Potential Sites

This section provides an example of applying the above formalism on a recently
published large-scale modeling of two potential sites for CO2 geosequestration.
After a summary of this study, we shall identify the key questions addressed and the
important features and relevant processes included in this work.

In a series of papers (Birkholzer and Zhou 2009; Zhou et al. 2010; Zhou and
Birkholzer 2011), Birkholzer, Zhou, and coworkers studied the storage capacity of

Table 2.1 KQ: Capacity

F Porosity: lateral and vertical extent of storage formation; boundary
conditions; caprock structure—structural trapping; presence of
sealed or conductive faults and of migration paths; heterogeneity,
and flow compartmentalization

P Buoyancy flow, flow fingering at CO2-water interface and at CO2-
saturated brine and formation-brine interface; CO2 solubility in brine
and solution rate; mineralization and rate; residual saturation and
hysteresis in relative permeability characteristics

Coupled process Hydromechanical effects on porosity and on fault or fracture
permeability; hydromechanical effects on dissolution and
mineralization

Remarks on
operational strategy

Site characterization and selection are needed. The controlling
parameter is pressure rise in the storage formation due to CO2

injection and storage; it must be kept below a regulatory maximum.
Pressure management methods may be applied
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CO2 at two sites with different geological characteristics, based on a model study of
the pressure rise and brine migration due to an industrial-scale CO2 injection of
5 Mt per year over 50 years. The first site is the Illinois Basin, Mount Simon

Table 2.2 KQ: Injectivity

F Short-term

Local permeability and permeability structure; potential presence of
faults and abandoned wells

Long-term

Lateral and vertical extent of storage formation; boundary
conditions; presence of sealing or nonsealing faults

P Injection pressure and flows; two-phase flow effects

Coupled process Hydromechanical couplings that allow porosity changes;
hydrofracturing process

Remarks on
operational strategy

Controlling injection peak pressure through adjustments of injection
well spacing; use of horizontal wells, pressure management through
brine production (where brine treatment and disposal become an
issue); controlled hydrofracturing

Table 2.3 KQ: Containment

F Boundary conditions; faults and fractures; caprock geometry and
properties; anticlinal structures, presence of multiple caprock layers;
abandoned wells

P Buoyancy flow; flow channeling; multiphase flow through potential
migration paths; effectiveness of structural trapping, capillary or
residual trapping, and dissolution and mineralization trapping

Coupled process Hydromechanical effects on fracture and fault permeabilities;
hydrochemical effects on dissolution and precipitation, changing
permeability and permeability structures

Remarks on
operational strategy

Site evaluation and selection are important; development of
monitoring plans and response strategies

Table 2.4 KQ: Induced seismicity

F Faults and fracture distributions; rock mechanical conditions in the
neighborhood of faults and fractures
In situ stress fields

P Changes in rock stresses and deformations; fracture dilation; shear
displacements; fracturing and fracture propagation

Coupled process Injection-pressure-induced mechanical changes; buoyancy-
pressure-induced mechanical changes; effects of stress dissolution
on hydraulic and mechanical properties at mechanically stressed
points

Remarks on
operational strategy

Analysis of the potential for induced major seismic events versus
multiple minor events; monitoring plan and understanding of
possible occurrences of seismic swarms needed
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Table 2.5 KQ: Focused migration

F Fault and fracture structure; connected fractures;
heterogeneity-induced channeling; multiple caprock layers;
abandoned wells and imperfectly constructed injection wells,
formation pinch-out areas

P Multiphase flow in faults, connected fractures, and
heterogeneity-induced channeling paths; vertical migration through
multilayer caprock; potential for accelerating migration rate,
degassing

Coupled process Coupled thermohydrological effects (e.g., cooling) on multiphase
flow through vertical migration paths; coupled
thermo-hydro-chemical and thermo-hydro-mechanical effects on
permeability and migration paths

Remarks on
operational strategy

Site evaluation and selection; Monitoring plan and response strategy
needed

Table 2.6 KQ: Diffused migration

F Permeability distribution and geometry of storage formation and
caprock system; structure of shallower geologic formation and
aquifers; regional variations in rock hydrologic properties

P Flow of brine with or without dissolved CO2 through caprock and
multilayered caprock; effects of spatial variations in porosity and
gas-entry pressure; long-term diffusion and retardation processes;
impacts of capillary or residual trapping, dissolution and
mineralization trapping

Coupled process Effects of hydrochemical processes on flow properties and vertical
diffused migration

Remarks on
operational strategy

Estimate of diffused migration and its impact needed; Monitoring
plan and response strategy needed

Table 2.7 KQ: Large-scale flow, brine displacement, and pressure changes

F Regional geological structure and permeability distributions; current
pressure distributions; properties and conditions at the boundaries
between aquifer and aquitard systems both vertically and laterally;
major faults and their permeabilities; geological features, such as
folding and stratigraphic offsets; layer thinning; spatially varying
pore structure; flow compartmentalization

P Multiphase flow in near field or CO2 injection well; flow of brine
with dissolved CO2; pressure and flow of regional brine across
boundaries; interface flow behavior; effects of heterogeneity at
different scales

Coupled process Coupled thermo-hydro-chemical effects that may change
permeability structure, especially at boundaries or flow constriction
points

Remarks on
operational strategy

Establishment of current and transient flow conditions prior to CO2

geosequestration is important
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Sandstone formation, which represents a large “open” system with continuous
sealing caprock and few known fault zones. The second is the Southern San
Joaquin Basin in California, with multiple sealing faults, which give rise to flow and
storage volume compartmentalization. In this case, the caprock displays pinch-out
in several directions. Details may be found in the references.

2.10.1 Case of Illinois Basin, Mount Simon Sandstone
Formation

The upper left subfigure in Fig. 2.4 shows the location of the first site considered,
the Mount Simon Sandstone formation. It has an area of roughly 570 km by
550 km, extending over the U.S. state of Illinois and parts of neighboring states.
The depth of Mount Simon is shown in the upper right subfigure in Fig. 2.4. The
formation is extensive laterally and continues to be present beyond the Illinois
basin, thus allowing brine to escape into neighboring basins to the north, west, and
east during a long-term CO2 injection and migration. The southwestern model
boundary is formed by the Ozark Uplift in Missouri, where the Mount Simon
becomes thin or disappears.

The lower subfigure in Fig. 2.4 presents (a) the permeability distribution in a
vertical cross section at roughly the middle of the Illinois Basin, showing layering
in the vertical permeability with the Eau Claire serving as a caprock; and

Table 2.8 KQ: Leaching and transport of minerals and chemicals from rock matrix to shallow
groundwater systems

F Local scale

Hydraulic structure in the storage formation and spatial rock-mineral
characteristics; chemical properties of injected CO2 stream (with or
without impurities)

Regional scale

Regional geological structure and permeability distributions; current
pressure distributions; properties and conditions at the boundaries
between aquifer and aquitard systems both vertically and laterally;
major faults and their permeabilities; geological features, such as
folding and stratigraphic offsets; layer thinning; spatially varying
pore structure; flow compartmentalization

P CO2-rock-water interactions, including effects of CO2 in
supercritical state, gaseous phase, and dissolved phase
In the far field, chemical interactions between displaced brine into
shallower or neighboring groundwater and rock systems

Coupled process Effects of coupled thermo-hydro-chemical processes on flow
patterns; mineral dissolution and precipitation

Remarks on
operational strategy

Establishment of current and transient hydrochemical conditions
prior to CO2 geosequestration is important
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Fig. 2.4 The upper subfigures show the location and depth (in feet) of the Mount Simon
Sandstone at Illinois Basin. The lower subfigure shows a the permeability (in mD) in a vertical
cross-section at about the middle of the sandstone formation shown in the upper figure and
b calculated CO2 saturation after 50 years of CO2 injection in the Arkosic layer into a depth
interval from about 2240–2300 m. From Birkholzer and Zhou (2009)
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(b) calculated CO2 saturation after 50 years of CO2 injection, showing the impact of
vertical permeability variation.

Modeling was conducted using a 3D unstructured mesh, with progressive mesh
refinement (down to the order of 10 m) in the core injection areas to very large grids
(order of 10 km) in the far region, so that both the details of CO2 plume multiphase
flow and its spatial variability in the near field and brine migration processes in the
basin scale are properly simulated. The parallel version of the TOUGH2/ECO2N
simulator (Pruess et al. 1999; Zhang et al. 2008; Pruess 2005) was used to solve the
multiphase flow and multicomponent transport of CO2 and brine in response to CO2

injection. In the simulation, full accounts are taken of changes in brine density and
viscosity; changes in CO2 density and viscosity; CO2 solubility in brine; brine
solubility in CO2, and their dependence on fluid pressure, temperature, and salinity.

Figure 2.5 shows the calculated pressure rise along one of the transects of the
model. The pressure buildup in this large regional system reaches 2.5 MPa in
50 years and will be about 1 MPa after 100 years if CO2 injection is terminated
after 50 years. Note that the pressure rise is sensitive to the permeability value of

Fig. 2.5 Profiles of pressure buildup (in MPa) in the Mount Simon Sandstone formation along
the east-west direction for two cases of the caprock (Eau Claire) permeability of 1 µD (lower
curve) and 0.01 µD (upper curve) at 50 years and 100 years, respectively. Results are for injection
of 5 Mt of CO2 per year over the first 50 years. From Birkholzer and Zhou (2009)
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the sealing caprock. Even though there is a significant contrast between the per-
meability of the Mount Simon Sandstone (about 10–100 mD) and the caprock
permeability of 1 µD, there is sufficient diffused migration of brine through the
caprock to result in a 30–40 % decrease in pressure rise at 100 years, as compared
with a zero-permeability caprock case, as represented by the 0.01 µD results in the
figure.

The conclusions from the Mount Simon study by Birkholzer and Zhou indicate
(Fig. 2.6) that the maximum pressure rise at any time in the storage formation is
below the regulated limit associated with potential hydrofracturing (Rutqvist et al.
2007). Changes in salinity within the Mount Simon are small, and brine flow into
neighboring basins are large in total volume but small in velocity and local impact.
However, the pressure buildup could push saline water into overlying conductive
formations if fast-flow pathways exist between them.

2.10.2 Case of Southern San Joaquin Basin

In contrast to Mount Simon Sandstone in the Illinois Basin, the potential CO2

storage formation in California, Vedder Sand, in the Southern San Joaquin Basin
(Fig. 2.7), has a number of major sealing faults as determined from extensive
petroleum exploration studies, so that the formation is partially compartmentalized
hydrologically. The formation pinches out towards the south, north, and west.

Fig. 2.6 Conclusions from study of pressure rise in Mount Simon Sandstone due to CO2

geosequestration. Here the contours are in bars, or 0.1 MPa, and the color area is about 500 km
across, with scale tick marks at 100 km intervals (from Birkholzer private communications 2012)
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To the east, it outcrops along the edge of the Sierra Nevada mountain range.
Vertically, the caprock is the Temblor-Freeman shale, which is overlaid by a
hydraulically conductive formation called Olcese Sand. In fact, the Vedder Sand
and the Olcese Sand connect in the northern area of the domain shown in Fig. 2.7.

Using the same methodology as in the modeling of CO2 geosequestration in the
Mount Simon Sandstone, the pressure rise was calculated for the Vedder Sand at
the Southern San Joaquin Basin. Figure 2.8 shows the pressure rise after 50 years
of CO2 injection. These results indicate the significant effects of the sealing faults at
the site, diffused water migration through the caprock, focused water migration
through the caprock pinch-out and water discharge into the outcrop area.

2.10.3 Discussion of the Two Cases

In the context of the present chapter on relevant processes for CO2 geosequestra-
tion, we may summarize the above study (with much more details in the references)
as follows.

This study addresses the key question of “storage capacity” as indicated by the
maximum pressure rise, which must be kept below a regulatory limit to avoid
damage to caprock integrity. It also addresses the key issues of large-scale flow,

Fig. 2.7 On the left is the site map of the Vedder Sand formation in the San Joaquin Basin. Major
faults are indicated as red lines. On the right is a vertical profile indicating the caprock,
Temblor-Freeman shale separating the storage formation, Vedder Sand from an overlying
conductive layer, Olcese Sand. From Zhou and Birkholzer (2011)
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brine displacement, and pressure changes at large scale. Results from this study will
be useful as input in addressing the key issues of induced seismicity and focused
and diffused migration.

Features in the study include the geometry of the storage formation, the defi-
nition of boundary conditions, vertical permeability variations, including the effects
of multi-layered caprock, the possibility of caprock pinch-out at the boundary of the
storage formation, occurrence of sealing faults, and flow and CO2 storage
compartmentalization.

Processes of relevance in this study include pressure rise due to injection and
buoyancy, lateral pressure propagation and brine displacement, diffused or focused
vertical brine migration into overlying and underlying formations, two-phase flow
and multicomponent transport of CO2 and brine, changes in brine and CO2 density
and viscosity, CO2 solubility in brine and (inversely) brine solubility in CO2 and
their dependence on fluid pressure, temperature, and salinity. All these processes
have been incorporated into the modeling work for the study of the two sites.

Fig. 2.8 Simulated pressure
rise in MPa after 50 years of
CO2 injection into the Vedder
Sand formation at the
Southern San Joaquin Basin.
From Zhou and Birkholzer
(2011)
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2.11 Concluding Remarks

The present chapter presents a framework for discussing the relevant processes in
CO2 geosequestration in saline formations. It is suggested that relevant processes
can be usefully discussed in the context of certain key questions associated with
CO2 geosequestration, including the objectives of a site-specific project and key
issues of concern. A list of key questions has been identified; features within which
the processes occur are also described. Tables are provided for each of the key
questions to give a list of relevant features and processes. These tables, however,
are not presumed to be complete, and indeed may have to be revised as additional
information emerges from further research and experience. Nevertheless, it is hoped
that they may serve as a starting point for considering the relevant processes,
features, operational strategy, and other factors in addressing key questions related
to CO2 geosequestration at a particular site.
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Chapter 3
Mathematical Modeling of CO2 Storage
in a Geological Formation

Jacob Bear and Jesus Carrera

Abstract Chapter 2 discusses, in a descriptive manner, the processes occurring
during the geological storage of CO2. In this chapter, the mathematical models
describing these processes are described. The chapter starts from the basic prop-
erties of the injected CO2 and of the native brine, proceeding to the relevant models
for multiphase flow of CO2 and brine, the related chemical and reactive transport
processes, the non-isothermal effects of CO2 injection and the mechanical defor-
mation. The concept of degrees of freedom, facilitating the selection of a smaller
number of equations to be solved, in order to obtain a complete solution for this
multifaceted problem, is also discussed. The numerical and analytical approaches
for solving these mathematical models are presented in the following Chap. 4.

3.1 Introduction

The general concepts underlying a GCS (Geological Carbon Storage) project have
been presented in Chap. 1, together with a description of a number of actual
experimental and full-scale projects. Chapter 2 introduces and discusses the pro-
cesses that occur in the target formation during and following the injection of CO2.
Like in any engineering project, the planning of a GCS project involves the
preparation of alternative plans and management schemes that have to be evaluated
by comparing the consequences of implementing them. The model is the tool that
can provide information on these consequences. Model results provide the
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information required for risk assessment and for selecting the optimal project plan.
This chapter presents and discusses the appropriate models for this purpose.

This chapter introduces the mathematical models that describe the processes that
occur upon the injection of CO2 into a deep geological formation that contains
saline water. We start (Sect. 3.2) by presenting the basic properties of the injected
CO2 and of the saline water, that initially occupies the entire void space of the
considered geological formation. Section 3.3 introduces and discusses the model
that describes multiphase flow phenomena and processes that occur in the formation
as the injected CO2 displaces the indigenous saline water. In addition, the dis-
placing CO2 also dissolves in the native saline water, leading to a rather aggressive
solution that will tend to dissolve formation minerals, while precipitating others. All
these phenomena, referred to as reactive transport, are presented in Sect. 3.4. The
temperature of the injected CO2 is different from that of the fluid and solid matrix in
the target formation. This means that the flow and reactive transport phenomena
within the formation occur under non-isothermal conditions. A model that describes
energy transport is required. This model is discussed in Sect. 3.5. The injected CO2

is introduced into the formation at a pressure higher than that prevailing in the
formation. This high pressure may affect formation properties, such as porosity and
permeability and may damage the integrity of the sealing caprock. Mechanical
deformation is the subject of Sect. 3.6. All these models involve a large number of
variables and, consequently, a large number of equations. Section 3.7 presents and
discusses the notion of degrees of freedom, which facilitates the selection of a
smaller number of equations that have to be solved in order to obtain a complete
solution for this multifaceted problem.

In this chapter, we are considering four extensive quantities:

• The mass of fluid phases, typically water and CO2.
• The mass of chemical species dissolved in the fluids that occupy the void space.
• The energy of the two fluids and the solid matrix comprising the geological

formation.
• The momentum of the solid matrix comprising the considered formation,

combined with that of the fluids that occupy the void space.

The balance equations written for these extensive quantities constitute the core
of the model, or set of mathematical models, that describe the behavior of the target
formation as CO2 is being injected.

The mathematical models are presented at the macroscopic level. This is the
level at which the entire considered domain—here the geological formation—is
regarded as a continuum. An important issue when dealing with real applications is
that of heterogeneity, which is not addressed here. Most geological formations are
strongly heterogeneous; this calls for the use of stochastic modeling, or the use of
upscaling techniques, which is the topic of Chap. 5, and is especially relevant for
solute transport models.
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3.2 Properties of CO2 and Saline Water

Two fluid phases are involved in a GCS project: the native aqueous phase, which
initially occupies the entire void space of the target formation, and the CO2 phase,
which is injected into the formation through wells and spreads out in the formation,
displacing the saline water. The native water is often referred to as brine, although
its salinity usually lies between 10 and 100 g/L, so that it is strictly salt water. We
shall use both the popular (brine) and the generic (saline water) terms. The objective
of this section is to present all the major thermodynamic properties of these two
phases that are relevant to their movement within the target formation during a GCS
project. Specifically, we introduce the Equations of State (EOSs) that describe the
relationships among the state variables and properties of each of the two fluid
phases. The fluid phase properties discussed in this section are:

• The fluids density: qbr; qCO2
.

• The fluids dynamic viscosity: lbr; lCO2
.

• The fluids enthalpy: hbr; hCO2 .

3.2.1 Gibbs Phase Rule

A fluid phase at a point x in a considered domain and at an instant of time t has the
density q ¼ qðx; tÞ. This density is thus a state variable that, in turn, depends on
two other state variables: pressure ðpÞ and temperature (T). It may also depend on
the concentrations of dissolved species, ðcc; c ¼ 1; . . .;NCÞ where c identifies each
species and NC is the total number of species. Altogether, q ¼ qðp; T; cÞ where c is
the vector of concentrations of all species. Considering for a moment a single fluid
phase (NP ¼ 1), with no dissolved species (i.e., one component, NC ¼ 1).
According to Gibbs phase rule (see any text on thermodynamics, e.g., Denbigh
1981), the number of independent state variables, NF (= number of degrees of
freedom) is

NF ¼ NC � NPþ 2 ¼ 1� 1þ 2 ¼ 2; ð3:2:1Þ

i.e., two degrees of freedom. This means that out of the 3 variables of state, q; p; T
we have to determine (by solving the appropriate mathematical models) the value of
two variables of state and the others, i.e., the third one will be determined by the
thermodynamic relationship q ¼ qðp; TÞ, referred to as an equation of state. This
rule can be generalized to the cases of two phases (and, in GCS, two components)
or cases in which chemical reactions take place. Each chemical reaction adds a
constraint (i.e., NP is increased) and each species adds a “component”. As we shall
see in Sect. 3.4, we shall reserve the term “component” to linear combinations of
chemical species that remain unaffected by chemical reactions, so that effectively

3 Mathematical Modeling of CO2 Storage in a Geological Formation 41



the number of degrees of freedom increases with the number of such components.
The number of degrees of freedom for various kinds of problems is further dis-
cussed in the Appendix.

Henceforth, for the sake of simplicity, we shall refer to density, q, and enthalpy,
h, not as state variables, but as properties.

3.2.2 Properties of CO2

The nature of a phase (its state of aggregation and properties) evolves as a function
of pressure and temperature. The description of this state is made with the aid of
phase diagrams and equations of state.

A phase diagram is a graph showing, in a compact way, the state of aggregation
(i.e., gas, liquid or solid) of a substance (here CO2) as a function of two state
variables, typically, but not necessarily, pressure and temperature.

An equation of state (abbreviated EOS), expresses in the form of a mathematical
equation the relationship between three variables of state of a considered substance.
For example, the expression yielding density as a function of pressure and tem-
perature is an EOS. EOS’s can be divided into two groups: General EOS and
Special EOS. A general EOS is valid for all substances, although it may contain
substance-specific parameters. A special EOS is an equation designed specifically
for the substance of interest.

A. Phase diagram for CO2

A phase diagram of CO2 is shown in Fig. 3.1. Two points of the phase diagram
represent specific conditions of interest: (1) the triple point (for CO2 pressure of
5.11 atm and temperature of −56.6 °C) where all three phases co-exist; and (2) the
critical point (for CO2, the temperature is 31.45 °C and the pressure is 73.1 atm)
above which the transition from the liquid to the gaseous phase is smooth. The
importance of this latter point lies in that below it, there is a clear difference
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between phases, and substances are either liquid or gas or solid (except at phase
equilibrium lines, where two phases may co-exist, or at their intersection, triple
point, where the three phases co-exist). In order to change from one phase to
another, a significant amount of energy needs to be added (e.g., from liquid to gas)
or taken away (e.g., from gas to liquid) from the system, even if the phase change
occurs under constant pressure and temperature conditions. Above the critical point,
the substance is said to be in supercritical state, and changes occur smoothly from
one state to another. In deep geologic formations, suitable for CO2 sequestration,
the temperature and pressure conditions typically exceed those of the critical point
of CO2, and, therefore, the transport and storage of CO2 occurs under supercritical
conditions. This is unfortunate because the term supercritical suggests “worse than
critical”, which feeds all kinds of public fears. In reality, it is the opposite. Phase
changes occur abruptly below the critical point. A lot of energy needs to be added at
a phase equilibrium point (e.g., 100 °C for water at atmospheric pressure) to change
from liquid (high viscosity and density, low compressibility) to gas (low viscosity
and density, high compressibility). Under supercritical conditions, such changes
occur smoothly, as pressure and temperature evolve in response to the addition of
energy.

Other forms of phase diagrams are possible. In fact, it is possible to use other
state variables or to take advantage of the phase diagram to display the values of
other state variables. Recall, that for a single substance, Gibbs phase rule restricts to
two the number of degrees of freedom. Therefore, any state variable can be
expressed as a function of any other two state variables. For example, for CO2,
Fig. 3.2 displays the phase diagram in the v; pð Þ plane, where v ¼ 1=q is the
specific volume. The same diagram also displays T ¼ T p; vð Þ, that is, the tem-
perature at which a specific volume will be found for a given pressure. For this
reason, it is often called an Equation of State (as it describes the state variable T as
function of the two others). A diagram like the one in Fig. 3.3 is more involved than
the one in Fig. 3.1 but displays several advantages. First, it is more informative, as
one can find not only the state of aggregation, but also the value of a third state
variable. Secondly, it is clearer, as it expands the phase change regions (e.g., the
liquid + gas region below the bubble and dew point lines in Fig. 3.2, which was
lumped as a line in Fig. 3.1. This facilitates analyzing phase changes. For example,
it allows identifying the specific volume when liquid CO2 starts vaporizing (bubble
point) or when gaseous CO2 starts condensating (dew point). The third advantage is
that it allows emphasizing some specific type of information. For example, Fig. 3.2
emphasizes that less storage volume is required per unit of storage mass (i.e., less
specific volume) for high than low pressures. This is why GCS is implemented at
depth, and that volume is gained by storing cold CO2, which is one of the reasons
why cold CO2 injection is favorable, an issue we shall revisit in Chap. 7.

B. CO2 density

As discussed earlier, the relationship between density, pressure and temperature
is an Equation of State. Some options for the density EOS are discussed below.
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General EOS
The best example of a general EOS is the ideal gas law, valid for all gas

mixtures at low pressures. Other examples are the EOS’s developed by Redlich and
Kwong (1949), or Peng and Robinson (1976). A practical approach to describe the
behavior of CO2–H2O is that proposed by Spycher et al. (2003). Their equation is
applicable at moderate temperatures up to a pressure of 600 bar.
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P ¼ RT
V � bm

� am
T0:5V V þ bmð Þ ; ð3:2:2Þ

where R is the universal gas constant, V is the molar volume of the CO2 rich phase,
T is the temperature and am and bm are interaction and repulsion parameters of the
CO2–H2O mixture, respectively. These parameters can be calculated by numerous
empirical equations available in the literature. The ones based on the standard
mixing rules (Prausnitz et al. 1986) are:

aij ¼ aiaj
� �0:5

1� kij
� �

; ð3:2:3Þ

bm ¼
Xc
i¼1

yibi; ð3:2:4Þ

where c is the number of components and yi is the mole fraction of the i component.
For the binary H2O–CO2 mixture:

am ¼ y2H2OaH2O þ 2yH2OyCO2aH2O�CO2 þ y2CO2
aCO2 ; ð3:2:5Þ

bm ¼ yH2ObH2O þ yCO2bCO2 ; ð3:2:6Þ

where the coefficients proposed by Spycher et al. (2003) are:

aCO2 ¼ 7:54� 107 � 4:13� 104T bar cm6K0:5mol�2� �
; ð3:2:7Þ

aH2O-CO2 ¼ 7:89� 107 ðbar cm6K0:5mol�2Þ; ð3:2:8Þ

bCO2 ¼ 27:8 ðcm3 mol�1Þ; ð3:2:9Þ

bH2O ¼ 18:18 ðcm3 mol�1Þ: ð3:2:10Þ

Since the amount of H2O in the gas phase is significantly low, the value of the
interaction parameter aH2O of H2O is insignificant.

Special EOS
The Span-Wagner equation is currently the preferred method for the properties

of CO2 and liquid-gas mixtures at equilibrium. The equation covers the range from
the triple point temperature to 1100 K at pressures up to 800 MPa. This EOS is an
empirical representation of the Helmholtz free energy, A, related to two independent
variables p and T. The dimensionless Helmholtz energy function is split into two
parts: one part describes the behavior of an ideal gas at specified temperature and
density. The second part describes the residual behavior due to the real fluid
behavior:
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A T ;pð Þ
RT

¼ f s;dð Þ ¼ f 0s;dð Þ þ f rs;dð Þ: ð3:2:11Þ

Cooper (1982) developed the ideal gas part of the dimensionless Helmholtz free
energy from the equation for the specific isobaric heat capacity of an ideal gas:

f 0s;dð Þ ¼ ln dð Þþ a01 þ a02sþ a03 ln sð Þþ
X8
i¼4

a0i ln 1� e�sh0i
h i

; ð3:2:12Þ

where s ¼ TC=T is a dimensionless temperature, d ¼ q=qC is dimensionless den-
sity, and both a0i and h0i are parameters, i = 1, … , 8. For pure CO2, critical values
of temperature and density, respectively, are TC ¼ 304:1282 K and
qC ¼ 467:6 kg=m3.

The form of the residual part of the dimensionless Helmholtz energy equation is
(Span and Wagner 1996):

f rs;dð Þ ¼
XI1
i¼1

nid
di ln dð Þþ

XI2
i¼I1

nid
disti e�dCi þ

XI3
i¼I2 þ 1

nid
disti e �ai d�eið Þ2�bi s�cið Þ2½ � þ

XI4
i¼I3 þ 1

niD
bidwe;

ð3:2:13Þ

with

D ¼ hþBi d� eið Þ2
h iai

;

h ¼ 1� sð ÞþAi d� 1ð Þ2
h i 1

2bi ;

w ¼ e �Ci d�1ð Þ2�Di s�1ð Þ2½ �;

ð3:2:14Þ

where di; ti; ci; ai; bi; ei; ci;Ai;Bi;Ci;Di are parameters (Span and Wagner 1996).
The thermodynamic properties of pure CO2 can be obtained from the Helmholtz

energy equation. For example, from the thermodynamic definition of vapor pressure
p T ;qð Þ ¼ �@A=@vð ÞT ; the equation for vapor pressure, temperature and CO2 density
was expressed in terms of the derivative of the dimensionless Helmholtz energy
function f,

p T ;qð Þ
qRT

¼ 1þ df rd ; ð3:2:15Þ

where the expression for f rd ¼ @f r=@dð Þs is given in in IAPWS (2009).

C. CO2 viscosity

A practical expression for calculating the viscosity of supercritical CO2,
including the effect of pressure, temperature and composition, is the empirical
equation proposed by Altunin and Sakhabetdinov (1972):
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lg ¼ l0g � e
P4
i¼1

P1
j¼0

aij
qir

T j
r

� �
; ð3:2:16Þ

where qr ¼ qg
�
qc and Tr ¼ T=TC are the reduced density and temperature

respectively, l0g and aij coefficients are displays in Eqs. 3.2.17 and 3.2.18:

l0g ¼
ffiffiffiffiffi
Tr

p
27:2246461� 16:6346068=Tr þ 4:66920556=T2

r

� �
: ð3:2:17Þ

a10 ¼ 0:24856612; a11 ¼ 0:004894942; a20 ¼ �0:373300660

a21 ¼ 1:22753488; a30 ¼ 0:363854523; a31 ¼ �0:774229021

a40 ¼ �0:0639070755; a41 ¼ 0:142507049

ð3:2:18Þ

This correlation is valid for temperature range of 200–1300 K and pressures up
to 1200 bar. Figure 3.3 displays the viscosity contours for CO2. Under supercritical
conditions, the viscosity of CO2 is considerably lower than that of water.

D. CO2 enthalpy

The enthalpy of a pure component in a single CO2-rich phase may be calculated
from the integration of Maxwell’s relations:

dhCO2 ¼ cpdT þ m� T
@m
@T

� �
p

" #
dp; ð3:2:19Þ

where, hCO2 is the specific enthalpy of the CO2-rich phase, m its molar volume, and
cp is the specific heat at constant pressure. At constant temperature, Eq. 3.2.19
reduces to:

dhCO2 ¼ m� T
@m
@T

� �
p

" #
dp: ð3:2:20Þ

Integrating (3.2.19) from pressure 0 to p, we obtain:

hCO2 � h0CO2
¼
Zp
0

m� T
@m
@T

� �
p

" #
dp; ð3:2:21Þ

where h0CO2
is the ideal gas enthalpy at zero pressure and hCO2 � h0CO2

is the
enthalpy departure function. In order to obtain the form of the departure function of
enthalpy we first find an expression for the departure function for the Helmholtz
energy. The variation in the Helmholtz energy with molar volume V is given by:
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dA ¼ �PdV : ð3:2:22Þ

Integrating at constant temperature from the reference volume V0 to the system
volume V gives:

A� A0 ¼
ZV
1

P� RT
V

� �
dV � RT ln

V
V0 : ð3:2:23Þ

The entropy function is readily obtained:

S� S0 ¼ �@

@T
A� A0� �

V¼
ZV
1

@P
@T

� �
V
� R
V


 �
dV þRln

V
V0 ; ð3:2:24Þ

and the enthalpy function is therefore:

h� h0 ¼ A� A0� �þ T S� S0
� �þRT Z � 1ð Þ ð3:2:25Þ

Estimation of enthalpy can be obtained by using cubic EOS. For more complex
equations such as the ones by Span and Wagner (1996) and Altunin (1975). Garcia
(2003) describes the Altunin’s correlation to compute the enthalpy of pure CO2

from a nonlinear correlation of Z:

Z0 ¼ 1þ qr
X9
i¼0

XJi
j¼0

bij Tr � 1ð Þ j qr � 1ð Þi; ð3:2:26Þ

where Z = PV/RT, qr ¼ q=qC; and Tr ¼ TC=T . Figure 3.3 shows the contours of
CO2 enthalpy as calculated using the correlations of Altunin.

Another relationship between thermodynamic state variables are displayed in
Mollier diagram. This diagram is commonly utilized by chemical engineers to
quantify physicochemical phenomena. This plot can help us to understand what
occurs during CO2 compression, a process that is relevant for the geological
sequestration of CO2 in deep geological formations. It is generally assumed that
gaseous substances heat up during compression and cool during expansion.
However, this is not always true and, indeed, each gaseous substance may cool
down upon compression for high pressures. For isenthalpic processes, these two
intervals are divided by the Joule-Thompson inversion curve, which can be iden-
tified by the points where isotherms in Fig. 3.4 become vertical (e.g. 600 bar,
−170 kJ mol−1, for 80 °C). While this inversion curve has been a source of puz-
zlement, it is not much of an issue for CO2 storage, because inversion occurs for
pressures well above typical operation pressures. It is evident that if CO2 were
pressurized without refrigeration from 1 bar, it would enter the target formation at a
relatively high temperature, possibly higher than that of the formation itself, which
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might influence the heat balance of the aquifer, and, consequently, the dissolution
of CO2 in the brine, and the dissolution/precipitation of minerals, in the sur-
roundings of the injection point.

3.2.3 Properties of Aqueous Phase

The considered aqueous phase here is water that initially occupies the entire void
space of the target formation. The difference between categories of water is the
dissolved salt content. Any water that contains over than 10,000 ppm of dissolved
solids is generally referred as salt water, while water containing between 1000 and
10,000 ppm of dissolved solids is referred to as brackish water. Water with less
than 1000 ppm is often referred as freshwater. Salt saturated water is generally
referred as brine (typically, more than 200,000 ppm). However, in the GCS liter-
ature, the term brine is used for referring to the aqueous phase, even though usually
it is just salt water.

Fig. 3.4 Mollier’s diagram (Pressure-Enthalpy-Density-Temperature-Entropy diagram) for pure
CO2 created from the data provided by ChemicaLogic (ChemicaLogic 1999). This diagram shows
pressure (bar, log scale) versus specific enthalpy (kJ kg−1, normal scale) for the different states.
The corresponding values of temperature (°C, blue lines), density (kg m−3, dot-dashed green
lines), and specific entropy (kJ kg−1, brown dashed lines) are represented by iso-lines
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A. Brine density

The density of brine that contains various dissolved salts, as well as dissolved
CO2 can be expressed as

qbr ¼ qbr0 � exp bp pbr � poð Þþ
X
i

bwi xbr
i � xo

i

� �� bT T � TOð Þ
" #

; ð3:2:27Þ

where xi denotes the mass fraction of i species; superscript 0 denotes a reference

value, bp denotes the fluid’s compressibility bp ¼ � 1
q
@q
@p

h i
, and bx, bT denote

coefficients that introduce the effects of concentration and temperature, respectively.
Increasing salinity increases the density of brine.

Rowe and Chou (1970) presented a polynomial to calculate specific volume of
various salt solutions at pressure above a limited temperature range.

mbr ¼ A Tð Þ � P � B Tð Þ � P2 � C Tð Þ þ x � D Tð Þ þ x2 � E Tð Þ
� xP � F Tð Þ � x2P � G Tð Þ � 0:5xP2 � H Tð Þ:

ð3:2:28Þ

where A, B, and C are coefficient functions for pure water and E, F, G and H are
coefficient functions related to saline water, and x is the weight fraction of NaCl in
water. Numerous other expressions are available. Additional data on sodium
chloride solutions were provided by Zarembo and Fedorov (1975), and Potter and
Brown (1977), which led to the expressions for the density of sodium chloride
solutions by Batzle and Wang (1992).

Several methods for calculating brine density functions of temperature, pressure,
and salinity are also reported in Adams and Bachu (2002).

IAPWS (2009) recommends calculating thermodynamic properties of water
using the fundamental equation for specific Helmholtz free energy.

B. Brine viscosity

Brine viscosity is strongly dependent on temperature (decreases with increasing
temperature), less dependent on salinity, and almost negligibly dependent on
pressures (increases with increasing salinity or pressure). The most common vis-
cosity expressions are shown in Table 3.1. A few expressions are based on tem-
perature and salinity and other are based on temperature, salinity and pressure.

Garcia (2003) suggests calculating the viscosity of brine using the equation
proposed by Kumagai and Yokoyama (1999), fitted to experimental data on vis-
cosities of aqueous NaCl solutions containing CO2 at pressures up to 30MP:

lbr ¼ l0 þ aþ bTð ÞMNaCl þ cþ dTð ÞM1=2
NaCl

þ eþ fTð ÞMCO2 þ gþ hTð ÞM2
CO2

þ i p� 0:1ð Þ:
ð3:2:29Þ
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where lbr and l0 are the viscosities of brine and pure water in mPa-s, respectively,
T is temperature in K, p is pressure in MPa, MNaCl and MCO2 are the molarities of
NaCl and CO2 in mol kg-respectively. The adjusted parameters, a through i, are:
a = 3.85971, b = 1.32561 � 10−2, c = −5.37539, d = 1.90621 � 10−2,
e = 8.79552, f = −3.17229 � 10−2, g = −7.22769, h = 2.64498 � 10−2,
i = 1.69956 � 103.

C. Brine enthalpy

Brine enthalpy,hbr, depends on pressure, temperature, salinity and dissolved
CO2. Practically, salt and CO2 have opposing effects on brine enthalpy. Dissolution
of salt is an endothermic reaction, so that salinity reduces the brine enthalpy, while
the CO2 dissolution in water is an exothermic reaction that, in turn, increases the
brine enthalpy.

The effect of dissolved salts on the specific enthalpy of brine is taken into
account by the approach developed by Michaelides (1981):

hbr ¼ 1� xNaClð Þ � hw þ xNaCl � hNaCl þDhL;NaCl; ð3:2:30Þ

where hw is the specific enthalpy of pure water, xNaCl is mass fraction of NaCl, hNaCl
is the specific enthalpy of NaCl and DhL;NaCl is the heat of NaCl dissolution.

A useful expression that takes into account the dissolution/precipitation of salts
as well as dissolution of CO2 is presented by Bielinski (2006). The enthalpy of
brine can be calculated from the weighted contributions of the three components
pure water, salt, and CO2 (hw,hNaCl,hCO2):

hbr ¼ 1� xNaCl � xCO2ð Þ � hw þ xNaCl � hNaCl þDhL;NaCl
� �þ xCO2

� hCO2 þDhL;CO2

� �
; ð3:2:31Þ

where DhL;CO2 is the dissolution enthalpy of CO2 in water. The effect of dissolved
CO2 on brine enthalpy is calculated by using the following empirical relationship:

DhL;CO2 ¼ �73696þ 564050 � T
100

� �
þ 703630 � T

100

� �2

�278820

� T
100

� �3

þ 42579 � T
100

� �4

: ð3:2:32Þ

Table 3.1 Several studies of brine viscosities

Reference Fluid T (°C) S (g l−1) P (MPa)

Phillips et al. (1981) NaCl solution 10–350 <420 –

McCain (1991) Brine 30–200 <350 –

Batzle and Wang (1992) NaCl solution <250 <460 –

Palliser and McKibbin (1988) NaCl solution <800 <1000 0.1–300

Kumagai and Yokohama (1999) Brine <20 <50 <30
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The most common approach to calculate these thermo-physical properties is
based on using the fundamental dimensionless Helmholtz free energy equations.
Employing the thermodynamic definition of enthalpy:

h ¼ A� T @A=@Tð Þt�t @A=@tð ÞT ; ð3:2:33Þ

where v is the molar volume and the derivative of the Helmholtz free energy
equations can be found in IAPWS (2009).

3.2.4 Thermodynamic Properties of CO2–H2O Mixture

Wendland et al. (1999) describe the phase diagram of CO2–H2O mixture in the
temperature range of 250–310 K and a pressure up to 8 MPa. Figure 3.5 shows two
pure component phase transition line, 3 binary transition lines, critical point, triple
point and quadruple point. At temperatures lower than critical point, only two and
three phases may exist, depending on the value of the pressure.

According to Wendland et al. (1999), H2O rich liquid and CO2 rich gas exist
below the phase transition boundary, while H2O rich liquid and CO2 rich liquid
exist above this boundary, while at a temperature below *283 K, the involved
phases may include also a hydrate phase. Thus due to the complexity of the CO2–

H2O system, the attempts to predict the overall behavior of system CO2-Brine by a
single equation of state have been very limited.

Duan et al. (2003, 2006) have published a series of papers on phase equilibrium
and volumetric models of water–CO2. The paper by Li and Duan (2007) establishes

Fig. 3.5 Schematic diagram of the phase behavior of CO2–H2O system (Wendland et al. 1999)
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a vapor-liquid phase equilibrium model for binary CO2–H2O–NaCl system in the
range from 0 to 250 °C, from 0 to 1000 bar and from 0 to 5 mol kg−1 of NaCl.
They review also volumetric models for CO2–H2O mixtures and adapt competitive
models. Another prediction of vapor-liquid equilibrium and PVT properties, based
on statistical fluid theory and Lennard-Jones potential equation of state, is presented
by Sun and Dubessy (2012) and applied to water–CO2 systems. Their model agrees
well with data in the range of 323–623 K. Spycher and Pruess (2010) derive
correlations for mutual solubility of CO2 and chloride brine at relevant temperature
(from 12 to 300 °C), pressure (from 1 to 600 bar), and salinity (between 0 to
6 mol kg−1 NaCl). They use experimental data for phase partitioning.

3.2.5 Interfacial Properties

Interfacial tension (IFT) is very sensitive to temperature, but also depends on
pressure and salinity. A list of common IFT correlation for a CO2–H2O mixture at
elevated pressure and temperature is given in Table 3.2.

Macleod (1923) suggested an empirical formula which is valid for a pure
substance:

r ¼ k ql � qvð Þ4; ð3:2:34Þ

where ql and qv are the densities of the liquid and gas, respectively, r is the surface
tension and k is constant. Sugden (1930) expressed this constant as:

k ¼ P=M; ð3:2:35Þ

where M is the molecular weight of the substance and P is a characteristic of the
substance called the parachor. This correlation was extended to IFT mixtures by
Weinaug and Katz (1943) and it was found to be appropriate for low and moderate
pressure. An empirical correlation by Chun and Wilkinson (1995) was found to be
appropriate near and above the critical point.

ln r ¼ alnpCO2 þ b; ð3:2:36Þ

Table 3.2 IFT of several studies

Reference Temperature (°C) Pressure (MPa) Salinity (g l−1)

Hough et al. (1959) – Low and moderate –

Chun and Wilkinson (1995) 5–71 0.1–18.6 –

Hebach et al. (2002) 5–62 0.1–20 –

Bachu and Bennion (2008) 20–125 2–27 <334
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where a and b equal −0.2333 and 1.6487, respectively. This correlation is also
useful for ternary systems like CO2–H2O-alcohol where a and b depends on the
nature of the alcohol.

Hebach et al. (2002) developed apparatus for high accurate IFT in water and
compressed CO2 system. They claimed that their experimental error of measure-
ments is less than 2 % and based on their results, they derived a regression function
with high precision. Their IFT function for H2O–CO2 is:

r ¼ ko 1� exp k1
ffiffiffiffiffi
dd

p� 
þ k2 � ddþ k3 � dd2 þ k4 � dd3 þ k5 exp k6 dd � 0:9958ð Þð Þ

� 
;

qcorr ¼ qCO2
þ b0 304 ðKÞ � Tð Þpb1 ; 25 ðkgm�3Þ\qCO2

\250 ðkgm�3Þ;
qcorr ¼ qCO2

; in all other cases;

dd ¼ qH2O � qcorr
� �

=1000
� �2

:

ð3:2:37Þ

Bachu and Bennion (2008) conducted 378 IFT measurements to derive a surface
tension correlation depending on temperature, pressure and water salinity. They
found that at a constant temperature and salinity, the IFT decrease significantly with
pressure increasing up to the critical point and mildly decreasing to an asymptotic
value above the critical pressure. They also found that, contrary to most gases, the
IFT increases with salinity (although the dependence is somewhat erratic). IFT
increases with temperature (except near the critical point). They propose:

r ¼ A � P�B; ð3:2:38Þ

where P is pressure, A and B were determined experimentally at different tem-
peratures, and salinities. Although no attempt was made to find a function form of
A and B, one can use their table to determine IFT under different conditions.

3.3 The Flow Model

Our objective in this section is to present the two phase flow model that describes
the flow of the two fluid phases in the porous medium comprising the target
formation of a GCS project. Like every model of transport of an extensive quantity
in a porous medium domain, the core of such model is the macroscopic balance
equation of the considered extensive quantity. Here, the core of the model consists
of two mass balance equations, one for each of the two fluids.
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3.3.1 The General Microscopic Balance Equation
for an Extensive Quantity

We consider an extensive quantity, E, within a domain X bounded by a surface
S. We shall use the symbol X to denote also the volume of a domain centered at a
point x in the void space occupied by a fluid. Making use of the phonological
approach, we write this balance in the form

Rate of
accumulation of
EwithinX

8<
:

9=
; ¼

Net influx of
E intoX
throughS

8<
:

9=
;þ

Net rate of
production of
EwithinX

8<
:

9=
; ð3:3:1Þ

which, using mathematical symbols, takes the formZ
Xðx;tÞ

@e
@t
dX ¼ �

Z
S x;tð Þ

eVE � m dS þ
Z
Xðx;tÞ

qCE dX; ð3:3:2Þ

where e is the quantity of E per unit volume of the phase, CE denotes a source of
E (= amount of E produced per unit mass of the phase), and VE is the velocity of E.

Applying the Gauss theorem to the first term on the r.h.s. of the above equation,
we obtain Z

Xðx;tÞ

@e
@t

þr � eVE � qCE

� �
dX ¼ 0: ð3:3:3Þ

By shrinking the volume Xðx; tÞ to zero around an arbitrary point, x, we obtain
(in vector notation)

@e
@t

þr � eVE � qCE ¼ 0; ð3:3:4Þ

where all terms refer to the considered point at time t. Solving this PDE, within the
framework of a well posed problem, will provide the distribution e ¼ eðx; tÞ at all
points within the considered phase occupying the void space or part of it.

At a point at the microscopic level, i.e., at a point in a phase continuum, the flux,
jEðx; tÞ, of E describes the amount of E passing through a unit area of the phase
normal to the direction of VE, during a unit of time,

jE ¼ eVE ð3:3:5Þ

in which VE is the velocity of E.
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The flux, jE can be expressed as the sum of two fluxes:

jEð� eVEÞ ¼ eVþ eðVE � VÞ ¼ jEadv þ jEdif ð3:3:6Þ

i.e., the sum of an advective flux, jEadvð¼ eVÞ and a diffusive flux, jEdif ð¼ eðVE � VÞÞ.
The first expresses the flux of E as carried by the fluid moving at the fluid’s

velocity V. The second flux, referred to as the diffusive flux, expresses the flux of
E relative to this advective flux. The diffusive flux of a dissolved chemical species
in a fluid phase will be further discussed in Sect. 3.4.

In view of (3.3.6), the balance Eq. (3.3.4) can be rewritten as

@e
@t

¼ �r � ðjEadv þ jEdif Þþ qCE: ð3:3:7Þ

The above equation is the microscopic differential balance equation of any
extensive quantity, E, in a fluid continuum.

3.3.2 The Microscopic Mass Balance Equation

Here, CE ¼ Cm � 0, as mass cannot be created, jE ¼ jm, and VE � Vm � V, is the
velocity of the phase. For this case, the diffusive mass of the phase vanishes,
jmdif � 0, as there is no diffusive flux of the mass of the phase as a whole. Hence, the
mass balance equation for the mass of a phase is

@q
@t

¼ �r � qV; ð3:3:8Þ

in which the left hand side is the rate of mass increase per unit volume of the phase
in a small domain around the point, and the right hand side is the net influx through
the bounding surface of the domain, per unit volume of the latter.

3.3.3 The General Macroscopic Balance Equation
for an Extensive Quantity of a Fluid Phase

In the previous subsection, we used the phenomenological approach to develop E-
balance equations at the microscopic level. The same approach will now be used to
develop the corresponding equation at the macroscopic level, i.e., at a point in the
porous medium considered as a continuum.

We shall generalize the discussion by considering an a-phase fluid that occupies
the entire void space ðha ¼ Xv=X ¼ /Þ, or only part of it, at a volumetric fraction
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hað¼Xa=XÞ of an REV centered at a point within a porous medium domain. Also,
Ea will be such that it can cross any a� b interface. The macroscopic E-balance
equation can then be written in the form

Quantity of Ea

accumulating
in Xa

during Dt

8>><
>>:

9>>=
>>; ¼

Net quantity of
Ea enteringXa

throughSaa

duringDt

8>><
>>:

9>>=
>>;þ

Net quantity of
Ea entering Xa

through Sab

during Dt

8>><
>>:

9>>=
>>;þ

Net production
of Ea in Xa

during Dt

8<
:

9=
; :

ð3:3:9Þ

The above balance equation is now written for a small volume in a porous
medium domain around a point, and for a small time interval, and then the volume
and the time interval are shrunk to zero. The obtained balance equation takes the
form of a partial differential equation that expresses the balance of E. at any point
within the porous medium domain:

@haea
@t|fflffl{zfflffl}
ðaÞ

¼ � r � ½haJEa;tot�|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
ðbÞ

þ f Eb!a|{z}
ðcÞ

þ haqaC
E|fflfflffl{zfflfflffl}

ðdÞ

; ð3:3:10Þ

where ea denotes the quantity of Ea per unit volume of fluid a-phase, ha denotes the
fraction of the a-phase in the cross-section (assumed a good approximation of the
volumetric fraction), and JEa;tot denotes the total macroscopic flux of E, with and in
the moving a-phase, per unit phase area. In the above balance equation: (a) is the
rate of accumulation of E in the a-phase, (b) is the net inflow of ea per unit time,
(c) is the rate at which E is transferred into the a-phase from all other b-phases, and
(d) is the rate of production of E in the a-phase. All terms are per unit volume of
porous medium. Note that at the macroscopic level, the macroscopic flux is still per
unit area of the considered phase, but the latter occupies only part of the
cross-section through the porous medium domain.

In (3.3.10), the total E-flux,JEa;tot, consists of the three E-fluxes: advective, dis-
persive and diffusive,

JEa;tot ¼ JEa;adv þ JEa;dis þ JEa;dif ð3:3:11Þ

We recall that there is no diffusive flux of the total mass of a phase.
In (3.3.10), the symbol f Ea!b denotes the rate of transfer of E per unit volume of

porous medium, from the a-phase to the b-phase, across their common microscopic
interface, by advection and diffusion:

f Ea!b ¼ 1
X0

Z
Sab

eðVai � uiÞþ jE
ai

h i
� mi dS;

in which ui is the velocity of the (microscopic) Sab interfaces.
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Note that we have introduced and shall be using throughout this chapter two
different symbols for the flux of E: jE and JE. The first for the microscopic flux and
the second for the macroscopic one. However, for the sake of simplicity, except for
the flux, we shall not use different symbols for the two levels; the correct level
should be understood from the content of the equation itself recalling that each
equation belongs only to one of the two levels, and so do the terms appearing in it.
For example, if an equation includes a volumetric fraction, ha, or porosity, /, it is
obviously at the macroscopic level.

3.3.4 The Single Phase Flow Model

The discussion in this subsection is at the macroscopic level.

A. The mass balance equation

To obtain the for the case of a single fluid phase that occupies the entire void
space, we insert ea ¼ q,ha ¼ /, Jma;dis ¼ Jma;dif � 0; f mb!a � 0 and JEa;tot ¼ Jma;adv ¼
qV in (3.3.10), which leads to the mass balance equation

@/q
@t

¼ �r � /qVþ/qCm; ð3:3:12Þ

in which the last term on the r.h.s. expresses sources of fluid mass per unit volume
of porous medium. For point sources, we often express the source terms by Cw ¼P
ðiÞ

Qiðxi; tÞdðx� xiÞ; where Qi(dims. L3/T) may represent a pumping well (with

Qi\0), or recharge well (with Qi [ 0) located at point xi; and dðx� xiÞ (dims. L−3)
is the Dirac delta-function. Another option, especially when there is only one or a
small number of wells, is to remove the source term from the equation and to
represent the flux through a well as a flux boundary condition on a cylindrical
boundary, representing the well’s screen.

It should be noticed that V in (3.3.12) is mass averaged velocity.

B. The flux equation–Darcy’s law

The partial differential equation (3.3.12) involves the fluid’s mass flux,
Jmadv ¼ qq, where qð¼ /VÞ is referred to as the fluid’s specific discharge. By
writing the momentum balance equation for the fluid in the void space, and
assuming that (1) the fluid is Newtonian, (2) inertial effects can be neglected, (3) the
dispersive flux of momentum can be neglected, (4) the diffusive flux of momentum
is expressed by the stress in the fluid, (5) only gravity force acts as a source of
momentum, and (6) the fluid is Newtonian, such that the transfer of momentum
from the fluid to the solid is proportional to the difference in velocity between the
fluid and the solid (Bear and Fel 2012), we obtain the well-known Darcy’s law:
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/ðV� VsÞ ¼ � k
l

rpþ qgrzð Þ; ð3:3:13Þ

which is a simplified version of the (macroscopic) momentum balance equation of
the fluid occupying the entire void space. In this expression. Vs denotes the solid’s
velocity, with Vs ¼ 0 when the solid matrix is (or assumed to be approximately)
stationary and non-deformable. The case of Vs 6¼ 0 is addressed in Sect. 3.6. In the
above expression,p denotes the fluid’s pressure, rz denotes a unit vector, positive
when directed upward, and l denotes the fluid’s dynamic viscosity.

The symbol k (dim L2) appearing in (3.3.13) denotes the permeability of the
porous medium. It is a property that depends on the configuration of the void space,
say, on the pore size distribution, or on some mean pore size. For an isotropic
porous medium, the permeability is a scalar, k. In the case of an anisotropic porous
medium, k is a second rank symmetric tensor, with components kij:

By combining (3.3.12) and (3.3.13), we obtain the mass balance equation in the
form

@/q
@t

¼ r � q k
l

rpþ qgrzð Þþ/qCm; ð3:3:14Þ

in which the fluid’s density is q ¼ qðp; TÞ, and the porosity, /, depends on the
effective stress, which, in turn, depends on the pressure. Equation (3.3.14) is a
single equation to be solved for the single variable p.

When the porous medium is deformable, the solid’s velocity Vs; is another
variable and we have to introduce the mass balance of the solid matrix, solid matrix
constitutive relations, etc. All this is discussed in detail in Sect. 3.6.

C. Initial and boundary conditions

Let F � Fðx; y; z; tÞ ¼ 0 represent the equation of a (macroscopic) boundary
surface between a considered porous medium domain and the exterior world. We
shall use the symbol m (a vector) to denote the unit outward normal vector to this
surface. A stationary boundary surface can be expressed in the form

Fðx; y; zÞ ¼ 0; m ¼ rF
rFj j : ð3:3:15Þ

To solve (3.3.14) as a single equation in the single variable, p, we have to
present it as a well posed problem. This means that, in addition to the PDE (3.3.14),
we have to provide

(1) Initial conditions for the variable p ¼ pðx; y; z; 0Þ at all points within the con-
sidered domain.

(2) Boundary conditions, i.e., conditions to be satisfied on the entire surface that
serves as a boundary of the considered domain.
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We assume that all boundaries are sharp surfaces between the considered porous
medium domain and the external world.

The boundary may be divided into a number of segments, with a different type of
condition on each of them.

Examples of boundary conditions are:

• Boundary of specified value of the variable

In terms of pressure at all points on the boundary surface:

p ¼ pðx; y; x; tÞ on f1ðx; y; zÞ; ð3:3:16Þ

where f1 ¼ f1ðx; y; zÞ, a known function, describes the boundary’s geometry.
A boundary of this kind is called boundary condition of the first type, or Dirichlet
boundary condition.

• Boundary of specified flux,

qrj1:m ¼ f3ðx; y; z; tÞ; ð3:3:17Þ

where qr is expressed in terms of the variable, e.g., the pressure, f3 is a known
function, and m denotes the external normal unit vector on the boundary surface.
The relative specific flux,qr, has to be expressed by an appropriate motion equation,
written in terms of p . In general, we assume Vs � 0, so that qr ! q.

For an impervious boundary, f3 ¼ 0 in (3.3.17).
Because the flux is expressed in terms of the gradient of the pressure, a boundary

of this kind is called a Neumann boundary condition, or a boundary condition of the
second kind.

3.3.5 Integro-Differential Balance Equation

In certain numerical codes for solving the kind of mathematical models considered
here, e.g., the TOUGH2 (Pruess et al. 1991) and TOUGH + (Moridis et al. 2008)
families of codes, the balance equation is presented in its integro-differential form,
rather than in the form of a partial differential equation. Specifically, consider a
porous medium domain, i.e., at the macroscopic level, of a finite volume Xn

bounded by a closed surface of area @Xn with outward normal indicated by the unit
vector m. Let the void space in this domain be occupied partly by an a-fluid phase,
at a volumetric fraction hað¼ /SaÞ. An extensive quantity E (density e) is trans-
ported in and with the a-phase at the total flux JEa;tot. The same extensive quantity is
present also in all other b-phases, including the solid s-phase, within Xn. Therefore,
E may also be transferred from all phases to the considered a-phase, across their
common microscopic interfaces. Within the a-phase, E is produced (e.g., by
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chemical reactions) at a rate haqaC
E
a per unit volume of porous medium. We can

write the balance of E within the a-phase contained in Xn, in the form

d
dt

R
Xn

haeadXn ¼ � R
@Xn

haJ
E
a;tot � md@Xn þ R

@Xn

f̂ Eb!adXn þ R
Xn

haqC
EdXn;

ðaÞ ðbÞ ðcÞ ðdÞ

in which

(a) denotes the rate of added E in the fluid within @Xn,
(b) denotes the net influx of E into Xn through @Xn,
(c) denotes the rate at which E is transferred from all non-a phases into the a-phase

in Xn, and
(d) denotes the rate at which E is produced within Xn.

The above equation is a balance equation for E in the a-phase, taken over the
finite volume Xn bounded by the surface of area @Xn.

3.3.6 The Two Phase Flow Model

The basic assumption underlying the modeling of a GCS project is that, following
the injection of CO2, the void space within the target formation is occupied by two
fluids, the native brine and the injected CO2, which, at the microscopic level, are
separated by a sharp interface. These two fluids are assumed immiscible, in the
sense that both remain as separate phases. As the injected CO2 advances, a zone is
created at every point in which the two fluids co-exist within the REV centered at
the point. Nevertheless, it is assumed that dissolved chemical species do cross this
interface, e.g., CO2 dissolves in the brine, and H2O “evaporates” into the CO2.
Accordingly, the core of the two-phase flow model is composed of the two mass
balance equations—one for the indigenous brine, and one for the injected CO2,
regarded as immiscible fluids.

When two (practically) immiscible fluid phases occupy the void space in a
porous medium domain, depending on the nature of the solid and of the fluids, one
of the fluids remains always “closer” to the solid surface, attempting to spread out
over it, while the other fluid tends to stay farther from the solid surface. The first is
referred to as the wetting fluid (subscript w) while the other is called the non-wetting
fluid (subscript n). For most rocks, the brine is the wetting fluid, while the CO2 is
the non-wetting one.

The term saturation, Sa, indicates the fraction of the void space occupied by the
a-phase at a point, i.e., within an REV centered at the point. Thus,

Sw þ Sn ¼ 1: ð3:3:18Þ
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A. Capillary pressure

A pressure exists at every (microscopic) point within the fluids that occupy the
void space. A sharp interface is assumed to exist between the indigenous saline
water and the invading CO2, and a pressure jump exists across this interface as a
consequence of the surface tension that exists within this (assumed sharp) interface.
This pressure jump is referred to as microscopic capillary pressure, p0c. At a point
on the meniscus between the two fluids inside the void space, the value of p0c is
given by the Young-Laplace formula,

p0c ¼ pn � pw ¼ cwnð
1
r0
þ 1

r00
Þ ¼ 2

r�
cwn; ð3:3:19Þ

in which cwn denotes the surface tension between the two fluids, and r0, r00 are the
two principal radii of curvature of this surface, with a radius considered positive
when it lies within the n-fluid. The symbol r� is a mean radius of curvature. When
both radii are positive, the pressure is greater in the n-fluid, for which the surface is
convex. We need to emphasize that (3.3.19) is strictly valid only when the fluids are
stationary. Nevertheless, as a good approximation, it is common to assume that this
relationship is valid also when the two fluids are in motion.

Following the phenomenological approach, we assume that (3.3.19) is valid also
as a macroscopic expression. When the pressure in the two fluids within an REV
centered at a point, are averaged over the REV, we obtain a (macroscopic) pressure
difference, referred to as macroscopic capillary pressure,

pc ¼ pcðSwÞ ¼ pnðSwÞ � pwðSwÞ: ð3:3:20Þ

This averaged, or macroscopic capillary pressures at a point (centroid of REV) in
a porous medium domain expresses the difference between the averaged pressures
in the two fluids: pn and pw. In analogy to the microscopic level expression, this
difference is expressed by

pc ¼ pn � pw ¼ 2
r�
cwncoshwn; ð3:3:21Þ

in which r� is the mean radius of curvature, or a characteristic length of the void
space, e.g., mean pore size or hydraulic radius of the void space, hwn is the contact
angle, which expresses the relative affinity of the wetting fluid to the solid surface,
relative to the non-wetting fluid, and cwn is the surface tension between the wetting
and the non-wetting fluids. Note that we have used no special symbols to indicate
average values as it is obvious that the equation is at the macroscopic level as the
contact angle here is a macroscopic level parameter, and so is r�.
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Because both surface tension and contact angle depend on temperature and on
the concentration of dissolved species in the fluids, pc depends on the temperature
and on the presence of solutes in the fluids,

pc ¼ pn � pw ¼ pcðSw; cwnðT ; ccaÞ; hwnðT ; ccaÞÞ; ð3:3:22Þ

with c ¼ 1; . . .;NC. Neglecting any effect of fluid composition, the structure of the
pores, the effect of the void space configuration on the pc-curve is the same,
regardless of the nature of the two fluids. The effect of fluid properties may be
expressed by

Swðpcjfluids n1;w1
Þ ¼ Swðb12pcjfluids n2;w2

Þ;

in which

b12 ¼
cn1w1

cos hn1w1

cn2w2
cos hn2w2

;

is a scaling factor, and ðn1;w1Þ; ðn2;w2Þ represent pairs of nonwetting and wetting
fluids. When the contact angles remain unchanged, b12 ¼ cn1w1

=cn2w2
:

It is obvious from the presence of r� in (3.3.21) that the only way to determine
the capillary pressure for any given porous medium is experimentally.

Figure 3.6 shows a water-air capillary pressure relationship pc ¼ pc Swð Þ:
Draining a fully saturated (Sw ¼ 1) sample, we follow the boundary drainage curve,
until we reach a minimal saturation, called irreducible wetting fluid saturation,
Swr, below which Sw cannot be further reduced (except by heating and evaporation).

0
0

Primary wetting curve

Starting with 
saturated sample

Swr
Water saturation (Sw)

hc

1.0

Boundary drainage or
drying curve

Primary wetting curve

Scanning drying curve

Boundary
wetting curve

Entrapped air

Scanning
drying curve

Primary
wetting

curve

Fig. 3.6 Water-air capillary
curve, showing hysteresis and
entrapped air
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At this saturation, the wetting phase is made up of isolated rings and the wetting
phase permeability vanishes. We note the asymptotic shape of the curve as it
approaches Swr. As we re-wet the sample, we follow the boundary wetting curve. As
we continue to wet the sample, we can never reach full saturation because some
non-wetting fluid remains in the form of globules and ganglia at the residual non-
wetting saturation, Snr. At this saturation, the non-wetting fluid phase becomes
discontinuous and its permeability vanishes.

For a given capillary pressure, a higher wetting fluid saturation is obtained
during drainage than during imbibition.

At any point on the boundary drainage or wetting curves, in fact, also on a
scanning curve, we can reverse the process and follow a scanning curve. The
scanning curves are shown as dashed lines on the figure. In this way, the macro-
scopic relationship between capillary pressure and saturation, expressed by the
capillary pressure curve, exhibits the phenomenon of hysteresis. This means that the
capillary pressure at any given time depends also on the wetting-drying history of
the particular sample under consideration. Hysteresis is a consequence of the
pore-throat configuration of the void space (ink-bottle effect).

We have mentioned two points which are of special interest. Starting drainage
from a fully saturated sample, stopping and reversing the process, the sample can
never by fully re-wetted. Entrapped non-wetting phase will always remain.
Similarly, a sample can never be fully drained (of the wetting fluid). The wetting
fluid will always approach asymptotically irreducible wetting fluid saturation.

Various researchers have suggested analytical expressions for the general shape
of fluid capillary pressure curves. These expressions involve coefficients that must
be determined by fitting the analytical expression to experimental data. These are
typically written in terms of the effective, or reduced wetting fluid saturation,
defined as

Se ¼ Sw � Swr
1 � Snr

;

where Swr is the irreducible wetting fluid saturation, usually fitted from experi-
mental data. Various authors use slight variations on the denominator, which may
be Sws � Swrð Þ, or 1� Snr � Swrð Þ where Sws is the is the saturated wetting fluid
saturation and Snr is the residual non-wetting fluid saturation. The two most widely
used models are the Brooks and Corey (1964) and Van Genuchten (1980) models.
The former is given by:

pc ¼ p0cS
�1=k
e ; ð3:3:23Þ

where p0c is the entry pressure parameter and k is the pore size distribution index,
which reflects the bundle of tubes which served as the origin of this equation; it can
be obtained from the pore size distribution. However, k and p0c are most often
determined experimentally.
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The Van Genuchten (1980) model is given by:

pc ¼ p0c S�1=m
e � 1

� 1=n
; ð3:3:24Þ

in which m, n reflect also the pore size distribution, but are usually treated as
empirical constants determined experimentally.

A useful way to express the capillary pressure curve as related to the saturation
only, is by making use of the Leverett function (Leverett 1941), JðSwÞ, or
JðSw; hwnÞ, i.e., with or without the effect of the contact angle. From (3.3.21), we
obtain

pc ¼ pcðSbrÞ ¼
2cbr;CO2

r�
cos h ) JðSwÞ ¼ pc

2cbr;CO2

ffiffiffiffiffiffiffiffi
/=k

p
cos h

;

in which
ffiffiffiffiffiffiffiffi
k=/

p
is a length characterizing the void space. This function now

depends only on the geometry of the void space.

B. Mass balance equations

Making use of (3.3.10), which is the general macroscopic balance equation for
an extensive quantity, E, of a phase in a multiphase system, we can now consider
the model describing two phase flow—e.g., the indigenous brine and the injected
CO2—in the porous medium domain comprising the target geological formation. In
this case the considered extensive quantity is the mass, ma, of each of these a-
phases.

With / ¼ /ðx; y; z; tÞ, denoting the porosity of the porous medium, ha ¼
haðx; y; z; tÞ denoting the volumetric fraction of the a -fluid, and
Sa ¼ Saðx; y; z; tÞ; a ¼ w; n, denoting the saturations of the fluids, we have

Sw þ Sn ¼ 1; hw þ hn ¼ /: ð3:3:25Þ

From (3.3.10), it follows that the (macroscopic) mass balance equation for a fluid
a-phase is:

@

@t
ðSa/qaÞ ¼ �r:ðqaqaÞ � f ma

a!b þ Sa/qaC
0a;

a; b � w; n ¼ br;CO2;

ð3:3:26Þ

in which qa denotes a-fluid density, qa �/SaVað Þ denotes the specific discharge of
the a-phase, Va is the velocity of the a-phase, f ma

a!b is the rate of mass transfer from

the a-phase to the b-phase, per unit volume of formation, and qaC
0a is the rate of

production of mass of the a-phase, per unit volume of formation. Actually, in the
models considered here, the only source of fluid mass is that due to injection at one,
or at a small number of injection wells, but these wells will be introduced as
boundary conditions.
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Thus, there will be no sources of fluid mass within the considered domain, and
the mass balance equation takes the form:

@

@t
ðSa/qaÞ ¼ �r:ðqa/SaVaÞ � f ma!b;

a; b � w; n ¼ br;CO2:

ð3:3:27Þ

The mass of the a-phase that crosses into the b-phase is equal to the sum of
masses of the individual c-species present in the a-phase that cross into the b-phase,
i.e., fa!b ¼P

ðcÞ
f ca!b.

Note that so far we have the following variables:

(a) Saðx; tÞ; a ¼ br;CO2 denotes two variables, constrained by

Sbr þ SCO2 ¼ 1: ð3:3:28Þ

(b) The densities qaðx; tÞ constitute two variables, which vary continuously as the
pressure, temperature and concentrations of the various species comprising the
fluid phases vary.

C. Fluids’ advective mass fluxes

We recall that the term advective mass flux is used to denote the mass of a fluid
phase that passes through a unit area of the cross section of a porous medium
domain, per unit time. There is no diffusion of the mass of the fluid phase, and we
neglect the dispersive flux of the total mass of a phase. In Sect. 3.4 we shall discuss
the diffusive and dispersive fluxes of the mass of a chemical species dissolved in a
fluid phase.

The advective flux of a single fluid that occupies the entire void space is dis-
cussed in Sect. 3.4B, leading to Darcy’s law.

In the case of flow of two fluid phases that together occupy the entire void space,
we need two flux equations, one for each phase. Furthermore, we have to take into
account the (average of the) rate of momentum transfer across the microscopic
interfaces separating the two fluid phases. This will lead to the following flux
equations in two phase flow:

qrw ¼ � kwwðSwÞ
lw

� ðrpw þ qwgrzÞ � knwðSnÞ
ln

� ðrpn þ qngrzÞ;

qrn ¼ � kwn ðSwÞ
lw

� ðrpw þ qwgrzÞ � knnðSnÞ
ln

� ðrpn þ qngrzÞ:
ð3:3:29Þ

However, it is usually assumed that we may neglect the exchange of momentum
across the microscopic interface boundaries between the two fluid phases. Thus, the
simplified form of the momentum balance equation for a fluid phase in two phase
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flow takes the form of Darcy’s law (3.3.14), except that now we have two flux
equations, one for each fluid:

qrw ¼ � kwðSwÞ
lw

� ðrpw þ qwgrzÞ;

qrn ¼ � knðSnÞ
ln

� ðrpn þ qngrzÞ:
ð3:3:30Þ

For each fluid, the permeability at a point, now referred to as effective perme-
ability, kwðSwÞ; knðSnÞ, is a coefficient that depends on the saturation of the
respective fluid within the void space. In an inhomogeneous fluid, the dependence
on saturation will vary also with location.

These two flux expressions are now employed to describe the flow of the two
considered fluid phases in the mass balance equations (3.2.27).

Altogether, we have the following expressions for the advective mass fluxes for
the brine and the CO2:

qaqar � /SaðVa � VsÞ ¼ �qa
kaðSaÞ
la

: rpa þ qagrzð Þ;

a ¼ br;CO2:

ð3:3:31Þ

in which pa is the pressure in the a-phase, kaðSaÞ denotes the effective permeability
tensor of the a-phase in an anisotropic porous medium, Va denotes the a-phase
velocity, and z �x3ð Þ denotes the vertical coordinate, positive upward. Note that as
long as we assume that the porous medium comprising the target formation is
anisotropic, we may not use the concept of relative permeability, as the relationship
between effective permeability and permeability in single phase flow, may vary
with direction.

We now assume that the velocity of the solid phase,Vs, (due to matrix defor-
mation) is much smaller than that of the fluid, and can, therefore, be neglected.
Hence, the two flux, or specific discharge expressions used here are

qa � /SaVa ¼ � kaðSaÞ
la

� rpa þ qagrzð Þ;

a ¼ br;CO2:

ð3:3:32Þ

D. Effective permeability

The (tensorial) coefficients kw and kn, called effective permeabilities, are related
to (microscopic) properties of the geometrical configuration of the portion of void
space occupied by each fluid phase. For an isotropic porous media, the effective
permeability reduces to a scalar.
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In the case of an anisotropic porous medium, each of the components of the
effective permeability varies differently in response to changes in saturation. In
indicial notation, we write

kw;ij ¼ kw;ijðSwÞ and kn;ij ¼ kn;ijðSnÞ:

For an isotropic porous medium, and only for such a medium, the effective
permeabilities are scalars. In such case, the relative permeability is defined as the
ratio of the effective permeability to permeability at saturation of the considered
fluid, i.e.

krwðSwÞ ¼ kwðSwÞ
ksat

and krnðSwÞ ¼ knðSwÞ
ksat

;

where krw and krn are the wetting and non-wetting, respectively, relative perme-
abilities. Note that 0	 krw 	 1; and 0	 krn 	 1.

Figure 3.7 shows typical relative permeability curves for a wetting phase and for
a non-wetting one.

Starting the drainage of a porous medium sample from full wetting fluid satu-
ration, we note a rapid decline in krw as the larger pores are drained first, and the
flow of the w-fluid takes place through the smaller pores. When the w-fluid satu-
ration is below the irreducible w-fluid saturation, Swr, the fluid remaining in the
porous medium is in the form of isolated pendular rings and very thin films that
cover the solid surface in the larger pores from which the w-fluid has already been
drained. In this form, the fluid’s permeability vanishes and the w-fluid constitutes a
discontinuous, immobile phase that cannot transmit pressure.
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Fig. 3.7 Typical relative permeability curves for an isotropic porous medium: a without
hysteresis, b with hysteresis

68 J. Bear and J. Carrera



Thus, krw ¼ 0 for Sw 	 Swr. In reality, given enough time, the wetting fluid will
continue to drain by gravity in the form of films, reducing the saturation to below
the irreducible saturation. For Sw ¼ 1, temporarily overlooking the meaning of the
dashed portion of the krw curve, we have krw ¼ 1, i.e., krwðSwÞjSw¼1 � ksat:

When a nonwetting fluid is being displaced by a wetting one to below a critical
saturation value, Snr referred to as the residual nonwetting fluid saturation, the latter
breaks down into isolated blobs, or globules. Usually, these remain immobile under
the pressure gradient that drives the wetting fluid. The value of Snr is determined by
properties of the nonwetting fluid and of the solid matrix.

The relative permeability curves have to be determined experimentally for each
particular porous medium. However various investigators have suggested analytical
expressions for the relationship between relative (or permeability and saturation).
These expressions were usually obtained by analyzing simplified models of porous
media, such as a bundle of parallel capillary tubes, or a network of such tubes. The
results, while highlighting the main features of the sought relationship, always
contain numerical coefficients that characterize the considered model. For a par-
ticular porous medium, the numerical values of the coefficients have to be deter-
mined by fitting the analytical expression to experimental curves. Analytical
expressions (as compared with tables of experimental results) have the advantages
that they can be used in analytical or semi-analytical solutions, and can more easily
be used as input to numerical models.

Following are two examples, both for isotropic porous media:

• Gardner (1958) suggested the expression

Kw ¼ a
bþ jwjm ;

where a, b and m are constants, with m � 2 for heavy clay soil, and m � 4 for sand.

• Childs and Collis-George (1950), for the flow of water in the unsaturated zone,
suggested

Kw ¼ B
h3w
Rvs

;

where Rvs is the specific surface area of the soil and B is a coefficient.

• Van Genuchten (1980) and Mualem (1976) suggested

Kw ¼ Ksat ~S
1=2
e 1� 1� ~S1=me

� mh i2
;

where all symbols have the same meaning as those in (3.3.24).
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E. Initial and boundary conditions

As in the case of single phase flow (Sect. 3.4), a well-posed mathematical model
requires information on initial and boundary conditions stated for a well specified
domain. In the case of two-phase flow considered here, we have to solve two partial
differential equations for two (independent) variables, either pw; Sn or pn; Sw.

Because this chapter is devoted to the mathematical modeling of a GCS project,
no effort will be made to cover all possible boundary conditions for two-phase flow.
The following discussion on initial and boundary conditions will be limited to those
that are encountered in such projects.

• Initial conditions

Initial conditions are the known values of the state variables at t ¼ 0. These
should be assigned to all points within the considered (bounded) domain.

In the case of GCS, where we have to solve for two variables, we have to specify
either pbr; SCO2 or pCO2 ; Sbr at all points of the considered domain. In general,
initially, we do not have CO2 in the target formation, so that SCO2 ¼ 0: and we
know the initial spatial distribution of the pressure in the brine pbrjt¼0 .

• Boundary conditions

Boundary conditions have to be specified on the entire boundary that encloses
the considered domain within the target formation—one condition for each of the
two variables/fluids on every segment of the boundary. Often, the considered
domain is the entire target formation. The bottom of the formation is usually
considered impervious, and so is the ceiling.

We seldom encounter cases with naturally occurring, well specified, usually
assumed vertical, boundaries at a reasonable distance upstream and downstream of
the injection well (or wells), as well as laterally. When such boundaries occur, they
are selected as boundaries of the modeled domain. However, in many cases, there is
no naturally defined lateral boundary within a reasonable distance from the injec-
tion well(s). An artificially located boundary is then assumed, and a sensitivity
analysis is conducted in order to determine the location of such boundary so as not
to (significantly) affect the results of the investigations.

The injection well is also a boundary, composed of two parts: a screened part
through which the CO2 enters the formation, and an impervious part.

The total boundary, @X, surrounding the domain of interest in the target for-
mation, X, is composed of m segments, @X ¼Pm @Xk , on each of which we have
to define a boundary condition for each of the two fluids. The commonly
encountered boundaries in GCS projects are:
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• Specified flow condition

Let the known specific discharge of an a-phase entering a portion of the
boundary of a target formation, @Xk, be a known qa0 for a ¼ CO2 or br. The
condition on that portion of the boundary is then

qa0 ¼ � kaðSaÞ
la

: rpa þ qagrzð Þ
� �

:m;

a ¼ br;CO2; on @Xk:

ð3:3:33Þ

Note that the above equation is written under the assumption of an anisotropic
domain, with effective permeability, kaij ¼ kaijðSaÞ:

On an impervious boundary segment, say, formation bottom and ceiling, and
often at some sufficiently large lateral distance, qa0 ¼ 0

Practically, a specified, non-zero, CO2 flux is known only on the screened
portion of an injection well. The remaining portion of the casing is regarded as an
impervious boundary.

• Condition at an injection or pumping well

When we consider the screened portion of an injection or pumping well, as part of
the formation’s boundary, (1) the normal to the boundary is in the radial direction,
and (2) the specific discharge of the CO2 or the brine in the radial direction is
assumed known, say, a uniformly distributed qar0, by assuming that the total injected
or pumped fluid is uniformly distributed on the screened portion of the well.

Thus, the condition is

qaqar0 ¼ �qa
kaðSaÞ
la

@pa
@r

; a ¼ CO2; br: ð3:3:34Þ

Note that we assumed here that in the vicinity of the well, the formation is
isotropic with respect to its permeability. Also, we are assuming the well to be
vertical, so that the gravity term in Darcy’s Law has been neglected. Otherwise, the
radial coordinates version of (3.3.33) needs to be adopted.

• Boundary of specified pressure

In a GCS project, this kind of boundary occurs when the indigenous brine is not
stationary within the formation. Then, upstream, there is an inflow surface on which
the brine pressure, pbr;in, is known, and an outflow surface, downstream, on which
the known pressure is pbr;out. The latter surface may be the natural outlet of the
formation,. When this outlet is at a very large distance from the injection well, it is
replaced by an artificial one specified at a “reasonable” distance from the injection
area. The location of such boundary is usually specified such that the results of the
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simulated case are not (significantly) affected by the distance of this outflow
boundary from the injection well(s).

F. Complete flow model

Assuming that the solid matrix is stationary and rigid, i.e.,
Vs¼0 ¼ 0; @qs=@t ¼ 0, the complete flow model can be stated as:

Determine the values of the 12 variables:

qbr;i; qCO2;i; Sbr; SCO2 ; qbr; qCO2
; pbr; pCO2 :

subject to the specified initial and boundary conditions.
We solve the problem by solving the following equations:

• Two (partial differential) mass balance Eq. (3.3.27), making use of:
• Six flux Eq. (3.3.32),
• One equation expressing the sum of saturations (3.3.28),
• One capillary pressure relationship, e.g., (3.3.21), and
• Two constitutive relationships for fluid density, e.g., (3.2.2) for CO2 and

(3.2.28) for saline water.

Thus, the two PDE have to be solved for selected two independent variables.
Note that, in addition to the above equations, which relate the appearing variables
explicitly in (3.3.27), we need to specify the domain geometry and B.C’s, as well as
the following information,

• Effective permeability: ka ¼ kaðSaÞ; a ¼ br;CO2, possibly for a heterogeneous
medium, ka ¼ kaðx; Saðx; tÞÞ; a ¼ br;CO2.

• Viscosity: la ¼ laðpa; Ta; ccaÞ; a ¼ br;CO2.

A discussion on degrees of freedom is presented in the Appendix. In the case
considered here, we have two degrees of freedom to be solved for by the two partial
differential equations (3.3.27). The selected two variables have to be independent of
each other. For example, we may choose pbr; SCO2 or pCO2 ; Sbr as the two inde-
pendent variables of the problem.

The solution of the two partial differential mass balance equations is subject to
an appropriate set of initial and boundary conditions as described above.

In describing the solution procedure, we have not addressed how to compute the
rate of transfer, fa!b; a; b ¼ br;CO2. These mass transfers (dissolution of CO2 in
the saline water and evaporation of water into the CO2 phase) depend on the
composition of each phase. Therefore, it cannot be computed solely from phase
mass balances, it requires compositional mass balances, which is the subject of next
section.
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3.4 The Reactive Transport Model

The previous section presented the flow equation, which expresses the conservation
of mass of a fluid phase. If, instead of the whole phase, one is interested in specific
chemical species dissolved in a phase that occupies the void space or part of it, the
corresponding mass conservation equation is called transport equation. The
transport equation governs the spatial distribution of chemical species and how this
distribution evolves in time. When several species are transported simultaneously,
they may react. The resulting phenomenon is called reactive transport and it entails
several transport equations, one for each reacting species, and the equations that
describe the chemical reactions among them and with immobile phases.

Mathematical modeling of solute transport follows the same approach as that of
fluid flow in that solute mass conservation is expressed using equations like (3.3.2).
However, two additional features need to be acknowledged:

• Chemical species are transported within a moving phase by advection, disper-
sion and molecular diffusion.

• Chemical species may react with each other, both within a phase (homogeneous
reaction) and across phase interfaces (heterogeneous reactions). The latter
include inter-phase mass transfer from one fluid phase to another (e.g., disso-
lution of supercritical CO2 into the aqueous phase), or dissolution-precipitation
reactions.

The natural state variable to express mass conservation of a species is concen-
tration. There are a number of ways to express concentration, depending on
whether mass is expressed in kg or in moles and whether this mass is expressed per
unit volume, or per unit mass (of solution or solvent). Concentration may also be
expressed as molar or mass fraction. Each definition has some advantages and
disadvantages. Here we shall use molar concentration, or molarity, cca, which
represents the number of moles of a c species per unit volume of the a-phase.
Actually, this is rather inconvenient for chemical reactions because in chemical data
bases, concentrations are expressed as molalities, mc, moles of c per kg of water.

3.4.1 Fluxes of Chemical Species

As mentioned earlier, chemical species are transported by advection, dispersion and
molecular diffusion. Following is a brief discussion of these three processes.

A. Advection

Advection of a c-species in an a-fluid phase refers to the dragging of the species
by the flowing fluid phase, that is, the displacement of the species with the fluid’s
motion. The advective mass flux quantifies the mass of that species passing through
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a unit planar area of a porous medium, per unit time. Therefore, the advective flux
of the c-mass is expressed by;

qca;adv � haJ
c
a;adv ¼ qac

c
a; ð3:4:1Þ

in which qað¼ haVaÞ is the specific discharge of the a-phase, typically obtained
from Darcy’s law (3.3.13).

B. Molecular diffusion

Molecular diffusion (or simply diffusion) quantifies the net flux of particles of a
specific species caused by their Brownian (random) motion within the host fluid.
Therefore, it can be formally quantified by averaging the Brownian displacements.
Since the movement is random, the number of particles being displaced within a
fluid domain is proportional to the gradient of the particles’ concentration. This is
expressed by Fick’s law of molecular diffusion within a phase:

jca;diff ¼ �Dc
arcca;

X
ðcÞ

jca;diff ¼ 0; ð3:4:2Þ

where the scalar Dc
a is the coefficient of molecular diffusion (dims. L2=T) of the c-

species within the a phase.
In general, Dc

a is a function of pressure and temperature. The value of this
coefficient is very sensitive to the nature of the phase (Crank 1956). In liquid
phases, Dc

a is not very sensitive to pressure, but is sensitive to the viscosity of the
liquid. It ranges around 10−9 m2 s−1 in aqueous phases, where it is not very sen-
sitive to the nature of the species. Coefficients of diffusion in gases grow approx-
imately as T3/2 and are inversely proportional to the pressure. They decrease with
the molecular weight of the diffusing species, and typically range around 1–
9 � 10−5 m2 s−1. Diffusion also occurs in solids, where it is controlled by the
nature of crystals and their defects.

Diffusion coefficients in supercritical CO2 have been determined in the food
industry. Therefore, they are available for species like benzene, caffeine, and the
like. The measured diffusion coefficients are of the order of 10−8 m2 s−1. They
decrease with pressure, and increase with temperature (Swaid and Schneider 1979;
Feist and Schneider 1982).

In a porous medium, diffusion in the fluid phase is highly hindered by the solid
phase, which reduces the actual area available for diffusion, and forces diffusion
pathways to be tortuous and constrained at pore necks (e.g., Bear and Bachmat
1990). Thus, in a porous medium, we have

qca;diff � haJ
c
a;diff ¼ �haDc

aT
�ðhaÞ � rcca ¼ �haD�c

a ðhaÞ � rcca; ð3:4:3Þ

where ha denotes the volumetric fraction of the considered a-phase, T�ðhaÞ, a
second rank symmetric tensor, represents the tortuosity of the porous medium and
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D�c
a ðhaÞ, a second rank symmetric tensor, is the coefficient of molecular diffusion

within a phase in a porous medium.
For saturated flow, we replace ha by the porosity /.
In an isotropic porous medium, the components of the tortuosity tensor, T�

ij , may
be represented as T�dij, in which T�ð	 1Þ is a scalar tortuosity, and dij is the
Kronecker delta (=unit tensor), with dij ¼ 1 for i ¼ j, and dij ¼ 0 for i 6¼ j.

The tortuosity of a phase is a macroscopic geometrical coefficient that expresses
the effects of the phase distribution within the REV. Hence, in systems with
multiple phases, each of the tortuosity components is a function of the phase
saturation. Millington (1959) relates the tortuosity in an isotropic porous medium to
the volumetric fraction of the phase,

T�ðhaÞ ¼ h7=3a

/2 : ð3:4:4Þ

C. Dispersive flux, Jca;disp

The dispersive mass flux (or flux due to mechanical dispersion) of a chemical
species in a fluid phase is a macroscopic flux that reflects two facts: at the
microscopic level, the concentration of a solute is not uniform within the fluid phase
occupying the void space in an REV, and (2) the microscopic velocity also varies
from point to point within that fluid. With ð:Þ denoting the average of (.) over an
REV, we can express the average macroscopic advective mass flux of a chemical
species in a fluid phase, in the form cc

a
V

a
. Then, with â denoting the deviation

(=perturbation) of a from the average, a, we can write:

ccaVa ¼ ccaVa þ ĉcaV̂a; cca ¼ cca þ ĉca; Va ¼ Va þ V̂a; ð3:4:5Þ

i.e., the average of the total (local) advective flux has been decomposed into an
advective flux at the average velocity and a dispersive flux. This is a consequence of
the averaging process that we have chosen to employ. Note that average values are
assigned to the centroids of an REV, while the deviations from the average are at
points within the considered phase inside the REV.

It is reasonable to imagine, that deviations from the mean concentration and
velocity will correlate positively in the presence of a macroscopic (mean) con-
centration gradient. In such case, within the REV at a given time, points with high
velocity (positive deviation from the mean) will contain water that has been brought
from farther upstream (thus with higher concentration) than those with low velocity.
The magnitude of the deviation in concentration should be proportional to the
(mean) concentration gradient and the deviation in velocity should be proportional
to the (mean) velocity. Therefore, it should be expected that the dispersive flux of a
chemical species is driven by (1) the velocity of the fluid and (2) by the gradient in
the species concentration gradient. Investigations over a period of about three
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decades, starting around the mid-50s (e.g., De Josselin de Jong 1958; Saffman
1959; Bear 1961a; Scheidegger 1961; Bear 1972; and Bear and Bachmat 1990),
have led to the conclusion that the dispersive flux of a component (per unit area of
fluid) in a porous medium can be expressed as a Fickian-type law (i.e., a law that
resembles Fick’s law of molecular diffusion in that the flux is driven by the con-
centration gradient) in the form:

qca;disp � haJ
c
a;disp¼ha ĉ

c
aV̂a ¼ �haDrcca; qca;disp;i � haĉ

c
aV̂ai ¼ �Dij

@cca
@xj

;

ð3:4:6Þ

where the Dij (dims. L2=T) are components of a second rank symmetric tensor,D,
called the coefficient of mechanical (or advective) dispersion. Equation (3.4.6) is
valid for the general case of an anisotropic porous medium. The dispersion tensor is
characterized by:

• It is positive definite. This is a consequence of thermodynamics: the rate of
entropy production, _S, is related to the thermodynamic driving force, X, and the
thermodynamic flux, Y, (referred to by De Groot and Mazur (1962) as conju-
gated flux and force, respectively) by _S ¼ YiXi. Here, the driving force is
proportional to the negative concentration gradient, and, therefore,

_S ¼ v �Dij
@c
@xj

� �
� v � @c

@xj

� �

 0; or v2Dij

@c
@xj

@c
@xi


 0; ð3:4:7Þ

in which v is a parameter that depends on the extensive quantity considered; for
each such quantity, it transforms the flux and the driving force, in the form of a
gradient of an appropriate scalar considered into conjugated thermodynamic flux
and force (De Groot and Mazur 1962). It is not only important to point out that
the dispersion tensor must be positive definite (otherwise energy might be
created), but also that dispersion is a dissipative processes. When dealing with
reactive transport, we shall show that this is the magnitude that drives chemical
reactions.• It is symmetric, i.e. Dij ¼ Dji. This is a consequence of the conjugated force and
flux relation (De Groot and Mazur 1962).

Several authors (e.g., Nikolaevski 1959; Bear 1961a; Scheidegger 1961; Bear
and Bachmat 1967, 1990) have derived an expression for the components Dij,
which we write in terms of fluxes in the form

Dij ¼ aijk‘
qkq‘
q

f ðPe; rÞ; q � qj j; ð3:4:8Þ
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where the coefficient aijk‘;a ¼ aijk‘ðhaÞ is called dispersivity , which we are gener-
alizing here for multiphase conditions, and r represents the ratio between charac-
teristic lengths, in the direction of the flow and normal to it, within a pore, and Pe is
a Peclet number, defined by: Pe ¼ VDf =Ddiff ; it expresses the ratio between the
rates of transport of the considered chemical species, respectively, by advection and
by diffusion. The characteristic length, Df , is the hydraulic radius of the
fluid-occupied portion of the void space, serving as a characteristic length of the
void space, and Ddiff denotes the coefficient of molecular diffusion in the fluid
phase. However, as is common in practice for large scale problems, we shall assume
f ðPe; rÞ ¼ 1, so that the coefficient of dispersion is expressed in the form

Dij;e ¼ aijk‘;e
qk;eq‘;e
qe

; qe � qej j: ð3:4:9Þ

Considering the rate of entropy production, and following the discussion leading
to (4.4.15a), we obtain

• aijk‘ is positive definite. This means that all principal minors of aijk‘ are positive.
• aijk‘ ¼ aij‘k; aijk‘ ¼ ajik‘:

Recently, Bear and Fel (2012) suggested that (3.4.9), in which Dij is proportional
to q, should be replaced by a similar expression but in which the proportionality is
to q2.

The coefficient aijk‘ is a fourth rank tensor called dispersivity. It depends only on
the geometry of the considered fluid phase inside the void space, and thus it is a
function of phase volumetric fraction. In a three-dimensional space, this fourth rank
tensor involves 81 components. However, because of symmetry conditions, only 36
of the 81 components are independent of each other. As the porous medium has
more symmetry properties, the number of independent coefficients decreases.

For an isotropic porous medium, and a single fluid that occupies the entire void
space, the 36 independent components of aijk‘ reduce to two (e.g., Fel and Bear
2010). The two coefficients are designated as aL and aT , and are called the longi-
tudinal and transverse dispersivities, respectively. They allow writing the disper-
sion tensor as:

Dij ¼ aTqdij þðaL � aTÞ qiqjq
; q ¼ jqj: ð3:4:10Þ

where dij is the Kronecker delta.
Bear and Fel (2012) show that for an axially symmetric porous medium, the

number of dispersivity coefficients reduce from 81 to 6.
We use the term hydrodynamic dispersion to denote the spreading at the

macroscopic level that results from both mechanical dispersion and molecular dif-
fusion. Actually, the two processes are inseparable. In the absence of fluid motion,
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only molecular diffusion takes place. Because molecular diffusion is a relatively slow
process, its overall effect on dispersion is more significant at low velocities. Actually,
it is molecular diffusion that makes dispersion an irreversible process.

3.4.2 The Mass Balance Equations of Chemical Species

The mass balance for a considered c-species in an a-phase, can be expressed, with
minor modifications from (3.3.10). For the mass of a chemical species, dissolved in
an a-phase that occupies part of the void space, i.e., when e ¼ cca, this mass balance
takes the form:

@ hacca
� �
@t

¼ �r � ha Jca;adv þ Jca;diff þ Jca;disp
� 

þ f cb!a þ qa/C
c
a; a ¼ CO2; br;

ð3:4:11Þ

where Jca denotes the mass of c carried by the fluid a-phase, passing through a unit
area of fluid in the cross-section, and hað¼/SaÞ is the volumetric fraction of the
a-phase, f cb!a denotes the rate of transfer of c from all non-a phases to the a-phase,
e.g., by dissolution, adsorption, etc., and qa/C

c
a denotes the source term,

i.e., production of c in a (per unit volume of porous medium) by chemical reactions,
decay, etc., possibly including chemical reactions.

Making use of the expressions for the mass fluxes discussed in the previous
section, neglecting diffusion, the mass balance equation for a c-chemical species in
an a-fluid phase takes the form

@

@t
/Sac

c
a

� � ¼ �r � qac
c
a � Da � rcca

� �þ f cb!a þ qa/C
c
a: ð3:4:12Þ

We shall refer to this equation also as the transport equation. This equation can
be simplified further by subtracting the flow equation multiplied by cca. In the case
of single phase flow (Sa ¼ 1), this leads to:

/
@ci
@t

¼ �q � rci þr � D � rcið Þþ fci; ð3:4:13Þ

where several symbol changes have been made for the sake of simplicity to
facilitate reactive transport equations below. First, the subscript a has been removed
to highlight that (3.4.13) represents transport in a single phase. Second, all source
and interphase transfer terms of the ith species have been lumped in a single term fci
because interphase mass transfers (e.g., mineral or CO2 dissolution) are treated as
chemical reactions.

The behavior of this equation is illustrated in Fig. 3.8. Advection causes the
plume (black line in Fig. 3.8 at t = 1) to advance, thus evolving to the blue line.
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Advection does not change the concentrations, but only the location of the plume.
Dispersion and molecular diffusion cause the evolution of the blue to the red line,
that is, spreading and dilution of the plume.

3.4.3 Coupling Chemistry to Transport: Simple Examples

The formulation and solution of a reactive transport problem is somewhat com-
plicated from the mathematical point of view. Therefore, we start here with three
simple examples that illustrate the most relevant features of reactive transport. We
start by discussing linear sorption and retardation. We then discuss kinetic reactions
and the Damkholer number. We conclude this section with the case of transport of
two species in equilibrium with a mineral phase. These will allows us to introduce
the key concept of mixing. These cases will then be generalized in Sects. 3.4.4 and
3.5.

Example 1 (Simple Kd model. The effect of sorption.) The simplest reactive
transport model is the one corresponding to a solute A that sorbs onto the solid
surface inside the void space:

Aþ þ ðX�Þ� � X � A ð3:4:14Þ

where A denotes the solute species and X� denotes a sorption site. The sorbed
solute concentration, of SA (moles of A sorbed per unit mass of solid), equilibrates
with the aqueous concentration according to the relationship:
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Fig. 3.8 One-dimensional conservative transport of a unit mass pulse. Conservative transport
basically consists of advection, dispersion and molecular diffusion. Advection causes the
displacement of the solute, as dragged by the mean fluid velocity. Dispersion and diffusion are
driven by concentration gradient. They cause the plume to spread (increase the polluted volume)
and, thus, dilute
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SA ¼ KdcA ð3:4:15Þ

where Kd is the distribution coefficient, which encompasses the effects of non-ideal
solution, the availability of sorption sites and the effect of expressing SA per unit
mass of solid. With these definitions, Kd varies with salinity and temperature.
Moreover Kd may also vary with the concentrations of ions that form complexes
with A.

Including sorption in the transport Eq. (3.4.13) simply implies realizing that
every mol of A that sorbs onto the solid disappears from solution. Therefore, in this
case,

fc ¼ �qd
@SA
@t

ð3:4:16Þ

where qd is the bulk density, i.e., mass of solid per unit volume of formation.
Substituting (3.4.16) into the solute transport Eq. (3.4.13), while using (3.4.15) for
SA leads to

/þ qdKdð Þ @cA
@t

¼ �q � rcA þr � ðDrcAÞ ð3:4:17Þ

It is convenient to factorize / on the left hand side and introduce R ¼
1þ qdKd=/ as retardation factor, so that the transport equation becomes

/R
@cA
@t

¼ �q � rcA þr � ðDrcAÞ ð3:4:18Þ

Notice that this equation is identical to the one for a conservative solute (3.4.13),
except that the left hand side is multiplied by R. Instantaneous sorption simply
implies a change in the time scale. This means that the role of R is to slow down
transport (hence its name!).

Example 2 (Equilibrium reactions. Mass Action Law. Activity and Fugacity.
Mixing.) We consider a dissolution/precipitation reaction at equilibrium, where the
immobile solid mineral S3s, comprising the solid matrix, dissolves reversibly to
yield ions B1 and B2 in a saturated porous medium. This system was considered by
De Simoni et al. (2005) for obtaining an analytical solution to a reactive transport
problem, which is similar to the one considered here. The basic reaction is:

S3s �B1 þB2: ð3:4:19Þ
Equilibrium is governed by the Mass Action Law, which states that, under

equilibrium conditions, the products of activities raised to the power of the stoi-
chiometric coefficients (i.e., the coefficients of the species in the expression of the
reaction, are negative when on the left hand side). That is,
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a1a2
a3

¼ K or loga1 þ log a2 � log a3 ¼ logK: ð3:4:20Þ

Let us elaborate on some of the thermodynamic concepts that have been
introduced above:

The mass action law (MAL) describes the conditions for equilibrium, but it says
nothing about the rate at which equilibrium will be reached. The MAL applies,
often under different names, to all kinds of chemical reactions. Equation (3.4.20) is
a form of MAL.

Activity: a1; a2; a3 are the activities of species B1;B2; and S3s, respectively. The
activity can be viewed as an “effective” concentration. For aqueous species, the
activity should, ideally, be equal to the molar fraction of the species. However,
chemical data bases have been introduced for molalities, so that, ideally (for very
dilute solutions), the activity is equal to the molality (i.e., moles of species per kg of
water). As salinity increases, the “effective” concentration available for reaction
decreases, so that the activity becomes ai ¼ cimi, where ci is the “activity coeffi-
cient”, and mi is the molality. For moderate salinities, the molality is very close to
the molarity. Therefore, we shall write ai ¼ cici. In general, however, one would
need to write ai ¼ ciciq=xw, where q and xw are fluid density and water mass
fraction, respectively. Activity of minerals is much more complex to derive. For
now, let us suggest that the activity of pure minerals is 1.0. The concept of activity
also applies to gases, where it is called fugacity. The difference lies in that, instead
of concentrations, chemical data bases express fugacity in terms of pressure (usu-
ally in bars), so that under ideal conditions, the fugacity of a gas is equal to its
partial pressure. For high pressures, the behavior of gases, certainly CO2, is not
ideal and their partial pressure needs to be multiplied by a fugacity coefficient,
analogous in concept to the activity coefficient.

The equilibrium constant, K, is a characteristic of every chemical reaction. It
can be obtained from experiments (by means of (3.4.20)), or by minimizing the
Gibbs free energy of the solution. In practice, it is obtained from chemical data
bases. The selection of the database is a topic in itself. The most widely used
databases for geochemical modeling are EQ3/EQ6 (Wolery 1979) and PHREEQE
(Parkurst et al. 1980). But both are somewhat outdated and insufficient for CO2

calculations. Therefore, many researchers have modified them to include recent data
on CO2. A review is provided by Krupka et al. (2010). It is important to realize that
the equilibrium constant will depend (a little) on pressure and (possibly a lot) on
temperature.

With these definitions, assuming that mineral S3 is pure (i.e., a3 ¼ 1), we can
re-write equilibrium as:

log c1 þ log c2 ¼ logK=c1c2 ¼ logK�; ð3:4:21Þ

where we use an apparent equilibrium constant K� to indicate that we are using
concentrations instead of activities.
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The mass balance equations for the three species are

/
@ci
@t

�r � D � rcið Þ � q � rci ¼ �r; i ¼ 1; 2; ð3:4:22a; bÞ

@ S3ð Þ
@t

¼ r ð3:4:22cÞ

where r denotes the reaction rate, that is, moles of B1 (and B2) that precipitate in
order to maintain equilibrium conditions throughout the system.

Note that the problem is now described by four equations: (3.4.21) and (3.4.22a,
b and 3.4.22c) and four unknowns: r; c1; c2; and S3. Moreover, these equations are
intricately coupled. There is no expression for the reaction rate, r, as it results from
the solution. The problem, formulated like this, is highly non-linear and coupled.
Solving it requires eliminating some variables, and this is done by the use of
components, and decoupling transport from chemistry. The procedure can be for-
malized as consisting of five steps.

Step 1: Definition of components. These are defined here as linear combina-
tions of species that remain invariant with respect to equilibrium reactions. In our
example, c1 � c2 is a component. Subtracting Eq. (3.4.22a, b) for i = 1 from the
same equation for i = 2 yields

/
@u
@t

�r � D � ruð Þþ q � ru ¼ 0; ð3:4:23Þ

where u ¼ c1 � c2. Equation (3.4.23) implies that u is conservative. i.e., it is not
affected by the reaction. Note that dissolution or precipitation of the mineral S3
equally affects c1 and c2. Therefore, the difference ðc1 � c2Þ is not altered by
dissolution or precipitation. We shall call u a component.

Step 2: Solving for components. In our example, this simply requires solving
(3.4.23) for u. In general, when kinetic reactions also occur or when minerals are
not present throughout the domain, this step may require iterations. For now let us
assume that u can be computed.

Step 3: Speciation calculations. Once u has been obtained, the mass action law
is used for obtaining the concentrations of the aqueous species. Speciation consists
of solving the non-linear system of equations given by the mass action law and the
definition of components. In our case:

c1 � c2 ¼ u; ð3:4:24Þ

c1c2 ¼ K�: ð3:4:25Þ

Assuming that K is independent of c1 and c2, the solution of (3.4.24) and
(3.4.25) is
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c1 ¼ uþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ 4K

p

2
; c2 ¼ �uþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ 4K
p

2
ð3:4:26Þ

Again, this step can be quite complicated. Specific codes are designed for this
step. PHREEQC (Parkhurst and Appelo, 1999) is the best known one.

Step 4: Evaluation of the reaction rate. Mixing. Substitution of the concen-
tration of the secondary species, c2, into its transport Eq. (3.4.22a, b) leads to

r
/
¼ @2c2

@u2
ðrTu � D � ruÞ ¼ fchemfmix ð3:4:27Þ

This implies that the reaction rate, r, can be written as the product of two factors:
fchem and fmix, chemical and mixing factor, respectively. The mixing factor is defined
as fmix ¼ rTu � D � ruð Þ. The chemical factor is defined by

fchem ¼ @2c2
@u2

¼ 2K

u2 þ 4K
� �3=2 ð3:4:28Þ

Equation (3.4.27) deserves further discussion. First, it yields directly the rate of
dissolution/precipitation reactions (recall that it is restricted to cases where chemical
equilibrium holds locally). Furthermore, the reaction rate is always positive (i.e.,
precipitation occurs) (Rubin 1983). This is evident from Fig. 3.9 which displays
another interesting feature. The equilibrium point can be obtained by drawing a line
from the conservative mixing point towards the equilibrium line. The slope of this
line is equal to the ratio of the stoichiometric coefficients and is equal to 1 in our
example.

The rate of reaction depends on the chemistry, which controls fchem, but also on
transport processes that control the gradient of u. One of the most paradoxical

Conservative 
mixing line

Mixing Precipitation 

1c

A

B

NR

M

Equilibrium  line: 
*

1 2·c c K=
2c

Reactive 
mixing line

Fig. 3.9 Ideal mixing of two end members (A, B) that are in equilibrium with an ideal mineral. If
mixing is non-reactive, the resulting mixture will be oversaturated (point NR). Returning to
equilibrium (point M) requires precipitation. Actually, during transport, mixing is continuous (and
slow) so that solution B will evolve to M along the reactive mixing line
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features of (3.4.27) is that a reaction does not necessarily take place where con-
centrations attain their maximum values. In fact, the reaction rate equals zero when
u is maximum or minimum.

Figure 3.9 emphasizes that mixing drives equilibrium reactions. If two
end-member waters in equilibrium with a mineral (e.g., A and B) mix conserva-
tively (i.e. without reactions) the resulting mixture will not be in equilibrium (e.g.,
point NR in Fig. 3.9). Therefore, mineral precipitation must occur to bring NR to
the equilibrium line (point M). It is important to realize that the reaction would not
have occurred if there had been no mixing. Thus mixing is defined, much like in the
ordinary language, as the blending of resident and invading waters (in Chap. 4, we
will see that the global rate of mixing is equal to the time derivative of the con-
centration variance, that is, mixing implies dilution of concentration extremes). This
is different from dispersion that, also like in ordinary language, is defined as the
spreading of the invading water (in Chap. 4, we will see that the global rate of
dispersion is equal to the time derivative of the size of a plume, that is, dispersion
implies spatial spreading of concentration). These two concepts (mixing and
spreading) are equated in the Advection-Dispersion-Equation (3.4.13), and they are
closely related (spreading favors dilution) but they do not need to be identical.

It is interesting to note that, in the absence of the first contribution on the right
hand side of (3.4.27), all terms are proportional to the dispersion tensor, D, thus
strengthening the notion that mixing controls the rate of equilibrium reactions. In
particular, the term rTuDru, which is a scalar, can be used as a measure of the
mixing rate. The latter is consistent with the concept of dilution index, as defined by
Kitanidis [1994] on the basis of entropy arguments. This result also suggests that
evaluating mixing ratios may help to properly identify not only the sources of water
(Carrera et al. 2005), but also the geochemical processes occurring in the system.

Step 5: Computation of constant activity species. Ideal minerals are assumed
to display a constant activity. Frequently, this is also assumed for gases or super-
critical CO2, whose activity (fugacity) depends on pressure or temperature, but not
on the concentration of aqueous species. Therefore, they are termed constant
activity species and their concentration cannot be derived from the mass action law,
even if they are assumed to be in equilibrium with aqueous species. Instead, the
concentrations of constant activity species must be derived from mass balance
considerations. In our case, once r has been obtained, the concentration S3 of the
mineral is obtained by inserting the value of r in (3.4.22c).

To further illustrate these five steps, we employ them in a case where the
transport equation can be solved analytically. Let us consider a three-dimensional
homogeneous formation, with a constant porosity, /, under uniform saturated flow
conditions. The system is affected by an instantaneous point-like injection of water
containing the same constituents as the initial indigenous water. Velocity is aligned
with the x-coordinate, and the dispersion tensor is diagonal, with DL and DT ,
respectively, denoting the longitudinal and transverse dispersivities. The reactive
transport system is governed by (3.4.21) and (3.4.22a, b and 3.4.22c).
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Initially, we displace resident water in the formation by injecting a volume Ve of
solution at the concentration ciext ¼ ci0 þ ci:e:. In order to find an analytical solution
for small Ve, it is mathematically convenient to write the initial concentration
condition, after equilibrium is reached at the injection point, as

ci x; t ¼ 0ð Þ ¼ ci:e:Ved xð Þ=/þ ci 0; i ¼ 1; 2; ð3:4:29Þ

where equilibrium must be satisfied at all points in the formation. This implies that

ðc10 þ c1eÞ ðc20 þ c2eÞ ¼ K; and c10c20 ¼ K: ð3:4:30Þ

This allows calculating ci:e: and ue, which is the excess of injected component u
that remains in the aquifer immediately after injection. The solution of this con-
servative transport problem is given by De Simoni et al. (2005)

u x; tð Þ ¼ u0 þ ueVe

2pð Þ3=2rLr2T
exp � 1

2
x� Vt
rL

� �2

þ y2 þ z2

r2T

 !" #
: ð3:4:31Þ

The expression of the local mineral mass precipitation rate, r, can be obtained by
computing the gradient of (3.4.31) and substituting the result in (3.4.27) (Fig. 3.10).

The features of this solution are illustrated using the following data: we start with
a resident water characterized by c10 ¼ 0:25 (All concentrations are divided by

ffiffiffiffi
K

p
to express them in dimensionless form) and c20 ¼ 4:0 (u0 ¼ �3:75); we then inject
water from an external source, characterized by c1ext ¼ 0:184, c2ext ¼ 5:434
(uext ¼ �5:25). Figure 3.10a depicts the dependence of concentrations on the
normalized distance from the center of the (moving) plume, x� Vtð Þ= ffiffiffiffiffiffiffiffiffiffi

2tDL
p

(while
z = y = 0). Concentrations are also shown for the non-reactive case. The spatial
distribution of the (local) dimensionless reaction rate, r

�
/
ffiffiffiffi
K

p
, is depicted in
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Fig. 3.10 Dimensionless concentrations (a) and reaction rate (b) in response to a pulse injection
in a binary system. Precipitation causes a more significant concentrations decrease in the reactive
case than in the non-reactive (NR) case. In fact c1, falls below initial and input values. Note that
precipitation occurs on the plume edges, but not in the center (modified from De Simoni et al.
2005)
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Fig. 3.10b. It is apparent that the system is chemically active (i.e., the reaction rate
is significant) where concentration gradients are relevant, whereas no reactions
occur when concentration gradients vanish. As a consequence, no reaction occurs at
the (moving) center of the plume, that is, at the points of highest (or lowest)
concentration values.

The sensitivity of the reaction rate to ue for a given u0 is presented in Fig. 3.11,
with reference to a resident water with u0 ¼ �20 (c10 ¼ 0:05; c20 ¼ 20:05). The
case with a negative ueðue=

ffiffiffiffi
K

p ¼ �20Þ is considered first. From the plot it is clear
that, at any given time, precipitation concentrates in a (three-dimensional) aureole
around the moving center of the plume. The actual location and shape of this
aureole depends on DL, DT and ue. One should note that Fig. 3.11a displays an
artificial symmetry, as coordinates are normalized by r ¼ ffiffiffiffiffiffiffiffi

2Dt
p

. Figure 3.11b
depicts radial profiles of the reaction rate, r, for varying ue. As expected the reaction
rate is largest when ue and u0 have opposite signs, because this is the case with
largest differences between resident and inflowing water.

Example 3 (Kinetic reactions. The Damkholer number) Contrary to equilibrium
reactions, discussed above, the rate of kinetic reactions is solely controlled by the
concentrations at the point where the reaction is occurring. That is, one can write
the reaction rate as:

fc ¼ r cð Þ; ð3:4:32Þ
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Fig. 3.11 Spatial distribution of cumulative dimensionless precipitation for two values of the
modification of input with respect to resident concentrations. Note the variability in the appearance
of the solution (modified from De Simoni et al. 2005)
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where r is the number of moles of reactants that evolve into products per unit
volume of aquifer and per unit time, and c is the vector of concentrations of the
participating chemical species. There are numerous types of rate laws. A typical
expression for mineral dissolution is (Steefel and Lasaga 1994):

r ¼ rfe�
Ea
RT

XN
j¼1

kj
YNj

i¼1

apjii Xh � 1
� �gj ð3:4:33Þ

where r is the mineral dissolution rate (moles of mineral per unit volume and per
unit time), r is the reactive surface area in contact with solution (m2 m−3) Ea is the
apparent activation energy of the overall reaction process; N is the number of terms
(often reaction paths) in the experimental expression, and kj an experimental con-
stant characteristic of each mineral; apjii accounts for the catalytic effect of the Nj

species (frequently H+) affecting the jth term, where the value of pij is determined
experimentally; X is saturation (ratio of the activity product, left hand side in the
MAL, to the equilibrium constant, X ¼ a1a2=Ka3 for the reaction of (3.4.21)); the
parameters h and g must be determined from experiments; usually, but not always,
they are commonly assumed equal to 1. The term inside the parenthesis, called the
“far-from-equilibrium function”, reduces the reaction rate in a non-linear way, as
the solution approaches equilibrium. The factor R takes on values of +1 or −1
depending on whether X is larger or smaller than 1 (precipitation or dissolution),
respectively. At equilibrium, X ¼ 1, and, therefore, no reaction occurs. r is, here,
the reactive surface of the mineral per unit of volume of porous medium.

The above expressions can be written as a first order kinetic reaction when the
concentration of the reacting species is the rate limiting factor. For the purpose of
discussion, let us consider the nth order reaction whose rate is given by

r ¼ kcn: ð3:4:34Þ

In the absence of transport, the evolution of concentration is given by

c ¼ 1
cn�1
0 � n� 1ð Þkt

� �1=n�1

; if n 6¼ 1

) c ¼ c0e
�kt: n ¼ 1;

ð3:4:35Þ

The characteristic time for these reactions is

tr ¼ 1
kcn�1

0
: ð3:4:36Þ
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Therefore, in order to find out the relevance of a kinetic reaction, one should
compare the reaction rate with the transport time. This comparison is performed
with the Damkholer number, defined as:

Da ¼ s
tr
¼ kcn�1

0 s; ð3:4:37Þ

where s is a characteristic transport time. It should be noticed that the Damkholer
number can also be defined as the reaction rate divided by a transport rate.

As characteristic transport time s, it is common to use the advection time
(s ¼ qL=/, where L is the transport distance). However, when we are interested in
pore scale reactions, it may be more appropriate to adopt the diffusion time
(s ¼ L2

�
D). The resulting number would be the product the Da (defined with the

advective time) and the Peclet number, (Pe ¼ qL=D/). Thus, it is often termed
Da� Pe.

The Damkholer number is used for assessing whether a given kinetic reaction
needs to be taken into account. When Da is small (much smaller than 1, say
Da\0:1), then one may assume that the reaction has barely modified the con-
centration. That is, transport is so fast that the reaction can be neglected. Reversely,
if Da is large (e.g., much larger than 1, say Da[ 10), then one may assume that the
solute has been exhausted and that a new equilibrium has been reached, so that the
reaction may be assumed to be an equilibrium reaction.

It is easy to confirm the above analysis for first order reactions, because the
analytical solutions for solute transport used in Example 2, above, can be easily
applied. Specifically, the solution for a pulse injection subject to first order kinetics
is still (3.4.31), but multiplied by expð�ktÞ. The solution is displayed in Fig. 3.12
for several values of the Damkholer number.

The analysis is more complex, and the usefulness of the Damkholer number
more limited for non-linear kinetics. The time evolution of solutes undergoing
kinetic reactions of order 1, 2 and 3 are also displayed in Fig. 3.12. It is clear that
Da close to 1 implies a sizeable reaction in all cases. However, it is not true that a
large Da implies that the solution is close to equilibrium. Therefore, the Damkholer
number is a useful indicator of the relative importance of kinetic reactions, but
cannot be used blindly.

3.4.4 The Formulation of Reactions

This section contains the basic concepts needed for the mathematical formulation of
chemical reactions and calculation of species concentrations within a fluid or fluids
that occupy the void space of a porous medium domain. Vector and matrix notation
are adopted here because it facilitates concise writing, which will be critical in
subsequent sections. We hope that the section can be read and understood also by
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those who are less familiar with matrix algebra. Readers may consult any textbook
on matrix algebra (e.g., Meyer, 2000).

A. The stoichiometric matrix. Chemical equilibrium

A chemical reaction is represented by a “mass-balance” equation.

Pj¼ns

j¼1
Sijqj ¼ 0; i ¼ 1; . . .; nr ð3:4:38Þ

where qj is the chemical formula of the jth species,Sij is its stoichiometric coefficient
in reaction i, and ns, nr are the number of species and reactions, respectively. This
equation can be written in a matrix-vector notation:

Sq ¼ 0; ð3:4:39Þ

where S is the nr � ns stoichiometric matrix, whose rows contain the stoichiometric
coefficients in each reaction, and q a vector of size ns, containing the chemical
formula of all species. These concepts can be illustrated by means of two examples
that will be used later.

Example 1 Consider the dissolution-precipitation of anhydrite assuming that other
species can be ignored. Then, the chemical system consists of three species:
SO2�

4 ,Ca2þ and CaSO4 sð Þ, and one reaction:

0

0.2

0.4

0.6

0.8

1

0.01 0.1 1 10 100

Cm
ax

/C
0

Dimensionless me  (Da)

n=3

n=2

n=0.4

n=1

Sensi vity of Cmax
to kine cs order

0.0

0.1

0.2

0.3

-3 -2 -1 0 1 2 3

Co
nc

en
tr

a
on

/M

Dimensionless distance

Sensi vity to 
Damkholer

number

Da=1.5

Da=1

Da=0.6

Da=0.3

Da=0.1

Conserva ve

Da=2

Da=3

( )/x - vt 2Dt

Fig. 3.12 Left, concentration versus (x − vt/s) for a pulse injection after t = D/v2, but suffering
first order kinetic decay. It is clear that kinetic reactions barely affect the solute if Da < 1, but make
it disappear for Da > 3. This is not necessarily true for non-linear kinetics (right). Da = 1 implies a
sizeable reaction, but note that significant amounts of solute remain for Da = 100 if n = 3. Note
also the abrupt approach to zero for n < 1, which causes convergence problems to numerical
solvers
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R1ð Þ CaSO4 sð Þ , Ca2þ þ SO2�
4 :

The vector q is:

q ¼
CaSO4 sð Þ
SO2�

4
Ca2þ

0
@

1
A;

and the stoichiometric matrix S is:

S ¼ CaSO4 sð Þ SO2�
4 Ca2þ

R1 �1 1 1

� �
;

where it should be evident that, with these definitions, the reaction can be written
either in the form R1ð Þ or in the format (3.4.39). Notice that this example is
analogous to Example 2 in Sect. 3.4.3.

Example 2 This example is more relevant for carbon storage. Consider the H2O–
CO2–Na–Cl–CaCO3 system described by Duan and Li (2008), which may represent
the saline water in a geological formation, in equilibrium with calcite. Injection of
CO2 will tend to dissolve calcite and increase salinity according to the following
chemical reactions and interphase mass transfers:

R1: Calcite dissolution CaCO3(s) + H+ = Ca2+ + HCO3
−,

R2: CO2 dissolution CO2(aq) = CO2(g),

R3: Carbonic equilibrium H+ + HCO3
− = H2O + CO2(aq)

R4: Carbonate equilibrium HCO3
− = H+ +

R5: Water dissociation H2O = H+ + OH−

The system consists of nine aqueous species (H2O, Cl�, CO2�
3 , Hþ , OH�HCO�

3
and CO2ðaqÞ), plus calcite (CaCO3 sð Þ), and CO2 scð Þ. Therefore:

qt ¼ H2O;CO2 scð Þ;CaCO3 sð Þ;Hþ ;Naþ ;Cl�;Ca2þ ;HCO�
3 ;CO2ðaqÞ;CO2�

3 ;OH�� �
The stoichiometric coefficients of this chemical system can be described by the

following stoichiometric matrix S:
H2O CO2(g) CaCO3(s) H+ Na+ Cl-− Ca2+ HCO3

− CO2(aq) CO3
2- OH−

S =

R1 0 0 −1 −1 0 0 1 1 0 0 0

R2 0 1 0 0 0 0 0 0 −1 0 0

R3 1 0 0 −1 0 0 0 −1 1 0 0

R4 0 0 0 1 0 0 0 −1 0 1 0

R5 −1 0 0 1 0 0 0 0 0 0 1

ð3:4:40Þ
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Note that Cl� does not participate in any reaction (i.e., it is conservative), and,
therefore, the Cl� column contains only zeros.

From these examples, it is clear that all the relevant information about the
chemical system is contained in the vector of participating species, q, and the
stoichiometric matrix, S, so that the set of chemical reactions is always described by
(3.4.38), regardless of the actual complexity of the problem. This facilitates the
encapsulation of all reactions in a simple expression. In the following sections, we
shall make extensive use of these concepts.

The mass action law controlling thermodynamic equilibrium can be written as:Qj¼ns

j¼1
aSijj ¼ Ki )

Pj¼ns

j¼1
Sij log aj ¼ logKi i ¼ 1 ; . . .; ne; ð3:4:41Þ

where aj is the activity of the jth species, Ki is the equilibrium constant of the ith
reaction, and ne is the number of equilibrium reactions. Again, this equation can be
written more concisely using matrix-vector notation:

Se log a ¼ logK; ð3:4:42Þ

where subscript e indicates equilibrium. The mass action law (3.4.42) represents a set
ofmathematical equations that can be used for geochemical calculations. They consist
of ne equations (one for each equilibrium reaction, noting that we are now using the
subscript e instead of r), and ns unknowns (i.e., the activities of the vector a). Except
for some rare cases, the number of reactions (ne) is lower than the number of species
(ns). Therefore, we cannot calculate the activities of all species from just the mass
action laws alone. However, if we knew the activities of (ns � ne) species (e.g., from
mass balance calculations), we could calculate those of the other (ne) species. We
shall refer to primary species as the ðns � neÞ known species and the (ne) remaining
species as secondary ones. Thus, by definition, the activities of the secondary species
can be calculated from the activities of the primary ones through the mass action law.
We can write the mass action laws in terms of primary and secondary species by
splitting the matrix S and the vector a into two parts:

Se ¼ ðSe1 Se2j Þ; ð3:4:43Þ

a ¼ a1
a2

� �
; ð3:4:44Þ

where a1 contains the activities of the (ns � ne) primary and a2 the activities of the
(ne) secondary species and where Se1 contains the stoichiometric coefficients for the
primary and Se2 those for the secondary species. Substituting (3.4.43) and (3.4.44)
into (3.4.42) gives:

Se1 log a1 þ Se2 log a2 ¼ logK: ð3:4:45Þ
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Multiplying (3.4.43) by the inverse of matrix Se2, denoted by S�1
e2 , yields:

log a2 ¼ S�e1 log a1 þ logK�; ð3:4:46Þ

with

S�e1 ¼ � Se2ð Þ�1Se1; ð3:4:47Þ

logK� ¼ Se2ð Þ�1logK: ð3:4:48Þ

In this way we obtain a new description of the same chemical system, which
(1) is defined by equilibrium constants K� instead of K and (2) involves a stoi-
chiometric matrix for the primary species S�e1 instead of Se1. In fact, we could also
define a stoichiometric matrix for the secondary species (S�e2 instead of Se2).
However, by definition, S�e2 equals the identity matrix and, hence, can be left out of
Eq. (3.4.46).

To illustrate these concepts, let us consider Example 2. It is easy to verify that
the inverse of Se2(last five columns in (3.4.40) is:

S�1
e2 ¼

1 1 1 0 0
0 �1 �1 0 0
0 �1 0 0 0
0 �1 �1 1 0
0 0 0 0 1

0
BBBB@

1
CCCCA:

After multiplying (3.4.40) by �S�1
e2 , the stoichiometric matrix becomes:

( )* *
1e e= − =S S I

H2O CO2(g) CaCO3(s) H+ Na+ Cl− Ca2+ HCO3
− CO2(aq) CO3

2- OH−

*1R 1 1 -1 -2 0 0 -1 0 0 0 0

*2R -1 -1 0 1 0 0 0 -1 0 0 0

*3R 0 -1 0 0 0 0 0 0 -1 0 0

*4R -1 -1 0 2 0 0 0 0 0 -1 0

*5R -1 0 0 1 0 0 0 0 0 0 -1 

where R1� is R1þR2þR3, but multiplied by −1, R3� is identical to the original
R2, but multiplied by −1, etc. Whether these transformations make sense is
arguable. The point is that we have made basic matrix operations, which is
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equivalent to arranging the equilibrium reactions in a way that ensures that the
secondary species can be easily solved for in terms of primary species.

B. Components

The above equations facilitate the calculation of the activities of secondary
species from the activities of the primary. However, if we do not know the latter, we
have more unknowns (the concentrations of ns species) than equations (ne mass
action law equations). To resolve this problem, we need to add mass balance
equations, so that the number of unknowns will be equal to the number of equa-
tions. The problem is that reactions affect the mass of reacting species (and
therefore the mass balance equations), which causes the resulting equations to be
rather complicated. As discussed in Example 2 of Sect. 3.4.3, we overcome this
difficulty by introducing components, defined here as chemical entities that are not
affected by equilibrium reactions. This condition facilitates the expression of mass
balances. Since equilibrium reactions establish relations among species, our defi-
nition of components is consistent with the definition in the Gibbs phase rule: the
number of components is the number of chemically independent constituents of the
system.

The meaning of components can be illustrated by considering the mass balances
of all species undergoing chemical reactions in a closed system (that is, without
mass entering or leaving the system):

@c
@t

¼ STr; ð3:4:49Þ

where c is a vector of concentrations of all species is, r is a vector of the rates of all
chemical reactions and ST is the transpose of the stoichiometric matrix S (that is,
columns and rows are exchanged). Equation (3.4.49) just expresses the change in
concentration due to the chemical reactions. As vector notation is used, it is actually
a set of equations (one equation for each chemical species). Note that the unknowns
in (3.4.49) are the ns concentrations (c) and the ne reaction rates (r). Thus, in theory,
we could calculate concentrations and reaction rates from the ns mass balances
(3.4.49) together with the ne mass action laws (3.4.42) or (3.4.41), with the number
of unknowns equal to the number of equations. Unfortunately, this system contains
many unknowns and it is highly non-linear. Things would be much easier if
reaction rates (r) were eliminated from (3.4.49), just as we did in Example 2 of
Sect. 3.4.3. This can be done by multiplying (3.4.49) by a full ranked matrix
orthogonal to the matrix ST , that is:

UST ¼ 0; ð3:4:50Þ

where U is the ns � neð Þ � ns kernel matrix (or null space) of ST . As this matrix
defines the components, we call it the component matrix. Multiplying (3.4.49) by U
gives:
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@Uc
@t

¼ 0: ð3:4:51Þ

We define a vector u ¼ Uc, then @u=@t ¼ 0 and u is constant in time in case of a
closed system. The vector u expresses the concentration of the components. This
illustrates an important feature of the components: their concentrations do not
depend on reaction rates (r). This also gives a more physical meaning to the concept
of components: Chemical reactions do not destroy or create components, but only
change the concentrations of the species that define these components.

The matrix U is not unique. There are various methods to calculate it.
Method 1 (Gauss-Jordan elimination): The most widely used method, based

on Gauss-Jordan elimination (Steefel and MacQuarrie 1996), consists of defining
the component matrix as

U ¼ I �ST1 ST2
� ��1

���� 
¼ I S�2

� �T���� 
ð3:4:52Þ

where I is the ns � neð Þ � ns � neð Þ identity matrix. It is easy to verify that this
definition satisfies (3.4.50). The vector of concentrations of the components, u, can
be written as:

u ¼ Uc ¼ I ðS�1ÞT
��� � c1

c2

� �
¼ c1 þ S�1

� �Tc2 ð3:4:53Þ

This equation allows us to calculate the component matrix, U, of Example 2
presented earlier.

H2O CO2(g) CaCO3(s) H+ Na+ Cl− Ca2+ HCO3
− CO2(aq) CO3

2- OH−

H2O 1 0 0 0 0 0 -1 1 0 1 1

TIC 0 1 0 0 0 0 -1 1 1 1 0

U= TCa 0 0 1 0 0 0 1 0 0 0 0

TH+ 0 0 0 1 0 0 2 -1 0 -2 -1 

TNa 0 0 0 0 1 0 0 0 0 0 0

TCl 0 0 0 0 0 1 0 0 0 0 0

ð3:4:54Þ

The diagonal matrix in the front portion of the above component matrix (i.e., the
one coinciding with the primary species) ensures that these components are somehow
associated with the primary species. This association is sometimes weak, but
examining the components often provides some insight into the chemical system. For
example, note that the second row ofU (second component) coincides with the Total
Inorganic Carbon (TIC), which is a typical measurement of natural waters. It is clear
that the reactions do not affect the Total Inorganic Carbon. A decrease in
HCO�

3 concentration, due to reaction R2, will be compensated by an increase in
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CO2�
3 -concentration. For the particular selection of primary species in this example,

the value of the fourth component (fourth row in (3.4.54)) represents the total acidity
of the solution (its capacity to buffer external addition of alkalinity), and may be
positive or negative. The sixth component (sixth row in (3.4.54)) coincides with the
chloride concentration, which is the total chloride in the system. The meaning of the
first component is more puzzling. We could imagine that, in a system initially con-
sisting of only the primary species (i.e., zero concentrations for the secondary spe-
cies), part of the water could be used up by forming, together with the other primary
species, OH� (by dissociation, R1), HCO�

3 (by means of R2), or CO¼
3 (by means of

R3). This indicates that one does not need to seek any special meaning to compo-
nents. Still, if primary species are chosen to be relevant elements of the system, the
component concentrations will represent the total concentration of those species.
That is, the sum of the concentration of the primary species plus all the complexes
that can be formed with it (hence the T symbol to represent components).

Method 2 (Eliminate constant activity species): Method 1 is very convenient
in the sense that it yields components that often have a well-defined meaning and, in
reactive transport problems, are the same throughout the transport domain. This is
very useful because the solute transport equation just expresses the mass balance of
solute. Therefore, components defined by Method 1 can be transported conserva-
tively. However, it is not convenient in cases, such as Example 1, where
non-aqueous species participate in the reactions. In such cases, several options
exist. The most common is to include those species in the chemical system. This is
inconvenient, however, when the activity of those species is fixed (e.g., H2O in
Example 2, or a pure phase mineral in Example 1) because one is including as
unknown a species that is not really unknown (its activity is fixed!). There are two
options to overcome this difficulty:

(1) Reduce the set of primary species (Saaltink et al. 1998). The basic idea is to
proceed as in Method 1, but then multiply the components’ matrix by an
elimination matrix

(2) Eliminate constant activity species from the outset (De Simoni et al. 2005). In
essence, this method does not include constant activity species in the vector
q of species, recall (3.4.38), and then proceeds as in Method 1.

We illustrate these approaches with Example 1.
Eliminating CaSO4ðsÞ as a species yields,

q ¼ Ca2þ

SO2�
4

� �
; S ¼ Ca2þ SO2�

4
R1 1 1

� �
; U ¼ Ca2þ SO2�

Uanh 1 �1

� �
;

ð3:4:55Þ

where we have denoted Uanh ¼ Ca2þ � SO2�
4 . The meaning of this component is

somewhat puzzling because Ca2þ and SO2�
4 appear to be two independent species.

Actually, they are not, as equilibrium with anhydrite provides a strong link between
them. In fact, dissolution of anhydrite will increase by the same amount the number
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of moles of Ca2þ and SO2�
4 . Therefore, Uanh will not be altered by dissolution (or

precipitation) of anhydrite, which was indeed the way we selected components in
the first place in Example 2 of Sect. 3.4.3.

Other methods. Molins et al. (2004) and Kräutle and Knabner (2005, 2007)
describe other methods for computing the component matrix. Broadly speaking, the
goal is to define components so that kinetic species do not affect all components.
This facilitates reactive transport computations.

C. Speciation calculations

We have discussed extensively how to express reactions, the mass action law, and
components. It should be noticed, however, that equilibrium was expressed in terms
of activities (recall (3.4.41)), whereas components, and mass balances, in general, are
expressed in terms of concentrations. Moreover, chemical analyses are presented in
terms of concentrations. The objective of speciation calculations is to compute the
concentrations of all species from information about the chemical system.

There are two types of iterative methods commonly used for solving non-linear
systems: the Picard and Newton-Raphson methods. Both start from an initial guess
of the solution, and method seeks to improve the previous approximate solution.
The procedure is repeated until a satisfactory solution is obtained.

The Picard method is also called the “sequential iteration” or “fixed point”
method. It requires writing the system of equations in the form x ¼ gðxÞ, where x is
the vector of unknowns and g is the algorithm function used for computing x. The
Picard method proceeds by computing xkþ 1 ¼ gðxkÞ until a satisfactory solution is
found. The method is typically used for computing c2, given c1. This calculation is
required for reactive transport computations that are based on the “direct substi-
tution approach” that will be discussed in Sect. 3.4.5. Basically, the calculation uses
(3.4.46), where the activities are written in terms of concentrations as a ¼ cc:

log c2 ¼ S�1 log c1c1 þ logK� � log c2 ð3:4:56Þ

where c1 and c2 are vectors of activity coefficients of primary and secondary
species, respectively. These are functions of all concentrations, e.g., according to
the approach of Debye–Hückel or Pitzer. This equation would be explicit if the
activity coefficients were known. As the dependence of activity coefficients on
species concentrations is weak, the system is almost explicit and the Picard method
should converge quickly. The algorithm becomes:

Step 0: Initialization. Set co2, k ¼ 0
Step 1: Given ck2 and c1, compute ck1 and ck2
Step 2: Use ck1, c

k
2 and c1 in (3.4.56) to compute ckþ 1

2

Step 3: Convergence check. If ckþ 1
2 is close to ck2 (e.g., if ck2i � ckþ 1

2i

�� ��\ei, for all
species i, where ei is a species dependent tolerance), then convergence has been
reached and the algorithm stops. Otherwise, set k ¼ kþ 1 and return to step 1.

This algorithm is quite straight forwards and usually converges easily. The only
open issue is how to initialize the algorithm. Unit activity coefficients could be a
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good starting point. However, the algorithm should not be very sensitive to the
initialization method and a good initialization will rarely do more than save a few
iterations. The convergence criterion, ei is usually defined so as to ensure that the
relative error will be small. For example ei may be chosen as ei ¼ n ck2i þ ckþ 1

2i

� ��
2

where n is a relative tolerance (e.g., n = 10−6).
The Newton-Raphson speciation method is based on linearizing the system of

equations and solving the linear approximation. It is often used for computing c
given u. This computation is required for reactive transport simulations based on
sequential iteration methods, discussed in Sect. 3.4.5.

The system of equations to be solved includes the components’ definition and
mass action law, i.e.,

fcðc1Þ ¼ U1c1 þU2c2 � u ¼ 0: ð3:4:57Þ

log c2 ¼ S�1 log c1c1 þ logK� � log c2: ð3:4:58Þ

We may see these equations as a non-linear system of ns unknowns
(n1 ¼ ns � ne primary species concentrations and ne secondary species) and ns
equations (ns � ne component definitions and ne mass action law equations).
However, given that c2 is almost explicit, this system is usually solved in terms of
c1. That is, we use Eq. (3.4.58), formally, to solve c2 as a function of c1 and then
solve Eq. (3.4.57) for c1. Proceeding iteratively, the latter can be expanded as:

fCðckþ 1
1 Þ � fcðck1Þþ

@fc
@c1

ckþ 1 � ck1
� � ¼ 0: ð3:4:59Þ

Then, the algorithm proceeds as follows:
Step 0: Initialization. Set k ¼ 0 and set initial guess for ck1.
Step 1: Given ck1, compute ck2 by means of (3.4.58). We also need to compute

@c2=@c1. This requires taking derivatives of (3.4.58) with respect to c1, which leads
to the following system:

Iþ @ ln c2
@ ln c2

� S�e1
@ ln c2
@ ln c2

� �
@ ln c2
@ ln c1

¼ S�e1
@ ln c1
@ ln c1

þ I
� �

� @ ln c2
@ ln c1

: ð3:4:60Þ

The equation is in logarithmic form, but can easily be transformed to
non-logarithmic form through dc2f =dc1j ¼ ðc2idlogc2iÞ=ðc1jdlogc1jÞ.

Step 2: Given the vectors ck1 and ck2, compute the vector fkc by means of (3.4.57).
Since fkc is the error in Eq. (3.4.57), it is often referred to as residual.

Step 3: Given @c2=@c1, compute Dc1 ¼ ðckþ 1
1 � ck1Þ by solving the system,

equivalent to Eq. (3.4.59):

U1 þU2
@c2
@c1

� �
Dc1 ¼ �f kc : ð3:4:61Þ
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Step 4: Compute ckþ 1
1 ¼ ck1 þDc1. This computation may require some extra

checks to ensure a robust solution. For example, if ckþ 1
1i 	 0, then one may choose

ckþ 1
1i ¼ aick1i, where ai is a reduction factor (for instance ai ¼ 0:1). In fact, it is
often safe to restrict the maximum change per iteration so that if ckþ 1

1i 	 aick1i, then
ckþ 1
1i ¼ aick1i and if ckþ 1

1i 
 ck1i
�
ai, then ckþ 1

1i ¼ ck1i
�
ai

Step 5: Convergence check. If ckþ 1
1 is close to ck1 and/or f kþ 1

c � 0, then
stop. Otherwise, set k = k + 1 and return to step 1.

3.4.5 Coupled Equations

Reactive transport is the phenomenon resulting from the interaction and coupling
between solute transport, outlined in Sect. 3.4.2, and chemical reactions, outlined in
Sects. 3.4.3 and 3.4.4. Thus, equations for reactive transport can be viewed as the
simultaneous mass balance of all chemical species while acknowledging that the
mass may change due to reactions. Thus, the equations can be obtained starting
from either the mass balance of reactive species in a closed system, without
transport (Eq. (3.4.49) in Sect. 3.4.4), or from the transport equation of a conser-
vative species (Eq. (3.4.13) in Sect. 3.4.2). The first approach requires adding terms
for transport processes. The second one requires adding source/sink terms due to
chemical reactions. Regardless of the starting point, it should be clear that reactive
transport equations simply represent the mass balance of chemical species, subject
to both transport processes and chemical reactions.

To write these mass balances, let us consider Ns chemical species that can react
with each other through Ne equilibrium reactions and Nk kinetic reactions. The mass
balances of every species i can be written as:

/ @ci
@t ¼ LiðciÞþ

Pj¼Ne

j¼1
Seijrej þ

Pj¼Nk

j¼1
Skijrkj i ¼ 1; � � � ;Ns ; ð3:4:62Þ

where Li cið Þ is the linear operator for the transport terms and non-chemical
sources/sinks of species i (it is zero for immobile species, such as minerals):

Li cið Þ ¼ �q � rci þr � D � rcið Þ if i is mobile,
0 if i is immobile:

� �
ð3:4:63Þ

Note that, if one assumes the solid phases to be immobile, then Ls ¼ 0.
It is more convenient to rewrite (3.4.62) using a matrix-vector notation, similar

to Sect. 4.1:
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@

@t
mð Þ ¼ Lþ STe re þ STk rk; ð3:4:64Þ

where m is a vector of concentrations expressed in moles per volume of porous
media (mi ¼ /ci). Since transport processes are phase dependent, it is convenient to
subdivide vectors m and L according to the type of phase:

m ¼ /lcl
/scs

� �
L ¼ LlðclÞ

0

� �
ð3:4:65Þ

where we assume that solid species are immobile (i.e., Ls ¼ 0).
The kinetic reaction rates (rk) can be written explicitly as functions of concen-

tration through the kinetic rate laws that are substituted into (3.4.64), equilibrium
reactions cannot. Therefore, equilibrium reaction rates must be considered as
unknowns, whose value can only be obtained by solving the whole problem.
Therefore, the basic formulation of reactive transport contains Ns þNe unknowns.
These are matched by the Ns mass balance equations of all species, expressed by
(3.4.64), plus the Ne mass action laws (3.4.42), which relate reactant activities to
reaction products.

The large number of coupled non-linear equations hinders direct use of the
formulation of (3.4.64). The number can be reduced by making linear combinations
of these equations. Examples are the formulations of Friedly and Rubin (1992),
Saaltink et al. (1998), Fang et al. (2003), Molins et al. (2004), Kräutle and Knabner
(2005, 2007) and De Simoni et al. (2005, 2007). All these formulations share the
concept of using components to eliminate the equilibrium reaction rates by multi-
plying Eq. (3.4.64) by a component matrix. The concept was explained in
Sect. 3.4.4 for the case without transport. For the case with transport, multiplying
(3.4.64) by a components matrix U leads to:

@

@t
Umð Þ ¼ ULþUSTk rk: ð3:4:66Þ

If we wish to maintain a division between the various phases, we must split
matrix U into submatrices for each fluid:

U ¼ Ul Usð Þ;

which allows us to define the total concentration of components in every fluid:

ul ¼ Ulcl us ¼ Uscs ;
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so that:

Um ¼ /lUlcl þ/sUscs:

With these definitions we can rewrite (3.4.66) in the form:

/l
@ul
@t

þ/s
@us
@t

¼ LðulÞþUSTk rk: ð3:4:67Þ

Note that we have reduced the number of transport equations from Ns in,
(3.4.62) to Ns � Neð Þ in (3.4.67) as matrix U has Ns � Neð Þ rows. Moreover, there
are Ne mass action laws. Thus, the total number of equation is Ns which equals the
number of variables (the concentrations of Ns species). As explained in Sect. 3.4.4,
the mass action laws can be written in such a way that the concentrations of Ne

secondary species are a function of the concentrations of Ns � Neð Þ primary species.
These mass action laws can be substituted into (3.4.67), leading to Ns � Neð Þ
equations and the same number of variables (the concentrations of Ns � Neð Þ pri-
mary species). However, this substitution has to be done with care because the
activities of secondary species are explicit functions of the activities of the primary
species (3.4.46), but this is not strictly true when written in terms of concentrations
(3.4.56), because the activity coefficients (c) depend on all concentrations, including
those of primary species.

A special case of (3.4.67) is when all species of the chemical system pertain to
the same fluid and all reactions are in equilibrium. In such case, (3.4.67) reduces to:

/l
@ul
@t

¼ LðulÞ: ð3:4:68Þ

This equation, written in terms of concentrations of components in liquid (ul),
has the same appearance as the transport equation for conservative solutes (3.4.13),
that is, chemical reactions do not affect ul and one could calculate ul by means of
algorithms and models for conservative transport. Moreover, transport of one
component is assumed not to affect transport of the others. The concentrations of
the individual species (cl) could be calculated from ul by means of the equations
explained in the previous section.

Unfortunately, most reactive transport problems in carbon storage are associated
with two phase flow and heterogeneous chemical reactions. This makes the trans-
port Eq. (3.4.67) of the components dependent on each other. Moreover, they are
highly non-linear due to the combination of linear partial differential equations (i.e.,
transport equations) and non-linear algebraic equations (i.e., mass action laws).

To illustrate the components and component matrices with more than one fluid,
the chemical system presented in Sect. 3.4.4 is extended here with gaseous and
solid species and corresponding heterogeneous reactions, which are rearranged as:
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ðR1Þ H2O ¼ Hþ þOH�

ðR2Þ HCO�
3 ¼ Hþ þCO2�

3

ðR3Þ CO2ðaqÞþH2O ¼ Hþ þHCO�
3

ðR4Þ CO2ðgÞ ¼ CO2ðaqÞ
ðR5Þ CaCO3ðsÞ ¼ Ca2þ þCO2�

3

The corresponding stoichiometric matrix is:

S ¼

H2O Cl� CO2ðaqÞ Hþ Ca2þ OH� HCO�
3 CO2�

3 CO2ðgÞ CaCO3ðsÞ
R1 �1 0 0 1 0 1 0 0 0 0
R2 0 0 0 1 0 0 �1 1 0 0
R3 �1 0 �1 1 0 0 1 0 0 0
R4 0 0 1 0 0 0 0 0 �1 0
R5 0 0 0 0 1 0 0 1 0 �1

0
BBBBBB@

1
CCCCCCA

By applying Gauss-Jordan elimination (3.4.42) and using H2O, Cl�, CO2ðaqÞ,
Hþ , and Ca2þ sas primary species, we obtain the following component matrix:

22
2 2 3 3 2 3

2

( ) ( ) ( )
1 0 0 0 0 1 1 1 0 1
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 1 1 1
0 0 0 1 0 1 1 2 0 1
0 0 0 0 1 0 0 0 0 1

H O Cl CO aq H Ca OH HCO CO CO g CaCO s
H O
Cl
C
H
Ca

− + + − − −

+

⎞⎛
⎟⎜
⎟⎜
⎟⎜

= ⎟⎜
⎟⎜
⎟⎜ − − − − ⎟⎜ ⎟⎜ ⎠⎝

∑
∑
∑
∑
∑

U

Ul Ug Us

This gives the following total concentration of components in liquid, gas and
solid.

ul ¼

cH2O þ cOH� þ cHCO�
3
þ cCO2�

3

cCl
cCO2ðaqÞ þ cHCO�

3
þ cCO2�

3
cHþ � cOH� � cHCO�

3
� 2cCO2�

3

cCa2þ

0
BBBB@

1
CCCCA ug ¼

0
0

cCO2ðgÞ
0
0

0
BBBB@

1
CCCCA us ¼

cCaCO3ðsÞ
0

cCaCO3ðsÞ
�cCaCO3ðsÞ
cCaCO3ðsÞ

0
BBBB@

1
CCCCA

In this example, water was included as a species and as a component because it
is involved in several of the chemical reactions. Usually, as water is such a major
constituent, the effect of reactions on the mass balance of water can be neglected. If
so, it is more convenient to substitute this equation by the flow equation, that is, the
mass balance equation of the aqueous phase.

Constant activity species deserve further discussion. Besides mass action laws,
activities are also controlled by constraints for each phase. This constraint depends
on the type of phase. A very dilute aqueous liquid can be seen as (almost) pure
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water and, therefore, the activity of water can be assumed unity. For moderately
saline liquids, the activity of water equals its molar fraction. The activity of water in
high salinity solutions needs to be calculated from the osmotic coefficient used in
the model proposed by Pitzer (1973). For a gas phase, the sum of the partial
pressures of all gaseous species must equal the total gas pressure. If the phase is
pure (i.e., t consists only of one species), the partial pressure equals the total
pressure. Major minerals are usually assumed to precipitate as a pure phase (see
Example 2 in Sect. 3.4.3). Therefore, their activities can be assumed equal to unity.

If these constraints determine the activities (e.g., unit activity of water and/or
minerals), the number of coupled transport equations can be reduced. Several
methods have been proposed (e.g., Saaltink et al. 1998; Molins et al. 2004; De
Simoni et al. 2007). The simplest and most illustrative one consists of calculating
the component matrix, by applying Gauss-Jordan elimination as in the previous
section, but using constant activity species as primary species. We divide the
component matrix (3.4.52) into a part for the constant activity species (indicated by
subscript 1) and a part for the rest (indicated by subscript 2):

U ¼ I ðS�1ÞT
��� � ¼ U1

U2

� �
¼ I 0 S�1:1

� �T
0 I S�1:2

� �T
 !

: ð3:4:69Þ

Likewise, we divide the concentration vectors:

m ¼ m1

m2

� �
¼

m1:1

m1:2

m2

0
@

1
A c ¼ c1

c2

� �
¼

c1:1
c1:2
c2

0
@

1
A : ð3:4:70Þ

With these definitions we can rewrite Eq. (3.4.67) as:

@

@t
m1:1 þ S�1:1

� �Tm2

� 
¼ L c1:1 þ S�1:1

� �Tc2� 
þUSTk rk; ð3:4:71Þ

@

@t
m1:2 þ S�1:1

� �Tm2

� 
¼ L c1:2 þ S�1:2

� �Tc2� 
þUSTk rk: ð3:4:72Þ

Assuming that rate laws do not depend on constant activity species, the transport
equations of components having constant activity species as primary species,
(3.4.71) do not affect the other transport equations (3.4.72). Since the solution of
(3.4.72) is independent of c1:1, the solution of (3.4.71), results from two properties.
First, being primary, these species do not form part of the other components.
Second, they do not affect any secondary species through the mass action law,
because their activities are fixed, independent of their concentration. Therefore, we
can first solve Eq. (3.4.72), in which the mass action laws have been substituted.
Then, we can solve (3.4.71).

Let us illustrate the above by means of the above CO2 example, where we have
assumed that H2O and CaCO3 sð Þ have fixed activities equal to unity. For primary
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species, we choose these two fixed activity species, plus Cl�, CO2ðaqÞ and Hþ . As
explained in Sect. 3.4.4, we can write the mass action law in a form such that the
activities of the secondary species are an explicit function of primary ones:

log aCa2þ
log aOH�

log aHCO�
3

log aCO2�
3

log aCO2ðgÞ

0
BBBB@

1
CCCCA ¼

�1 1 0 �1 2
1 0 0 0 1
1 0 0 1 �1
1 0 0 1 �2
0 0 0 1 0

0
BBBB@

1
CCCCA

log aH2O

log aCaCO3ðsÞ
log aCl�
log aCO2ðaqÞ
log aHþ

0
BBBB@

1
CCCCAþ logK�;

where K* is the vector of equilibrium constants.
As the activities of H2O and CaCO3 sð Þ equal unity, we can also write the above,

removing these species:

log aCa2þ
log aOH�

log aHCO�
3

log aCO2�
3

log aCO2ðgÞ

0
BBBB@

1
CCCCA ¼

0 �1 2
0 0 1
0 1 �1
0 1 �2
0 1 0

0
BBBB@

1
CCCCA

log aCl�
log aCO2ðaqÞ
log aHþ

0
@

1
Aþ logK�:

This results in the following component matrix:
22

2 3 2 3 3 2

2

3

( ) ( ) ( )
1 0 0 0 0 1 1 1 1 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 1 0 1 1 1
0 0 0 0 1 2 1 1 2 0

H O CaCO s Cl CO aq H Ca OH HCO CO CO g
H O

CaCO
Cl

C Ca
H

− + + − − −

+

⎞⎛
⎟⎜ − ⎟⎜
⎟⎜
⎟⎜=
⎟⎜
⎟⎜ −− ⎟⎜ ⎟⎜ − − ⎠⎝

∑
∑

∑
∑
∑

U

Due to the structure of the component matrix (the left-hand part is the identity
matrix), the last three components (labeled

P
Cl,
P

C� Ca, and
P

Hþ ) do not
contain the constant activity species H2O and CaCO3 sð Þ. This, together with the
fact that the mass action laws can be written independent of the constant activity
species as well, makes the transport equations of these last three components
independent of the first two. Therefore, we can first calculate the concentrations of
Cl�, CO2ðaqÞ, Hþ , and of all secondary species, from the transport equations of
the last three components and the mass action laws. Then, we can calculate the
concentrations of H2O and CaCO3 sð Þ from the transport equations of the first two
components.

A situation may occur where some phases are present in only part of the domain.
This is especially relevant for CO2 storage. It is also important for minerals, which
may be present only in some small fraction of the domain. They may disappear as a
consequence of reactions. This means that the component matrix and/or the set of
primary and secondary species may depend on space and time. This represents an
added complexity, but not a conceptual difficulty.
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3.5 The Energy Transport Model

Here, we are considering (1) two-phase flow, (2) reactive transport, and (3) defor-
mations in a deep formation, which is at a temperature that follows from the earth
geothermal gradient. The formation temperature as function of depth can be
expressed as TwbðzÞ ¼ Twh0 þ-z, in which - denotes the geothermal gradient, and
Twh0 is the temperature at the wellhead (e.g., Twh0 = 2.5 K, - ¼ �3K=100 m).

Into this formation, we inject supercritical CO2 which has its own temperature at
ground surface (injection well-head). However, along its downward flow through
the injection well, the temperature of the injected fluid may vary, as it may gain heat
from the surrounding soil, or lose heat to the surrounding spoil, as the temperature
there may be different than that of the fluid in the pipe. Altogether, the temperature
of the CO2 reaching the target formation may be different than that in the latter, so
that we must consider non-isothermal flow conditions.

Furthermore, some of the chemical reactions may be exogenic or endogenic,
thus affecting the temperature of the fluids and the solid matrix. Altogether, the
above conditions calls for modeling under non-isothrermal conditions, i.e., with
temperature as an additional variable.

In this chapter, we present the energy and heat sub-models, assuming that the
two fluids are in thermodynamic equilibrium at every point in the solid matrix. This
means that the temperature, T , is the same for both fluid phases and for the solid, so
that only a single energy balance equation is required. This simplification may not
be valid in fractured rock models (i.e., where fractures are not modeled explicitly),
when solid matrix temperature is different from that of fracture fluids. This situation
is not considered here, but can be addressed by non-local models of the kind
discussed in Chap. 5 (see Sect. 5.3.2.1).

3.5.1 The Energy Balance Equation

The energy balance equation for the three-phase system considered here—the two
fluids and the solid matrix is:

@

@t

X
a¼brine;CO2

/Saqaha þð1� /Þqshs
 !

¼ � @JHi
@xi

þ
X
a

qaSa/C
cE
a : ð3:5:1Þ

in which hað¼ ua þ pavaÞ denotes the enthalpy of the a-phase, ua denotes specific
internal energy, hs denotes the enthalpy of the solid phase, JHi denotes the total
energy flux (per unit area of porous medium) in all phases.

In the 2nd term on the r.h.s. of (3.5.1), we include heat of chemical
(exogenic/endogenic) reactions.
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3.5.2 Energy Fluxes

At the microscopic level, the total energy flux is

jEtotal;i ¼ q uþ 1
2
V2 þupot

� �
Vi � k

@T
@xi

� rijVj; ð3:5:2Þ

where, upot denotes specific potential energy, rij denotes the stress, and the last
term denotes the diffusive flux of kinetic energy, leaving only the advective flux of
internal energy, and the diffusive flux of internal energy (=conduction)

However, kinetic and potential energy are often neglected. Then, as a good
approximation, we include in this total flux only the advective flux of internal
energy, the diffusive (=conductive) flux energy and the dispersive flux of energy,
i.e.,

JHi ¼ �k�Hij
@T
@xj

þ/
X
ðaÞ

SahaqaVai: ð3:5:3Þ

The first term on the r.h.s. of (3.5.3) denotes the sum of two fluxes: by con-
duction with k�ij ¼ k�ijð/; Sw;kw; knw; ksÞ, and by dispersion. The second term on the
r.h.s. of (3.5.3) denotes advective flux of internal energy (expressed by the
enthalpy) in the two fluid phases.

The flux expressed by (3.5.3) should be inserted in the energy mass balance
Eq. (3.5.1).

3.5.3 Initial and Boundary Conditions

The boundaries of the domain of interest in the target formation were discussed in
Sect. 3.3 in connection with the flow of the two fluid phases.

Here, we have one variable (i.e., one in addition to those of the flow sub-model)
—the temperature, for which we have to solve one PDE, namely, the energy
balance equation (3.5.1).

A. Initial conditions

These include the statement of the temperature at some initial time at all points
within the considered domain.

B. Boundary conditions

The top and bottom of the target formation may permit heat conduction through
them. One option is to consider the two impervious layers that bound the formation
from above and below and assume that heat may be conducted through them from
the formation to the surfaces that bound these layers, assuming that fixed (in time)
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temperatures are maintained on them. These temperatures may, for example cor-
respond to those determined by the geothermal gradient.

Laterally, similar to the case of pressure discussed in Sect. 3.3, at some suffi-
ciently large distance, we may assume that the initial temperature remains
unchanged. The distance from the injection well to such boundary may be increased
as the modeling period increases.

At the screened portion of the injection well, we assume that we know the rate at
which CO2 is injected through the screen. This fluid is injected at a known tem-
perature and pressure, so that we know its enthalpy. The boundary condition
expresses the continuity of energy flux across the screen (normal to the screen),

qCO2;rqCO2;r¼0hCO2;r¼0 ¼ �k�H
@T
@r

þ/
X
ðaÞ

SCO2hCO2qCO2
VCO2;r ð3:5:4Þ

At a point on the unscreened portion of the casing of the injection well, we have
to equalize the energy flux by conduction form the fluid in the well to that through
the casing to the formation. Since the casing is impervious to flow, the energy (here
heat) flux is by conduction only. The condition can be expressed in the form

kpipe
Tinside � T

d
¼ �k

@T
@r

; ð3:5:5Þ

in which kpipe denotes some equivalent conductivity of the CO2 in the pipe and the
pipe/cement, d is some thickness, and k denotes the equivalent thermal conductivity
in the formation (i.e., depending on the conductivities of the two fluids and the
saturations).

3.6 The Solid Matrix Deformation Model

The objective of this section is to present and discus the model that describes
deformation and possibly failure in the geological formation as a consequence of
CO2 injection.

Injection of any fluid into a geologic formation causes an increase in fluid
pressure in the vicinity of the injection well. The rise in pressure then propagates in
the formation. Since the solid matrix comprising the formation is deformable, it
deforms under the increased stress produced by the rise in fluid pressure. This is
true whether the injected fluid is the same as the native fluid in the formation or not.
The subject is relevant to the injection of any fluid, and especially for the injection
of CO2, because:

• The deformation of the solid matrix affects the storage of fluid(s) in the void
space. The rise in pressure is associated with the increase in the amount of fluid
or fluids in the void space.
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• The rise in stress and the associated deformation of the solid matrix may pro-
duce fractures in the solid matrix of both the storage formation and the caprock.
This may compromise the storage.

• The deformation may manifest itself as land subsidence or upheaval of ground
surface.

Mechanical deformation processes are based on four fundamental concepts
(Fig. 3.13):

(1) The principle of momentum conservation. In practice, inertial effects are
neglected, so that momentum conservation is expressed as equilibrium of forces
(the sum of all forces in any direction must equal zero).

(2) Stresses are associated with deformations. The simplest law that expresses their
relationship is Hooke’s law that describes elastic behavior. However, other
stress-strain relationships are possible, depending on the nature of the consid-
ered formation. Deformations must be geometrically compatible for the solid to
remain continuous.

(3) Effective stress, expressed by Terzaghi’s or Biot’s laws, which controls
deformation and failure.

(4) A failure law is required to express how the solid breaks when effective stresses
exceed the rock’s strength.

An important feature of the solid deformation model, compared to those based
on mass or energy conservation, is that state variables–stress and strains–are not
scalars, or vectors, but tensors. Therefore, let us start by introducing them in detail.

3.6.1 Stress, Strain and Effective Stress

We shall start by presenting a brief summary of the concept of stress in a porous
medium. We then apply this concept to the case of GCS project in a geological
formation.

Fig. 3.13 The four basic building blocks of hydromechanical modeling
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Stress is the force exerted per unit surface area within a medium. As such, it is
similar to pressure. However, we shall use pressure only within a fluid.
Furthermore, fluid pressure, which expresses force perpendicular to the surface per
unit area of the latter, is isotropic; it is independent of the orientation of the surface
over which it is applied. Solids resist shear, so that stresses need not be isotropic. In
general, they will not. In fact, they do not need to be perpendicular to the surface
they are applied to. For convenience, the stress applied on a surface is decomposed
into component perpendicular to the surface (normal stress) and parallel to it (shear
stress).

Therefore, to define a stress state in a solid, we need to specify the normal and
shear stress in each plane perpendicular to the coordinate axes (Fig. 3.14a). These
define the stress tensor:

r ¼
T1

T2

T3

2
4

3
5 ¼

rx sxy sxz
sxy ry syz
szx szy rz

2
4

3
5 ¼

rxx rxy rxz
rxy ryy ryz
rzx rzy rzz

2
4

3
5 ¼

r11 r12 s13
r21 r22 s23
r31 r32 r33

2
4

3
5

ð3:6:1Þ

Here, Ti is the vector representing the stress on the plane perpendicular to the ith
coordinate axis (i = 1 for x, 2 for y and 3 for z). Therefore, we can write
Ti ¼ ri1 ri2 ri3½ �. Note the use of bold face symbols for vectors and tensors,
and ordinary symbols with subscript for their (scalar) components. Here, we adopt
the geomechanics sign convention, where compressive stresses are positive and
shear stresses are positive when pointing in the same direction as a coordinate axis
(in Fig. 3.14a, sxy is positive because it points in the direction of the +y axis). With
this sign convention, the stress tensor is symmetric because sxy ¼ syx (otherwise,
the solid square in Fig. 3.14a would tend to rotate).

The stress tensor can be represented in 2-D (also in 3D, but it is less convenient)
using the Mohr’s Circle (Fig. 3.14b). We describe it here to gain some insight into
the stress tensor and to operate with it. In order to plot a 2-D Mohr’s Circle:
(1) draw axes r (horizontal) − s (vertical); (2) plot the points A (rx, sxy) and B
(ryy, syx) (blue points in Fig. 3.14b); (3) the intersection with the r axis is the
center of the circle (O) and the points A and B are on the circumference, so that OA
is the radius.

The Mohr’s circle can be used to conduct operations with the stress tensor. In
particular, it can be used to obtain the normal and shear stresses (Fig. 3.14c) on any
plane by imposing equilibrium with rx, ry and sxy. Such stresses can also be
obtained by rotating point A twice the angle that the plane p forms with the plane
represented by A. The new point (red point in Fig. 3.14b) represents the normal and
shear stresses acting on p.

The above points out that the components of the stress tensor depend on the
orientation of the coordinate axes. Combinations of stresses that do not depend on
the coordinate system are called invariants. Two important invariants are the mean
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stress and the deviatoric stress (Fig. 3.15). The mean stress controls volume
change. It is defined by:

rm ¼ 1
3

rx þ ry þ rz
� � ¼ 1

3
trðrÞ ð3:6:2Þ

where tr(.) denotes trace (sum of the diagonal terms of the tensor) of (.). The
deviatoric stress tensor controls failure and plastic deformation and it is the portion
of the stress tensor complementary to the mean stress, that is:

rd ¼ r� rmI ð3:6:3aÞ

where I is the identity matrix. The equivalent deviatoric stress, rd , is defined from
the second invariant of rd as:

J2 ¼ 1
2
tr rtd : rd
� � ¼ 1

3
r2d ð3:6:3bÞ

where superscript t denotes transpose. Despite its fancy definition, it can be checked
that in 2D, the deviatoric equivalent stress is simply the radius of Mohr’s circle
(maximum shear stress) multiplied by

ffiffiffi
3

p
(Fig. 3.15).

An orientation of special interest is the one of principal stresses, which corre-
sponds to the planes on which the shear stresses are zero. Obviously, they corre-
spond to the points where Mohr’s circle intersects the horizontal axis (see
Fig. 3.15).

We have described stresses without reference to who transmits them. In reality,
the total stress is transmitted by both the solid matrix and the fluid. This is best
illustrated by Terzaghi’s edometric experiment (Fig. 3.16). When a load is applied
to a permeable medium, the load is initially resisted by the fluid and the solid

Fig. 3.14 The stress tensor: a components; b Mohr circle; c stresses acting on a plane other than
the Cartesian coordinate axes
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matrix, proportional to their compressibility. If the fluid is water, its compressibility
is low, so most of the load is taken by water, whose pressure increases instanta-
neously (Fig. 3.16b) this overpressure tends to dissipate, which causes the solid to
take an increasing portion of the load and the deform (Fig. 3.16c, d).

In the above description, we have introduced the effective stress, which is the
deformation producing stress. This experiment indicates that we have to distinguish
between two stresses at a point in a porous medium domain:

• the total stress due to the load applied on the considered saturated porous
medium domain, and

• the effective stress, which represent the stress effectively transmitted by the solid
matrix. The latter is the one that controls deformation and failure.

They are related through Terzaghi’s (1923) law, written here using Biot’s (1941)
notation:

Fig. 3.15 Principal, mean and deviatoric stresses

Fig. 3.16 Schematic description of the edometric test, illustrating effective and total stresses on a
(soft) elastic porous medium
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r ¼ r0 þ apI ð3:6:4Þ

where p is fluid pressure (or some kind of average pressure in the case of two fluids
that together occupy the void space), and a factor a that has been the subject of
much discussion. In fact, Terzaghi (1923) did not include it in his law (i.e. a = 1)
while Biot (1956) assumed it to be equal to the porosity, which would be incon-
sistent with the results of edometric experiments (Fig. 3.16). The usual assumption
is to take a ¼ 1� Kdr=Ks (e.g., Jha and Juanes, 2014; Kim et al. 2013). Here, Kdr is
the drained bulk modulus (inverse of compressibility) of the porous medium and
Ks is that of the solid grains. For simplicity, we shall assume a = 1.

When two fluids occupy the void space simultaneously, the total stress (tensor),
r, at a point within a porous medium domain is the sum of the stresses in the two or
three phases occupying the REV centered at that point. We then have

r ¼ rs þ rw þ rnw ð3:6:5Þ

where all terms express phase averages.
Deformation is the change in length of a body per unit length. If both the

change and the original length are taken along the same direction, then we refer to
as normal strain. If not, we denote it shear strain. These concepts are illustrated in
Fig. 3.17. Like stress, strain is a second rank symmetric tensor, e. It is related to the
displacement vector,u, by

e ¼ 1
2

ruþ ruð ÞT� � ð3:6:6Þ

The components of u are the displacements in the three coordinate axes, ð::ÞT
stands for transpose of (..) and the tensor ru is the gradient of u.

Fig. 3.17 Components of the strain tensor when the square OABC deforms to OA′B′C′. Normal
strains represent the change in length of the solid per unit length. Shear strains represent the change
in the angle of two lines initially perpendicular (actually, half the angle)
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Change of volume can be characterized from the strain tensor. In fact, normal
strain can be seen as the change in volume (per unit volume) along each axis. Shear
strains do not produce changes in volume. Therefore,

DV
V

¼ ev ¼ 3em ¼ exx þ eyy þ ezz ð3:6:7Þ

where we have implicitly defined the volumetric strain,ev, and the mean strain, em.
These are specifically important for coupling between flow and deformation
because most volume change is associated to reduction of porosity
(i.e.,DV=V ¼ ev ’ D/). Thus, volumetric deformation implies a change in the
amount of fluid stored. The remaining portion of the strain tensor is the displace-
ment vector, similar to what we defined for the stress tensor, that is:

ed ¼ e� emI ð3:6:8Þ

Strains are produced by changes in stresses, which is the subject of the next
section.

3.6.2 The Deformation Model

An essential element of the hydromechanical model is the fact that the solid
deforms in response to changes in (effective) stresses. There are several models that
relate strains and stresses, depending on whether:

(1) Deformations are recovered after stresses cease, i.e., elastic or plastic behavior.
(2) Deformations occur slowly in response to stress changes, i.e., viscous behavior.
(3) Deformations are a linear or non-linear function of stress.
(4) Failure occurs suddenly (fragile), or slowly (ductile).

In parallel, numerous other criteria can be used to define the (hydro) mechanical
behavior of materials: soft, stiff, hard, resilient, etc. Combinations of these criteria
are also used (viscoelastic, etc.). Some of these behaviors are described by the
strain-stress curve shown in Fig. 3.18. The need for such a large number of
adjectives points out the broad range of mechanical behaviors. Here, we describe in
some detail the simplest such model, namely the isotropic Hooke’s linear elastic
model.

According to Hooke’s model, strain and stress are proportional. In the case of 1D
stress (zero stresses in the y and z directions):

ex ¼ r0x=E ð3:6:9Þ
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where E is the Young’s modulus and we have used effective stress, r0x (i.e., the one
that causes deformation). As shown in Fig. 3.13a, 1D shortening in the x direction
will produce an expansion in the y and z directions of magnitude:

eyy ¼ ezz ¼ �mexx ð3:6:10Þ

where m is the Poisson ratio. Shear strains are produced by shear stresses:

exy ¼ 1
2G

sxy ð3:6:11Þ

where G ¼ E= 2ð1þ mÞ½ � is the shear modulus. Notice that the superscript (′) is not
needed here because the effective shear stress is identical to the total shear stress.
Superimposing the deformations caused by all components of the stress tensor,
leads to

ex ¼ 1
E

r0x � m r0y þ r0z
� h i

ð3:6:12Þ

With similar expressions for ey and ez. Adding these three expressions and
recalling the definitions of mean stress (3.6.2) and volumetric strain (3.6.7), we can
write:

ev ¼ 3 1� 2mð Þ
E

r0m ¼ r0m
K

ð3:6:13Þ

where we have implicitly defined the bulk modulus K ¼ E=3 1� 2mð Þ. It is worth
noting that we have introduced three moduli (E, K and G) that relate stresses to





Plastic regime: 
strain  irreversible

Elastic: strain 
reversible

Linear elastic: strain 
proportional to stress 

E

1

Fig. 3.18 Stress-strain relationship. Most of the deformation behavior of any solid is captured by
the stress-strain curve. Most geomaterials behave elastically for small deformations and linearly for
very small deformations. Beyond the elastic limit, part of the deformation is not recoverable
(plastic behavior). The area under the curve is the energy (per unit volume) absorbed by the solid.
If deformation at failure is small (blue dot), this energy is small and the solid is brittle (fragile). If
this failure strain is large (red dot), the solid is ductile and can absorb a large energy prior to failure
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strains. By definition, they have units of pressure (they are of the order of a few 10’s
of Gpa in rocks at depths around 1 km, typical of CO2 storage). We have also
introduced the Poisson ratio (m), a positive dimensionless parameter less than 0.5, at
which the solid becomes incompressible (see (3.6.13)). Any two of these param-
eters suffice to define all of them for isotropic media. The choice is based on
convenience. Actually, it is most convenient to write the equilibrium conditions by
using the Lamé coefficient:

k ¼ Em
ð1þ mÞð1� 2mÞ ð3:6:14Þ

A second Lamé coefficient, often denoted l, is identical to the shear modulus, G.
Using the Lamé coefficient, Hooke’s law can be written to express the stress

tensor as a function of the strain tensor:

r0 ¼ KevIþ 2G e� ev
3
I

� 
¼ 3KemIþ 2Gev ¼ 2Geþ kevI ð3:6:15Þ

or, reversely, to write the strain tensor as a function stresses

e ¼ 1þ m
E

r0 � 3m
E
rmI ¼ r0m

3K
Iþ 1

2G
r0 � r0mI
� � ð3:6:16Þ

Other generalizations of these expressions are possible. The last one facilitates
acknowledging that changes in temperaturemay also produce deformation. In this case,
the simplest approach is to add thermal strains to (3.6.16), which leads to (Biot 1956):

e ¼ 1þ m
E

r� 3m
E
rmI� 1� 2m

E
pI� aTDTI ð3:6:17Þ

where aT is the linear thermal expansion coefficient and DT is the change in
temperature. Notice that we have written (3.6.17) in terms of total stresses to
emphasize that temperature is similar to pressure in producing strains (both add an
isotropic strain). The main difference is that pressure driven strains are affected by
elastic parameters, while thermal strains are not. This means that, for a given
temperature change, thermal stresses are going to be proportional to the stiffness of
the soil. This is best expressed by solving (3.6.17) for the effective stress tensor,
which yields:

r0 ¼ 2Geþ kevI� 2Gþ 3kð ÞaTDTI ð3:6:18Þ

It is easy to check that K ¼ 2Gþ 3k, which makes thermal stresses proportional
to the solid matrix compressibility, to the thermal expansion coefficient and to the
temperature change.

A second relevant generalization of (3.6.15) and (3.6.16) is the case where the
solid is not isotropic. The generalized Hooke’s law reads:
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r0 ¼ C � e ð3:6:19Þ

where C is the stiffness tensor and the symbol � denotes double inner product. In
indicial notation:

rij ¼
X
k

X
l

cijklekl ð3:6:20Þ

Note that the coefficient C is a fourth order tensor. In three dimensions, it
consists of 81 components. Because of symmetry, cijkl ¼ cijlk ¼ cjikl ¼ cklij, so that
only 21 of them are independent. This number is still pretty high, which makes
(3.6.19) difficult to use. Therefore, the most frequent option is to work with the
isotropic model discussed earlier or, at most, axially symmetric

3.6.3 Failure

Prior to analyzing more complex behaviors, it is necessary to recall failure condi-
tions. Failure will occur along a given plane when r and s along that plain meet a
failure criterion. The most typical is Coulomb’s criterion (Fig. 3.19), according to
which failure occurs if

rp [ lr0p þ c; ð3:6:21Þ

where µ is the friction coefficient and c is cohesion. Actually, the condition (3.6.21)
can be checked graphically using Mohr’s circle (Fig. 3.19), which also yields the
orientations of the two conjugate planes on which sliding will take place.





21
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1

2

xy

x

y

1

y
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Fig. 3.19 Mohr–Coulomb failure criterion. Mohr’s circle can be used to define the two
orientations of the planes where the failure criterion is met (i.e. when the circle becomes tangent to
s ¼ lr0n þ c, green and red lines)
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Failure implies that, momentarily, shear resistance is deactivated, so that shear
stress increases at the points adjacent to the failure one, which may also fail. This
occurs when the material is fragile and produces a (micro) seism. If the material is
ductile, it will behave plastically (recall Fig. 3.18).

Fluid injection may produce seismicity because it causes fluid pressures to
increase. This is demonstrated as a shift of the Mohr circle to the left, closer to the
failure criterion. Shear failure, leading to slip along the planes of a fracture, occurs
when the Mohr circle becomes tangent to the failure envelope (Fig. 3.19). This may
occur in a favorably oriented cohesionless pre-existing fracture or in intact rock if the
deviatoric stress is sufficient to overcome cohesion. A second kind of failure occurs
when the least principal stress equals the rock tensile strength, r0t, which creates a
hydrofracture perpendicular to the smallest principal stress. If the least principal
stress is horizontal, hydrofractures will be vertical, and vice versa (Klee et al. 2011).
Generally, shear failure in pre-existing fractures occurs before failure of intact rock,
even when they are not favorably oriented (Rutledge and Phillips 2003).

The mode of faulting is a consequence of the initial stress tensor. Depending on
the relative magnitude of the vertical stress with respect to the two horizontal
principal stresses, three cases can be distinguished: normal, strike slip and reverse
faulting.

• Normal faulting occurs when the vertical stress is the maximum principal stress.
• Strike slip faulting occurs when the vertical stress is the intermediate principal
• Reverse faulting occurs when the vertical stress is the minimum principal stress.

The latter may take place in compressional regimes where lateral deformation is
constrained in the direction perpendicular to compression.

A compilation of the present-day stress field was carried out by the World Stress
Map Project (Zoback 1992). However, local variations must be expected in
response to local stiffness heterogeneity. Therefore, an assessment of the local
initial stress tensor must be made in every case.

3.6.4 Equilibrium

As mentioned at the beginning of Sect. 3.6, if inertial forces are neglected,
momentum conservation becomes equilibrium of forces acting on (any portion of) a
body. Equilibrium expresses that the forces acting on that body must be balanced by
the stresses within the body, which is usually written as:

r � r ¼ b ð3:6:22Þ

where b is the vector of body forces. This expression assumes that tensile stresses
are positive. Adopting the sign convention of geomechanics (positive stresses are
compressive), the sign of b must be changed. Typically, body forces are restricted
to gravity forces:
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bx ¼ by ¼ 0; bz ¼ �g½qsð1� /Þþ qw/Sw þ qnw/SnwÞ� ð3:6:23Þ

The coupled hydromechanical equation can be obtained from (3.6.22), substi-
tuting r by means of Terzaghi’s law (3.6.4) and then using Hooke’s law, as written
in (3.6.18), to express r0 as a function of deformations. These are substituted by the
compatibility constraints (3.6.6), which allows one to write strains as a function of
displacements and leads to:

Gr2uþ Gþ kð Þr r � uð Þþ b ¼ rpþ 2Gþ 3kð ÞaTrT ð3:6:24Þ

Several issues deserve discussion in this equation. First, notice that we have
written it using Lamé parameters. We could do it using any other pair of elastic
parameters, but it would have been somewhat more cumbersome. Second,
Eq. (3.6.24) still represents an equilibrium equation. It is, still, a vector equation,
that is, three equations in 3-D, each representing equilibrium of forces (per unit
volume) in each direction. Third, pressure and temperature gradients (not p and T,
their gradients!) can be viewed as body forces. Fourth, in the case of multiphase
flow, which pressure should be used, that of CO2 or that of water? In this context, it
is important to recall that that p in (3.6.24) comes from Terzahi’s Law. In the
multiphase flow case, the total stress tensor at a point within a porous medium
domain is the sum of the stresses in the three phases occupying the REV centered at
that point, i.e.,

r ¼ r0 þ apwIþð1� aÞpnI ð3:6:25Þ

where numerous expressions are available for a (e.g., Bishop and Blight 1963; but
see also Gray and Schrefler 2007). In fact, (3.6.24) remains valid if we redefine
p ¼ apw þð1� aÞpn:

In examining (3.6.24), one may conclude that coupling between flow, energy
transport and deformation is one-way. That is, it looks that it is necessary to solve,
first for pressures using the (multiphase) flow equation, second for T, and finally,
use these to solve for u. In reality, it is not quite like that. The three equations are
tightly coupled. Pressure and temperature variations induce deformation of the
porous media, changing its porosity. An expression for porosity variation can be
obtained from the mass balance of solid present in the medium

@

@t
qs 1� /ð Þð Þþr � js ¼ 0 ð3:6:26Þ

where js is the flux of solid, which can be expressed as the velocity of the solid
multiplied by the volumetric fraction occupied by the solid phase and its density

js ¼ qs 1� /ð Þ du
dt

ð3:6:27Þ

3 Mathematical Modeling of CO2 Storage in a Geological Formation 117



where u is the displacement vector. Combining Eqs. (3.6.26) and (3.6.27) using the
material derivative for the solid, we obtain an expression for porosity variation is
obtained

Ds/
Dt

¼ 1� /ð Þ
qs

Dsqs
Dt

þ 1� /ð Þr � du
dt

ð3:6:28Þ

This equation conveys that porosity varies due to both volumetric deformation
(second term r.h.s.) and solid density variation (first term). Accounting for solid
density variations due to temperature changes may be of particular importance in
formations with a very low porosity, where the relative error of neglecting the first
term can be significant. A typical dependence of solid density as a function of
temperature and pressure is (Olivella et al. 1994):

qs ¼ qs0 exp �as T � T0ð Þþ 1
Ks

p� p0ð Þ
� �

ð3:6:29Þ

where qs0 is the solid density corresponding to the reference temperature and
pressure, T0 and p0, respectively, as is the thermal expansion coefficient of the
grains and 1=Ks is the grains compressibility, which is usually neglected because it
is much smaller than the bulk compressibility of the porous medium. In summary,
the point is that porosity variations in the flow problem are governed by mechanics.

In order to accommodate (3.6.28) and to incorporate more complex deformation
behaviors, it may be convenient to formulate the mechanical problem using time
derivatives, which can be obtained by taking derivatives with respect to time in
(3.6.24).

Gr2 @u
@t

þ Gþ kð Þr @ev
@t

� �
þ b�r @p

@t

� �
þ 2Gþ 3kð ÞaTr @T

@t
¼ 0 ð3:6:30Þ

This equation needs to be solved together with the mass balance equation for the
fluids involved (i.e., water and CO2). If flow takes place under non-isothermal
conditions, then we add T as a primary variable and we add the energy balance
equation.

3.6.5 Initial and Boundary Conditions

Like any flow and transport model, the set of equations describing deformation
have to be solved subject to specified boundary and initial conditions. Here we shall
mention only the boundary conditions that relate to the stress-strain model, as those
related to the flow have been mentioned earlier.
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A. Initial conditions

In order to solve the mechanical problem, we need information on the initial total
stress, or the initial effective stress field in the considered formation. Because one of
the principal stresses is the vertical one, the total stress field can be defined by the
three principal components of the total stress: the vertical total stress and the two
horizontal total stresses, which are orthogonal to each other.

B. Boundary conditions

On the ceiling (aquifer-caprock contact) of the formation, we assume that there is
no jump in the component of the total stress normal to the boundary. It is frequently
assumed that the material on top of this boundary has low shear strength (otherwise,
the geologic layers above this boundary need to be modeled in detail), the total
stress on this boundary is the stress produced by the weight of the rock and fluids
above this surface (=the vertical lithostatic stress). By making this assumption, we
allow this surface to be displaced. Also, the effective stress along this surface, as
everywhere, can be calculated by (3.6.8). In the cases in which the caprock integrity
is of interest, the caprock has to be modeled. Then, the mechanical boundary
condition of vertical lithostatic stress is applied on the top of the caprock, instead of
on the top of the aquifer. This condition involves the matching of normal stress
between the two layers.

The target formation considered is often assumed to be bounded from below by a
stationary impervious surface. On this boundary, it is typical to assume no vertical
displacement. A condition of zero displacement normal to the boundary can be
assigned to lateral boundaries. The modeler needs to assess carefully the nature of
these boundary conditions. In general, it is assumed that outer and bottom boundary
conditions are not important in extensive aquifers because the boundary is far
enough so that the solution is practically not affected by it. However, we need to
bear in mind that (a) failure open occurs in the formation beneath the aquifer, which
may be critically stressed (see discussion by Vilarrasa and Carrera 2015), and
(b) contrary to the flow equations, the equilibrium equation is an elliptic equation,
so that actions at one point are transmitted instantaneously to the rest of the domain,
so that the “mechanical” boundary, may be much further away than the hydraulic
boundary.

3.7 Concluding Remarks

Altogether, four models have been presented in this chapter:

• The flow model
• The solute transport model
• The energy transport model
• The deformation model.
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We may envision them as partial models, or submodels, of a single compre-
hensive model. Is this approach justified? Are there conditions under which it will
be more efficient to investigate some of these submodels separately? Because of the
complexity of the models, it may certainly be of interest to investigate, at least at the
preliminary stages of project planning, the use of one or two of these submodels
prior to undertaking the solution of the comprehensive model. For example, as fluid
pressure varies within the target formation, deformation of the solid matrix will
occur. The main objective of the stress-strain analysis is to investigate induced
seismicity or possible damage to the ceiling of the formation, enhancing leakage of
CO2 to upper layers, to a fresh water aquifer, or to ground surface. One may ask,
however, to what extent do the chemical reactions affect stress changes within the
formation? Perhaps a sufficiently good approximation is to conduct the stress-strain
analysis under the assumption that chemical reactions may be neglected. Thus
coupling two-phase flow with deformation, possibly under non-isothermal condi-
tions may be justified.

Another question is the effect of temperature. Do we need to take temperature
changes, which certainly occur, into account when considering chemical reactions?

Some of these options are summarized in Table 3.3.

Table 3.3 Possible model couplings addressed in this chapter

H—two
phase
flow

T—
non-isothermal

C—
reactive
transport

M-mechanical

H + − − − Flow,
isothermal

HT + + − − Flow,
non-isothermal

HTC + + + _ Flow, reactive,
non-isotherm

HTCM + + + + Comprehensive

HC + − + − Flow, reactive,
isothermal

HM + − − + Flow,
mechanical,
isothermal
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Appendix: Primary Variables and Degrees of Freedom

Extension of Gibbs Phase Rule

As shown throughout this chapter, a rather large number of variables are required in
order to describe the complete behavior of a problem of transport that involves one
or two fluid phases, a large number of chemical species, non-isothermal conditions,
and a deformable solid matrix.

However, if we assume that locally, i.e., at every (macroscopic) point in the
considered porous medium domain, all phases and chemical species are in ther-
modynamic equilibrium, or when the rate of transformation of the system from one
state to another is sufficiently slow so that it can be assumed to be continuously
close to equilibrium, this number can be significantly reduced, thus simplifying the
task of solving the mathematical model.

The number of degrees of freedom is the smallest number of independent
variables needed to fully define a system’s present and future behavior. We refer to
these variables as primary variables. The values of the primary variables are
obtained by solving partial differential balance equation. Values of all other sys-
tem’s state variables can be obtained from the primary ones through the use of
constitutive relationships and definitions.

Gibbs phase rule states that (at the microscopic level of description) the state of a
system composed of NP phases and NC non-reacting components, under conditions
of equilibrium, is fully defined by NF state variables, with NF, which is the number
of degrees of freedom of the problem, determined by the relationship

NF ¼ NC� NPþ 2 ð3:8:1Þ

Bear and Nitao (1995), on the basis of balance considerations and thermody-
namic relationships, showed that under (exact of approximate) conditions of ther-
modynamic equilibrium among all phases and components present in a deformable
porous medium domain under non-isothermal conditions, the number of degrees of
freedom, NF, in a problem of non-isothermal mass transport, involving NP fluid
phases and NC chemical species, is given by the relationship

NF ¼ NCþNPþ 4 ð3:8:2Þ

Under conditions of non-equilibrium between the phases, this rule becomes

NF ¼ NC� NPþ 2� NPþNCþ 4 ð3:8:3Þ

In both cases, when Darcy’s law is used to determine the velocities of the fluid
phases, NF is reduced by NP. When the solid matrix is non-deformable, NF is
reduced by 3, leading to the relationship
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NF ¼ NCþ 1 ð3:8:4Þ

Under isothermal conditions, the rule reduces to

NF ¼ NC ð3:8:5Þ

These rules are, thus, extensions of the Gibbs phase rule mentioned in Sect. 3.2
to phenomena of transport in porous media. The number of degrees of freedom for
reactive transport problems was also discussed by Saaltink et al. (1998), and by
Molins et al. (2004).

For a system with chemical reactions, let NS be the number of reacting species
and NReq denote the number of equilibrium reactions. Then, by expressing the
reactions in the form a canonical set of equations, and using of the law of mass
action, there are NC ¼ NS� NReq independent species concentrations. Thus, the
number of degree of freedom, NF, in the above equations for a non-reacting system,
still applies to a reacting system, as long as we use

NC ¼ NS� NReq ð3:8:6Þ

Once the number of degrees of freedom has been determined for a given
problem, we select the most convenient variables to be declared as primary ones,
and identify the (same number of) balance (partial differential) equations which
have to be solved in order to determine the values of these variables. All other
variables are, subsequently, determined by using the remaining equations—con-
stitutive relations and definitions.

Degrees of Freedom for Phases in Motion

Essentially, in a porous medium, a system that undergoes changes in time due to
motion of the phases can never be strictly in complete/exact thermodynamic
equilibrium (Bear and Nitao 1995). Conditions of mechanical nonequilibrium
prevail as a consequence of the transfer of momentum from the moving fluid to the
solid by viscous forces. This gives rise to pressure gradients at the microscopic level
within the REV. Temperature gradients may also occur because of viscous dissi-
pation. If these pressure and temperature gradients are large, the system will be far
from chemical and thermal equilibrium. In a multiphase REV, flow can cause some
phases to be under nonequilibrium conditions, and some of the phases may be in
nonequilibrium with each other. Table 3.4 summarized degrees of freedom for the
non-equilibrium case.

As seen in the above table, the number of degrees of freedom depends on the
type of problem that is being modeled and on the simplifications involved. e.g.,
whether or not the solid is assumed to be deformable, in an isothermal case and
when Darcy’s law is employed (Table 3.4).
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When the phases are in thermal equilibrium with each other, the value of NF is
reduced in all of the above cases by the amount NP. When the components
absorbed on a solid are in chemical equilibrium with the fluid phases, the value of
NF is reduced in all of the above cases by the amount of NC.

Degrees of Freedom Under Approximate Chemical
and Thermal Equilibrium

Under the assumption that at every point within the domain and at every instant of
time, the system is in approximate thermodynamic equilibrium between the aver-
aged (over the REV) behavior of the phases and the components at that point, the
number of degrees of freedom is as follow:

For a reactive system, the number of components, NC, is determined by
reducing the number of the reactive species (NS) by the number of equilibrium
equations (NE)—NC ¼ NS� NE (Table 3.5).

Table 3.4 Degrees of freedom for non-equilibrium case

Deformable solid Using Darcy’s law Isothermal NF

No No No NC � NPþNCþ 2NPþ 1

No No Yes NC � NPþNCþNP

No Yes No NC � NPþNCþNPþ 1

No Yes Yes NC � NPþNC

Yes No No NC � NPþNCþ 2NPþ 4

Yes No Yes NC � NPþNCþNPþ 3

Yes Yes No NC � NPþNCþNPþ 4

Yes Yes Yes NC � NPþNC +3

Table 3.5 Degrees of freedom for equilibrium case

Deformable solid Using Darcy’s law Isothermal NF

No No No NCþNPþ 1

No No Yes NCþNP

No Yes No NCþ 1

No Yes Yes NC

Yes No No NCþNPþ 4

Yes No Yes NCþNPþ 3

Yes Yes No NCþ 4

Yes Yes Yes NCþ 3
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Chapter 4
Mathematical Modeling: Approaches
for Model Solution

Auli Niemi, Zhibing Yang, Jesus Carrera, Henry Power,
Christopher Ian McDermott, Dorothee Rebscher, Jan Lennard Wolf,
Franz May, Bruno Figueiredo and Victor Vilarrasa

Abstract The governing equations and mathematical models describing CO2

spreading and trapping in saline aquifers and the related hydro-mechanical and
chemical processes were described in Chapt. 3. In this chapter, the focus is on
methods for solving the relevant equations. The chapter gives an overview of the
different approaches, from high-fidelity full-physics numerical models to more
simplified analytical and semi-analytical solutions. Specific issues such as modeling
coupled thermo-hydro-mechanical-chemical processes and modeling of small-scale
processes, such as convective mixing and viscous fingering, are also addressed.
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Finally, illustrative examples of modeling real systems, with different types of
modeling approaches, are presented.

4.1 Different Approaches for Modeling CO2 Geological
Storage

Zhibing Yang, Auli Niemi and Jesus Carrera

The previous chapter has provided the mathematical description of the processes
involved in geological storage of CO2 in deep saline formations. These descriptions
result in a set of governing partial differential equations which need to be solved
together with appropriate initial and boundary conditions relevant to the systems to be
modeled. This chapter discusses modeling approaches to solve these equations with
emphasis on modeling large-scale systems, whose goals can range from theoretical
questions, such as questions related to CO2 dissolution or reservoir deformation, to
practical issues like operational management, site screening, capacity estimation and
risk assessment. This requires taking into account relevant physical processes and
obtaining output from the model solutions for quantities and their uncertainties
regarding issues like CO2 mass inventory, CO2 plume extent and pressure buildup.

As indicated by the mathematical representations in Chap. 3, CO2 storage
modeling is complicated by the presence of several multiphase flow regimes,
coupled to other processes, and nonlinearity as well as parameter heterogeneity at
several spatial scales, which generally hinders exact solutions. Therefore, approx-
imate solutions often need to be sought for practical models. Generally, approxi-
mate solutions can be achieved by system simplification and/or numerical
discretization (Nordbotten and Michael 2011) and may be categorized into ana-
lytical (and semi-analytical) and numerical solutions. The former are easy to use
and provide insight into the nature of the problem and its solution. However, in
many cases, numerical approximations are also needed because they are versatile,
able to treat various boundary conditions and also to handle complex geome-
chanical and geochemical processes and their coupling.
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In this section, we categorize the different modeling approaches for CO2 storage
into (1) high-fidelity hydrodynamic modeling, (2) reduced-physics modeling,
(3) analytical modeling and (4) other modeling approaches. It can be noted that
sometimes it is optimal if a combination of different approaches is used for mod-
eling the complex system, to obtain an integrated understanding.

4.1.1 High-Fidelity Hydrodynamic Modeling

The high-fidelity hydrodynamic modeling approach refers here to numerical mod-
eling in which three-dimensional balance equations describing multiphase flow and
transport processes at a suitable scale are solved with sufficient accuracy and min-
imum degree of system simplification. In this kind of modeling, available geological
information concerning the reservoir reservoir rock properties and boundaries as
well as geometrical and structural features is taken into account to a degree that is the
maximum computationally affordable. In other words, a minimum set of simplifi-
cations in terms of the hydrodynamic behavior and system characteristics is applied.

In order to solve the three-dimensional mass and energy balance equations, the
spatial domain is discretized into a finite number of nodes/elements or cells and the
continuous partial differential equations (PDEs) are converted to discrete equations
typically using the finite differences method (FDM), the finite element method
(FEM) or the finite volumes method. Eventually, the PDEs are represented by a set
of (non-)linear algebraic equations at discrete time steps, which can be solved to
yield numerical solutions at each node/element for a desired simulation period.

4.1.1.1 Simulation Codes for Hydrodynamic Modeling of CO2 Storage

Historically, many simulation codes have been developed by petroleum engineers
and groundwater hydrologists to obtain numerical solutions to the multiphase flow
and transport problems. During the last decade, many of these codes have been
extended to incorporate the ability to simulate the CO2 storage system, since
essentially the same basic governing equations are used to represent the system and
only the fluid properties and associated phase behaviors need to be changed. Each
code has different features that are included. The codes can be broadly divided into
two categories: research codes [e.g. TOUGH2 (Pruess et al. 1999),
CODE_BRIGHT (Olivella et al. 1996), PFLOTRAN (Hammond et al. 2007),
OpenGeoSys (Kolditz et al. 2012a), GPRS (Cao 2002)] and commercial codes [e.g.
ECLIPSE (Schlumberger 2012)]. Here we give an example for each category, while
a complete list of codes is not pursued.

One of most widely used research codes is TOUGH2 (Pruess et al. 1999),
developed by Lawrence Berkeley National Laboratory. It is a general-purpose
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simulation code for non-isothermal, multi-component, multi-phase fluid flow in
porous and fractured media. It employs integral finite difference for spatial dis-
cretization, and uses fully implicit, first-order finite differences for temporal dis-
cretization. The non-linear equations for each time step are solved using a Newton–
Raphson iterative method with adaptive time step size. It has been coupled to a
reactive transport simulator [TOUGHREACT (Xu et al. 2014)], using the formu-
lation of Saaltink et al. (1998), described in Sect. 3.4. ECO2N (Pruess 2005) is a
fluid property module for the TOUGH2 simulator for applications to geologic
sequestration of CO2 in saline aquifers. It describes the thermodynamics and
thermophysical properties of H2O–NaCl–CO2 mixtures, and accurately reproduces
fluid properties for the temperature, pressure and salinity conditions of interest for
geological sequestration (10 °C � T � 110 °C; P � 600 bar; salinity up to full
halite saturation) and ECO7CMA (Freifeld et al. 2013) have extended the properties
to even greater depths and larger temperatures. Phase conditions considered include
a single (aqueous or CO2-rich) phase, as well as two-phase mixtures. Local equi-
librium solubility is applied to treat phase partitioning between the aqueous and the
CO2-rich phase as well as to handle dissolution or precipitation of salt. An option
for modeling associated changes of porosity and permeability is also included. In
ECO2N, no distinction is made with regard to whether the CO2-rich phase is liquid
or gas. In ECO2M (Pruess 2011), an enhanced version of ECO2N, all possible
phase conditions for brine–CO2 mixtures, including transitions between super- and
sub-critical conditions, and phase change between liquid and gaseous CO2 are
described, which allows for more accurate modeling of CO2 leakage to the shallow
subsurface. Essentially, CODE_BRIGHT incorporates the same suite of processes
but its coupling to mechanical deformation is direct. It is also coupled to reactive
transport (Saaltink et al. 2004) and was modified as part of the MUSTANG project
to incorporate CO2 as a fluid phase.

One of the extensively used simulators in the petroleum industry is ECLIPSE
(Schlumberger 2012). It is a fully implicit, three dimensional, general purpose
simulator and has two modules: one for black oil simulation (E100) and the other
for compositional simulation (E300). E100 assumes three components, water, oil
and gas in a three-phase system of liquid, gas and gas in solution. When applied to
the CO2 storage system, E100 essentially uses a gas–oil system with the oil phase
given the brine properties and the gas phase given the CO2 properties (Singh et al.
2010). E300 is a compositional simulator with a cubic equation of state and features
like pressure-dependent permeability values. E300 includes an option called
CO2STORE which can handle mutual solubility of CO2 and water and accurately
calculate the fluid properties (density, viscosity, compressibility, etc.) of pure and
impure CO2 as a function of temperature and pressure. It also includes functionality
to describe the dry-out and salt precipitation phenomena. Accurate calculations of
fluid properties and mutual solubility are required for accurate hydrodynamic
modeling of CO2 storage system. However, it is worth noting that compositional
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simulations with a sophisticated equation of state, though very accurate in repre-
sentation of the fluid properties, will correspond to much more expensive com-
putational burden than that in black oil simulations (Hassanzadeh et al. 2008). An
efficient thermodynamic model (Hassanzadeh et al. 2008) has been developed to
reproduce the PVT data for the CO2–brine mixture to be used in black-oil simu-
lations for saving computational time.

4.1.1.2 An Illustrative Example

We here present an example of full-physics hydrodynamic modeling, using the
TOUGH2 model, for the purpose of illustrating the flow regimes and the spatial
distributions of quantities of practical interest such as gas saturation and pressure
perturbation. A ‘disk-shaped’, vertically bounded formation is considered. Some of
the main parameters for the simulation are summarized in Table 4.1. The param-
eters are chosen to represent typical scenarios of industrial scale CO2 storage,
except that formation water salinity is ignored in this example. The radial extent is
set to a large value and is infinite acting for the example considered here. CO2

storage is simulated as injection along a vertical well perforated through the whole
formation thickness.

Figure 4.1 presents the simulated spatial profile of vertically averaged CO2

saturation and pressure increase for the example CO2 injection scenario, which can
be considered representing an industrial scale CO2 injection. As can be seen in
Fig. 4.1, there exists a dry-out zone (free of aqueous phase) around the injection
well. In this dry-out zone all water has been either displaced outwards or vaporized
into the CO2-rich (gas) phase. In this example, salinity is not considered. When
salinity is considered, the salt that is originally dissolved in the brine would have
precipitated in the dry-out zone and would thus reduce the porosity and perme-
ability. The radius of dry-out zone is on the scale of *100 m at the end of the
injection period (say e.g. 50 years). Surrounding the dry-out zone is a region where
the gas phase and the aqueous phase co-exist. The radius of this two-phase flow
region is typically several kilometers at the end of the injection period. Outside of
the two-phase region only brine exists with single phase brine flow.

Table 4.1 Modeling parameters for the illustrative example

Parameter Value and unit Parameter Value and unit

Initial pressure 160 bars Temperature 45 °C

Permeability 100 mD Porosity 0.12

Thickness 50 m Injection time 50 years

Res. brine sat. 0.3 van Genuchten param. m 0.41

Entry pressure 9983 Pa Salt mass fraction 0.0

Radial extent 250 km Injection rate 1.0 Mt/a
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4.1.1.3 Application Examples

Examples of using the TOUGH2 simulator and its extensions for obtaining
numerical solutions to study varying aspects of geological storage of CO2 are
widely available in the literature, and several examples are presented throughout
this book. For example, Zhou et al. (2010) performed a basin-scale simulations for
multiple-site CO2 injection in the Mount Simon aquifer in the Illinois Basin. They
simulated CO2 injection with a rate of 5 Mt/year/well and a total number of 20
wells, given the thick Mount Simon aquifer (300–730 m) confined by the
low-permeability Eau Claire caprock. Both the plume-scale processes (i.e. hydro-
dynamic interactions between supercritical CO2 and formation brine) and the
basin-scale processes (i.e. large-scale pressure build-up and brine migration) were
modeled. Numerical solutions were obtained with regard to CO2 mass distribution,
CO2 plume sizes and fluid pressure changes for the aquifer as a whole, which can
facilitate evaluation of the injection strategies and the large-scale hydrogeological
impact. Yang et al. (2015) and Tian et al. (2016) presented a comprehensive
simulation workflow, where TOUGH2/ECO2N is used together with simpler
models (semi-analytical solutions and vertical equilibrium models), and estimated
the CO2 storage capacities of the Baltic Sea Basin and the South Scania site, given
the constraints due to pressure build-up and long-term CO2 containment.

The ECLIPSE reservoir simulator package has also been applied in many studies
for numerical solutions of modeling CO2 storage. For instance, Juanes et al. (2006)
used the ECLIPSE black oil simulator to investigate the role of relative permeability
hysteresis on CO2 residual trapping for both a synthetic geological formation and a

0.01 0.1 1 10 100
0

0.2

0.4

0.6

0.8

1

C
O

2 s
at

ur
at

io
n

Radial distance (km)
0.01 0.1 1 10 100

0

12

24

36

48

60

P
re

ss
ur

e 
in

cr
ea

se
 (b

ar
)

<S
g
>

v

<p-p
ini

>
v

Dry-out
zone

Two-phase
flow zone

Brine single-phase
flow zone
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for an injection scenario with rate 1 Mt/a based on the high-fidelity modeling of an ideal
disk-shaped infinite-acting aquifer using TOUGH2/ECO2N

134 A. Niemi et al.



more realistic geological model (the PUNQ-S3 Case Studies). Shamshiri and
Jafarpour (2012) employed the compositional simulator E300 for modeling CO2

injection and migration with the aim of developing optimized injection rate allo-
cation for improved residual and dissolution trapping as well as decreased risk of
CO2 plume approaching leakage pathways.

4.1.1.4 Remarks on High-Fidelity Hydrodynamic Modeling

High-fidelity modeling with sophisticated numerical simulators, can yield simula-
tion results that are the most accurate achievable, provided that all the relevant
processes are considered and space and time are properly discretized. It can also
serve as a benchmark for comparison when we attempt to simplify the mathematical
description for gaining insight into the interplay between parameters/processes.
However, CO2 storage systems are quite complex to model with physical processes
spanning a wide range of spatial and temporal scales (Nordbotten and Michael
2011). Even though simulators are continuously becoming increasingly powerful in
terms of considering a multitude of physical processes and handling larger grids,
there are still limitations to integrate the effect of small-scale hydrodynamic pro-
cesses into large scale models (this requires upscaling, which is the subject of
Chap. 5). To this end, continued development and enhancement of simulation codes
continues to be important.

High-fidelity, high-resolution numerical simulations at the reservoir or basin
scale require solving the 3D non-linear partial differential equations with large
grids, which points to the need for a significant amount of computational power and
resources. Efficient modeling and performance optimization are often pursued.
Parallel computing is becoming more and more important with the need for more
accurate simulation results and better computing performances. Nowadays several
codes offer parallel computing options (e.g. Lu and Lichtner 2007; Zhang et al.
2008). Zhou et al. (2010), Yamamoto et al. (2009), Yang et al. (2015), and Tian
et al. (2016) are examples of full basin-scale integrated modeling of CO2 storage
using parallel simulation codes.

For full basin-scale 3D models it would be restrictive, if not impossible, to
incorporate the multi-scale heterogeneity and scale-dependent processes. Even
though computers are becoming more and more powerful, the computational
resources needed for accurate solutions for practical basin-scale modeling of CO2

storage are often beyond the given computational capabilities. Besides, there will be
a lack of geological information for the parameters that are used in fine spatial
resolution models. Oftentimes, simplification through parameter averaging or pro-
cess upscaling is unavoidable.

Finally, it should be pointed out that different numerical simulators may show
discrepancies because of factors such as the way fluid properties are calculated or
differences in the numerical solution or gridding and time stepping. In practice,
differences in the way different modelers interpret the setting of a given problem
may be even more important. In order to understand the impact of both numerical
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and modeling differences it is important to perform code inter-comparison studies
of model solutions for benchmark problems (Pruess et al. 2004; Class et al. 2009;
Nordbotten et al. 2012).

4.1.2 Reduced-Physics Modeling

As pointed out in the previous section, high-fidelity full physics modeling may not
always be viable or necessary. In such situations, system simplification can be made
through reduction of the number of processes considered by keeping only those that
are dominant and essential for the objectives of the study. System simplifications
can also be done by replacing the complex domain geometries with simpler ones
and reducing the dimension of the model (e.g. from 3D to 2D and even 1D). A set
of seven different system simplifications for practical modeling of CO2 storage is
summarized and discussed in Celia and Nordbotten (2009). Invoking subsets of
simplifications, we can modify the general governing equations to obtain a new and
simpler set of equations which may render analytical and/or semi-analytical solu-
tions or considerably easier numerical solutions. This can bring great computational
benefits, especially if a Monte Carlo approach is required for uncertainty quan-
tification (see Chap. 5).

In this section, we describe two simplified numerical modeling approaches for
practical modeling of CO2 storage. Analytical solutions are discussed in the next
Sect. 4.1.3.

4.1.2.1 Vertical Equilibrium Approach

Given that for CO2 storage projects, the lateral length scale of a storage formation is
typically much larger than the thickness of the formation, it is convenient to make
the so-called vertical equilibrium assumption (Lake 1989; Yortsos 1995), which is
the CO2 storage version of the Dupuit approximation. This approximation is based
on the assumption that the timescale for gravity segregation is much shorter than
that of lateral flow. This means that the vertical distribution of quantities, such as
pressure and fluid saturation, can be defined from vertically averaged quantities
(Gasda et al. 2011). To further simplify the system of analysis, it may also be
convenient to assume that there exists a macroscopic sharp interface between the
CO2 and brine. This assumption may be reasonable when the capillary fringe
between CO2 and brine is very small compared to the thickness of the domain.
Figure 4.2 presents a schematic showing the vertically averaged CO2-brine system
where B is the thickness of the formation, b is the thickness of the CO2 plume, and
dB, dM, and dT are the distances between the datum z = 0 and the bottom surface,
the macroscopic interface and the top surface, respectively.

Starting from the three-dimensional mass balance equation for phase a (a = a for
the aqueous phase and a = g for the CO2-rich, or gas, phase), which was introduced
in Sect. 3.3 (Eq. 3.3.26), while neglecting dissolution, we have:
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@ /qaSað Þ
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þr � qaqað Þ ¼ qaGa: ð4:1:1Þ

In the above equation, / is porosity, qa is the fluid density of a-phase, Sa is the
saturation of a-phase, qa is the flux calculated by Darcy’s law and Ga is the source
or sink term. Vertical integration of Eq. (4.1.1) for each phase over the formation
thickness gives (Gasda et al. 2009):
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In Eq. (4.1.2), Sar is the residual brine saturation, pa is the fluid pressure of
a-phase, �ba is the vertically average bulk compressibility of phase a, qa,v is the
vertical component of the flux of phase a, and �qa is the vertically integrated hor-
izontal fluxes for phase a which can be obtained from

�qa ¼ �ðB� bÞk
la

rptop þ qagrdT � ðqa � qgÞgrb
� � ð4:1:3aÞ
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Fig. 4.2 Schematic for
vertically averaged
configuration of macroscopic
regions of CO2 and brine
[modified after Gasda et al.
(2009)]

4 Mathematical Modeling: Approaches for Model Solution 137



�qg ¼ � bk�r;gk
lg

rptop þ qggrdT
� � ð4:1:3bÞ

where k is the intrinsic permeability tensor, k�r;g is the relative permeability of the
CO2-rich (gas) phase evaluated at gas saturation (1 − Sar), la is the viscosity of a-
phase, g is acceleration due to gravity and ptop is the fluid pressure along the top of
the formation. Under the vertical equilibrium assumption, the fluid pressure pa in
Eq. (4.1.2) is related to ptop according to vertical static distribution.

It must be emphasized that the above descriptions of VE assumption are limited
to the scenario of primary drainage, corresponding to the CO2 injection period. For
the post-injection period, the fluid region occupied by CO2 needs to be divided into
a mobile CO2 region and residual CO2 region. The above Eqs. (4.1.2) and (4.1.3)
also need to be reformulated to include residual trapping.

Equations (4.1.2) and (4.1.3) together describe the vertically integrated flow
system in a formation and can be solved for pressure and for the thickness of the
CO2 plume with appropriate initial and boundary conditions using numerical
methods such as FEM and FDM. Compared with the 3D full-physics modeling
approach, the sharp-interface vertical equilibrium approach requires significantly
less computational resources due to the fact that (1) the two-dimensional equations
are much more efficient to solve and (2) the nonlinearities resulting from local
relative permeability and capillary pressure in the 3D representation are greatly
reduced (Lake 1989; Yortsos 1995; Celia and Nordbotten 2009; Gasda et al. 2009,
2011).

The effectiveness of the VE approach for exploring CO2 injection and migration
at large spatial and temporal scales has been demonstrated in a modeling study
(Gasda et al. 2012) where the VE model was modified to take into account the effect
of capillary fringe and convective dissolution. The study applied the modified VE
modeling approach to the Johansen Formation and investigated the
relative-importance of small scale processes, including residual trapping, capillary
fringe and convective dissolution, on long-term CO2 storage security. Yang et al.
(2015) and Tian et al. (2016) in turn compared numerical solutions obtained by a
VE model and a 3D TOUGH2 model, and demonstrated the usefulness of the VE
approach. Further improvements to the VE approach are discussed by Nilsen et al.
(2016), which introduces the MRST-CO2LAB family of codes that is designed to
interact with oil industry codes, and Andersen et al. (2015), which explicitly
acknowledges the high compressibility of CO2 by simulating its density variations.

When the storage system is further simplified (e.g. assuming a horizontal,
homogeneous formation with uniform thickness), the sharp-interface vertical
equilibrium approach can also allow approximate analytical solutions for plume
migration in the three-dimensional radially symmetrical or two-dimensional sys-
tems. These will be further discussed in Sect. 4.1.3.
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4.1.2.2 Single-Phase Flow Modeling for Far-Field Pressure Buildup

Injection of a large volume of CO2 induces large scale pore pressure buildup and
associated change in the stress field, which may become a limiting factor for the
CO2 storage capacity. Far-field brine displacement into fresh-water aquifers or brine
leakage through unplugged wells or fault zones may be induced by large-scale
pressure buildup, even if the injected CO2 is safely trapped. Here, far-field may be
defined as regions outside of the CO2 plume, i.e. the single-phase brine flow regions
as indicated in Fig. 4.1.

The CO2-brine two-phase complications are not important when the objective of
the modeling study is to evaluate the far-field pressure impact and to determine the
Area of Review (defined as the regulatory region surrounding the CO2 storage
where there may be detrimental effects on groundwater resources) at the
regional/basin scale, given that the CO2 plume size is relatively small compared to
the spatial scale of interest. It has been shown (e.g. Chang et al. 2013; Yang et al.
2013a; Huang et al. 2014) that single-phase models may be sufficient for prediction
of far-field pressure perturbation. The key point is calculating the volume of the
CO2 plume in order to know the volume of displaced brine and therefore determine
the induced pressure buildup in the far-field. The volume of the CO2 plume is not a
straightforward calculation because the dependence is two-way: CO2 density
depends explicitly on fluid pressure, but fluid pressure also depends on density,
because density controls the plume volume, and thus the fluid pressure through the
volume of water that needs to be displaced. This nonlinear problem can be solved
using an iterative scheme (Vilarrasa et al. 2010a). Single-phase flow equations are
much easier to solve than multi-phase flow ones and offer significant computational
advantage. For example, single-phase numerical modeling has been applied to
evaluate the potential impact of CO2 injection in the Texas Gulf Coast Basin on the
shallow groundwater resources (Nicot 2008) and to estimate the pressure build-up
at South Scania site in Sweden by Yang et al. (2013a). Yang et al. (2013a) also
show the comparison and good agreement in predictions for far-field pressure
build-up between the full two-phase simulation with TOUGH2 and the single phase
with simple Theis solution (see Chap. 7). However, it should be pointed out that
while the single-phase flow models are appropriate for predicting pressure buildup
in the single-flow domain of the far-field, they are obviously not appropriate for
pressure prediction near the CO2 injector (which may be important for the analysis
of mechanical failure) where processes and effects such as brine evaporation, vis-
cosity contrast and two-phase flow are important.

4.1.3 Analytical Solutions

Development of analytical models for flow and transport problems in hydrogeology
has been an important and continuous effort since decades ago. Analytical solutions
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can provide physical insight into the balance of the physical driving mechanisms or
for verifying numerical models for special cases. They are also extensively used for
the interpretation of characterization tests (see Chap. 7). Even though exact ana-
lytical solutions to the general two-phase flow equations are not achievable,
derivation of approximate analytical solutions with simplifying assumptions to the
two-phase flow equations under certain initial and boundary conditions is still
desirable. In contrast to numerical models, analytical methods allow for rapid
evaluation and can be employed to study parameter sensitivity for quick site
screening and evaluation. Thus, analytical solutions can be useful to support
decision making concerning the operation of CO2 injection projects and provide
guidance for scenario selection for more detailed full-physics modeling (see e.g.
Yang et al. 2013a, 2015). In some cases, it is also beneficial to incorporate ana-
lytical solutions in a numerical framework to form a hybrid numerical-analytical
approach. An example of such approach is given in Gasda et al. (2009), where
analytical solutions of sub-scale flow through leaky wells are embedded into a
vertical equilibrium numerical model.

For application to CO2 storage problems, approximate analytical solutions have
been used to model CO2-brine interface dynamics during injection (e.g. Nordbotten
et al. 2005; Nordbotten and Celia 2006; Dentz and Tartakovsky 2008; Houseworth
2012; Vilarrasa et al. 2013a), pressure buildup (e.g. Vilarrasa et al. 2010a, 2013a;
Mathias et al. 2011; Nordbotten et al. 2005; Nordbotten and Celia 2006; Dentz and
Tartakovsky 2008; Houseworth 2012; Yang et al. 2015; Tian et al. 2016), brine
leakage through abandoned wells (Cihan et al. 2011) and post-injection CO2 plume
migration that incorporate capillary trapping (Hesse et al. 2008; MacMinn and
Juanes 2009; Juanes et al. 2010) and/or CO2 dissolution (MacMinn et al. 2011).
Each of the analytical solutions employs a different set of assumptions. In the
following, we focus on CO2 plume shapes and pressure buildup, and introduce
some of the (semi)-analytical models.

4.1.3.1 CO2–Brine Interface Dynamics During Injection

For the derivation of the analytical solutions describing CO2 plume migration, both
during injection and after injection, the sharp interface assumption is typically
made. The abrupt interface approximation considers that the two fluids, CO2 and
brine in this case, are immiscible and separated by a sharp interface and capillary
effects are usually neglected. The fluid regions occupied by CO2 or brine are
assumed to have constant saturations, written below for simplicity as 0 for the
aqueous phase saturation in the CO2 occupied region, and vice versa.

The two standard solutions for the brine interface are those of Nordbotten et al.
(2005) and Dentz and Tartakovsky (2008). The former derived their solution
neglecting the gravity term in the flow equation, thus emphasizing viscous dissi-
pation, and approximating the aquifer response by Cooper Jacobs approximation
(see also Chap. 7). In addition, they impose (1) volume balance, (2) gravity override
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(CO2 plume travels preferentially along the top) and (3) they minimize energy at the
well. The fluid pressure applies over the entire thickness of the aquifer and fluid
properties are vertically averaged. The vertically averaged properties are defined as
a linear weighting between the properties of the two phases. Nordbotten et al.
(2005) write their solution as a function of the mobility, ratio of relative perme-
ability to viscosity, of each phase. For the case of an abrupt interface where both
sides of the interface are fully saturated with the corresponding phase, the relative
permeability is 1 and the mobility becomes the inverse of the viscosity of each
phase, assumed constant. Under this conditions, the thickness of the CO2 plume is:

b ¼ B
lc

lw � lc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lwQ0t

lc/pBr2

s
� 1

 !
ð4:1:4Þ

where B is the thickness of the formation, r is the radial distance, and Q0 is the
volumetric injection rate.

Dentz and Tartakovsky (2008) derived an analytical solution by adopting
complementary assumptions. That is, they invoked of the Dupuit assumption and
the quasi-steady approximation for vertical equilibrium, thus neglecting vertical
viscous dissipation and emphasizing buoyancy forces. They find that the thickness
of the CO2 plume, b, for radially symmetrical three-dimensions is equal to

b ¼ B 1� Kcwln r=rb½ �ð Þ ð4:1:5Þ

where rb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Q0t=puBKcwðe2=Kcw � 1Þ

p
is the radius of the CO2 plume at the base

of the aquifer, and Kcw ¼ Q0ðla � lgÞ=2pkB2gðqa � qgÞ is a dimensionless
parameter that measures the relative importance of viscous and gravity forces.

It should be noted that the solution given by Eq. (4.1.5) is best in the
buoyancy-dominated flow regime, that is for low injection rate, high permeability,
or far from the injection well, where buoyancy dominates over viscous forces. Such
conditions can be found in storage sites like Sleipner, Norway, where the reservoir
has a high permeability and even though 1 Mt of CO2 is stored annually, gravity
forces dominate (Cavanagh et al. 2015). Nevertheless, such high permeability
reservoirs are scarce, and since the injection rate will have to be as large as
geomechanically permissible in order to achieve better CO2 storage efficiency,
viscous forces are likely to dominate in most storage sites near the injection well.
Still, Eq. (4.1.5) should be the formulation of choice for prediction of CO2 plume
evolution at the regional scale.

An inherent assumption in the analytical solutions given in Dentz and
Tartakovsky (2008) and Nordbotten et al. (2005) is that volumetric injection rate
and the CO2 properties (density and viscosity) are kept constant. In reality, how-
ever, the properties of CO2 can vary significantly as the pressure changes and thus
the volumetric injection rate cannot be prescribed. The compressibility of CO2 can
be one or two orders of magnitude larger than that of brine for typical injection
depth. Vilarrasa et al. (2010a) proposed an iterative method to account for CO2
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compressibility in these analytical solutions. Thus, the actual mean CO2 density and
CO2 viscosity of the plume are used, leading to more accurate estimations of the
CO2 plume position and pressure buildup than when CO2 compressibility is
neglected (Vilarrasa et al. 2013a). Further extended the solution to cases where the
CO2 density can vary in space and time as the fluid pressure evolves. A further
merit of this semi-analytical solution is that it allows for an uneven distribution of
mass injection rate along the vertical well. It employs vertical discretization (layers)
of the formation thickness to include buoyancy flow between layers and calculates
the pressure build up and interface position in a step-wise manner in time. For more
details, interested readers are referred to Vilarrasa et al. (2013a).

4.1.3.2 Pressure Buildup

Injecting a large volume of CO2 in deep saline formations causes significant pore
pressure buildup near the injection well and associated change in the stress field.
This may induce tensile or shear failure of the caprock (Rutqvist et al. 2008;
Vilarrasa et al. 2010b) and reactivation of existing fractures or faults (Rutqvist and
Tsang 2002; Streit and Hillis 2004; Cappa and Rutqvist 2011). The storage capacity
of a formation is thus limited by, among other factors, the maximum allowed
pressure buildup.

Pressure buildup can be easily calculated by means of a semi-analytical solution,
once the interface position has been obtained, by simply integrating Darcy’s law,
typically assuming radial flow (Hesse et al. 2008; Mathias et al. 2011; Cihan et al.
2011; Mathias et al. 2013). Vilarrasa et al. (2010a) show that pressure buildup for a
constant injection into an infinite homogeneous formation equals

p� p0 ¼ Q0lw
2pBk

ln R
r0

� �
þ

ffiffiffiffiffiffiffiffiffiffi
lc/pB
lwVðtÞ

q
r0 � rbð Þþ lc

lw
ln rb

r

� 	
; r\rb

ln R
r0

� �
þ

ffiffiffiffiffiffiffiffiffiffi
lc/pB
lwVðtÞ

q
r0 � rð Þ; rb � r\r0

ln R
r

� 	
; r� r0

8>>>>><
>>>>>:

ð4:1:6Þ

where, p is the pressure, p0 is the initial pressure, VðtÞ is the volume injected up to
time t, and r0 and rb are the radii of the top and bottom of the plume, which can be
obtained from Eqs. (4.1.4) and (4.1.5), respectively, for the formulations of
Nordbotten et al. (2005) and Dentz and Tartakovsky (2008), discussed above.
Details on these approximations, including how to acknowledge that CO2 density
varies with depth and radial distance, are discussed by Vilarrasa et al. (2010a).

It can also be seen that Eq. (4.1.6) simply represents a generalization of Thiem’s
solution for transient problems because R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2:25kqwgt=lwSs
p

(see Sect. 7.1.3).
As such, it simplifies viscous dissipation effects near the injection well, such as
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vertical flow components at the plume edge or partial penetration (all analytical
approximations, and most numerical solutions assume that flow is uniformly dis-
tributed along the vertical at the injection well, whereas it should concentrate at the
top for low flow rates and at the bottom for high flow rates in partially penetrating
wells). These effects are acknowledged by the semi-analytical solutions of Vilarrasa
et al. (2013a).

4.1.4 Other Modeling Approaches

Apart from the analytical solutions and comprehensive high-fidelity numerical
models discussed above, alternative methods have also been developed for mod-
eling CO2 migration. Most notable of these are perhaps invasion percolation
(IP) models and streamline-based approaches. They are complementary to the
methods discussed above and can give additional understanding to the system in
special cases. A brief introduction to these methods is given below.

4.1.4.1 Invasion Percolation Approach

Invasion percolation (IP) was introduced in the 1980s (Wilkinson and Willemsen
1983) as a model for describing slow fluid displacement (i.e. negligible viscous
forces) in porous media at the microscopic (pore) scale. Based on the classical
percolation theory, IP takes into account the fluid transport process by considering a
path of least capillary resistance. Application of the IP models requires an
infinitesimal flow rate where the capillary forces dominate over the viscous forces.
For typical CO2 injection scenarios, such as the illustrative example given in
Sect. 4.1.1, the pressure gradient is about 105 Pa/m close to the injection well but
decreases to *103 Pa/m in the two-phase flow zone. Upon comparison with the
entry capillary pressure of *104 Pa, this means that, at the sub-meter scale the
capillary dominance condition will usually be satisfied. In a general case, one can
calculate the dimensionless capillary number to check the relative importance of
capillary forces over viscous forces (Lenormand et al. 1988). IP models are par-
ticularly well suited to study the effects of small scale heterogeneity. In fact, Kueper
and McWhorter (1992) applied the IP model at the macroscopic scale to perform
large-scale averaging of capillary pressure functions for unsaturated flow.

IP have been used for CO2 storage simulations. A macroscopic IP model (Yang
et al. 2013b) was used to upscale capillary pressure and relative permeability re-
lationships for CO2 migration in a multimodal heterogeneous field. An IP simulator
has also been developed (Singh et al. 2010) and applied to the Sleipner Layer 9
benchmark problem.
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4.1.4.2 Streamline-Based Approach

Streamline-based models have been also developed to simulate CO2 storage (Jessen
et al. 2005; Obi and Blunt 2006). In streamline-based approaches an operator
splitting method is typically used. The basic idea is to decouple the advective from
dispersive/reactive terms in the saturation transport equation, transforming a
three-dimensional system into a series of one-dimensional equations. At each time
step, the pressure equation and flow velocity fields are solved and streamlines are
traced on the underlying grid. Then one-dimensional advective transport of satu-
ration and concentration is numerically solved along the streamlines, possibly
including exchange with adjacent streamlines explicitly in time. After accounting
for the dissolution and reactions, the saturation and concentration can then be
mapped to the underlying grid. These are then used to solve for the total flow
(aqueous plus CO2 phases). The two steps (flow computations and saturation
transport) are repeated through discrete time steps. The streamline-based approach
has been demonstrated, for example, by simulation of CO2 storage in a highly
heterogeneous million-grid-block model of a North Sea reservoir (Obi and Blunt
2006). The main advantage of the streamline-based approach lies in its computa-
tional efficiency. While the method is usually solved under the assumptions of
incompressible flow and negligible capillary pressure, neither one is strictly needed
and may be a significant source of error for CO2 transport prediction in some cases.

4.2 Modeling of the Coupled Processes

Christopher Ian McDermott

4.2.1 Introduction

During CO2 injection into a saline aquifer, Thermal, Hydraulic, Mechanical and
Chemical (THMC) processes are operating on the system (see Chap. 2, 3). These
processes also influence each other. We commonly use the term coupled processes
when the parameters of one process depend on the solution of another one and with
coupled THMC processes we mean the couplings between these four processes.

To attempt to model the behavior of such a system some estimation as to the
importance of different processes and their interaction needs to be made. It is not
possible to model in detail every single process and phenomena present. Therefore,
decisions need to be taken which processes and phenomena are included and how
the model is to represent the coupling between the processes. Key decision in the
modeling process is not so much finding the most accurate mathematical repre-
sentation of the system, but the decision which processes can be left out without
losing key characteristics of the system. Below we will briefly discuss the
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importance of coupled processes, the basis behind their division and the numerical
methods for solving these processes and their coupling.

4.2.2 Brief Overview of Coupled Processes

Several researchers have described a number of physical phenomena as a result of
the coupled THMC processes interacting with one another, a key pioneering paper
being (Tsang 1991). Since then, there have been several hundreds of publications
on this topic. The interaction of coupled processes leading to physical phenomena is
illustrated in Fig. 4.3 (see also Fig. 2.3 in Chap. 2 for the basic concept of coupled
processes in CO2 geological storage). The diagram in Fig. 4.3 demonstrates the fact
that all the key processes are linked via material behavior and coupled in various
ways. This material behavior (physically observable phenomena), leads to a mea-
sureable, observable change in the properties of the continuum as a response to the
change of two or more of the field variables of temperature, pressure, stress or
chemistry. This behavior is also influenced in the storage settings we are consid-
ering by the complex three dimensional heterogeneous geology which the saline
aquifer forms part of. The geology defines the distribution of the different facies
present and their associated material parameters. We can expect that all of the
physical phenomena illustrated in the figure below, will be operating in a caprock
during CO2 geological storage.

As the material characteristics change the interaction of the processes may either
amplify the effect of a certain phenomenon, or diminish it through a feedback

Fig. 4.3 Illustration of coupled processes effects
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mechanism. For instance, temperature impacts fluid flow through viscosity, with
increasing temperature leading to lower viscosity, which in turn leads to increased
fluid flow and to an increased control of the fluid temperature on the system. To try
to investigate a system by only considering one of the processes leads to an
oversimplified representation.

Modeling systems such as these requires an understanding of the key processes
operating, the scale at which the processes are operating, the magnitude of the fields
gradients present (fluid pressure, temperature, stress, chemical concentration) and
the different strata through which the processes are operating. For example, in flow
dominated systems advective heat transport may be much more rapid than the
convective transport of heat.

Any modeling approach also needs to take the different spatial and temporal
scales into account. Complicated balance equations describing pore level processes
may be solvable but must be up-scaled (see Chap. 5) to be useful for large scale
modeling of a CO2 storage site. Methods of solution include the application of
multiple mesh approaches, adaptive mesh refinement, and hybrid analytical and
numerical solutions in attempts to capture key behavior of coupled process systems
using the computational power available.

A thermal, hydraulic, mechanical or chemical process is described by a balance
equation based on conservation of mass or energy. The key basic balance equations
for the THMC processes are described below. Generally there will be one thermal
process (T), one, two or in some cases three fluid flow processes (H) depending on
how multi-phase flow is dealt with (see also Fig. 2.3), one mechanical process (M),
and (n) chemical (C) processes included depending on the number of chemical
species considered.

4.2.3 Thermal Process

For heat transport (T) the balance equation is given by Eq. (4.2.1).

DTDT � cwqwr � ðqTÞ � qQT ¼ cmqm
@T
@t

ð4:2:1Þ

where cm is the specific heat of the saturated porous rock, cw is the specific heat of
the fluid, DT is the heat diffusion dispersion tensor for the porous medium, T is
temperature, qw is fluid density, qm is the density of the saturated porous rock, QT is
a heat source or sink and q is the advective fluid velocity. Here, after de Marsily
(1986), the heat diffusion dispersion tensor contains a component for pure diffusion
and a component for dispersion due to advection, i.e.

Da ¼ km þ qaba ð4:2:2Þ
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where b is the heat diffusion dispersion coefficient in the a direction, km is the
isotropic heat conductivity of the porous medium, qa is the advective flow velocity
in the a direction, and Da is the heat dispersion coefficient in the a direction. The
value ba is the product of the directional (longitudinal or transverse) dispersion
coefficient, with cwqw.

Equation (4.2.1) represents the change in the amount of energy in a continuum at
a discrete location in a unit volume as a consequence of heat entering, leaving or
being stored in the discrete unit volume either through conduction, radiation dif-
fusion or convection.

4.2.4 Hydraulic Process

For single phase fluid flow (H), the hydraulic process is similarly described as being
the change in the mass of fluid in a continuum at a discrete location as a conse-
quence of fluid entering, leaving or being stored in the discrete unit volume either
through advection, or addition/removal through a source term.

Ss
@p
@t

�r � k
l
ðrpþ qgrzÞ


 �
¼ Q ð4:2:3Þ

where Ss is the specific storage coefficient, k denotes the permeability tensor, p is
the fluid pressure, and Q is a source/sink term. This equation is valid for a saturated,
non-deforming porous medium with heterogeneous hydraulic conductivity.

For multiphase flow including some solid deformation in the pore space

Saqar � @u
@t

þ @ /Saqað Þ
@t

þr � qaqað Þ � qaQa ¼ 0 ð4:2:4Þ

The fluid velocity qa is a non-linear function of the pressure gradient, after
Darcy’s law as given above

qa ¼ /Sava ¼ Qa

A
¼ � krak

la
grad pa � qagð Þ ð4:2:5Þ

where kra ¼ f ðSaÞ is discussed previously (Chap. 3). Here for the wetting phase

pa ¼ pw ð4:2:6Þ

and for the non-wetting phase, CO2 in our example

pa ¼ pw þ pc ð4:2:7Þ

where pc is expressed as a negative suction pressure.
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4.2.5 Mechanical Processes

For mechanical processes (M), we again describe the deformation of a continuum as
a function of the stress applied, which can be shown to be an energy balance
equation. Again the basis for the analysis is that of the energy balance in a con-
tinuum at a discrete location as a consequence of stress and deformation changes
within a discrete unit volume.

r � r� qg ¼ 0 ð4:2:8Þ

where r is the stress, q is the medium density and g is the acceleration due to
gravity.

4.2.6 Chemical Transport

Chemical transport (C) is described as being the change in the mass of a chemical
species in a continuum at a discrete location as a consequence of fluid that species
entering, leaving, being stored or being removed from the discrete unit volume
either through advection, diffusion, sorption, or addition/ removal through reac-
tivity, usually represented as a source term.

@C
@t

¼ r � ðDrCÞ � q � rCþCs ð4:2:9Þ

where C is the concentration, D is the dispersion tensor, q is the advective velocity,
Cs is a concentration source/sink.

4.2.7 Solution of the Equation Systems

For each of the individual processes given above there are standard analytical
solutions when considering the equation alone, e.g. Häfner et al. (1992), Bronstein
and Semedjajew (1977). Coupling occurs when the solution of one process depends
on the solution of another process. The link between the solutions of these pro-
cesses is via the constitutive relationships, whereby the behavior of the material,
fluid or energy is described mathematically as a function of the field variables of the
processes involved in the solution. This makes the equations highly nonlinear.

Beyond a number of analytical solutions for idealized conditions, in heteroge-
neous systems the equations can either be solved in a staggered or non-staggered
(monolithic) solution. A staggered solution involves the splitting of the system of
equations into the individual processes. For each process the field variable is eval-
uated advanced with time, and the solution iterated internally between the split
equations until a certain degree of accuracy in the solution is reached. Simplifications
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of the solution procedure using explicit results can be useful, e.g. during creation of
the elasto-plastic matrix during deformation, but must be applied with caution. For a
non-staggered solution all the equations are combined into a single mass or energy
balance formulation for solution and the whole problem is advanced simultaneously
in time. In both cases strict time control is necessary and a number of numerical
stability criteria need to be observed related to the geometrical discretization and the
amount of energy or mass being moved around per time interval.

It can be pointed out that caution must be applied in overstating the need for
mathematical accuracy in a geological systems given the parametrical uncertainty at
several levels of the equation systems. Computationally expensive solution pro-
cedures valid for the aeronautical industry where the constitutional behavior and the
parameterization of the material properties is known to within very tight limits may
not be a priority when the constitutional behavior is dependent on the geology of
the system and the uncertainty of material properties bound several orders of
magnitude.

The processes will also vary in terms of their spatial impact and the rate of
change of the field variable. For instance during CO2 injection, the fluid pressure
change may move rapidly through the porous media and impact a wide area, while
the thermal change will be localized around the borehole, and chemical reactions
associated with the injection of the CO2 will be limited to the contact of the CO2

being injected and the in situ reservoir fluids.
In terms of chemical changes, equilibrium solutions are often assumed in the

multi-species simulations, basically because the complexity of the chemical system
is at the limits of our reasonable computational possibilities. Given the possible
thousands of interacting chemical species, key reactions need to be identified. These
can be rate-limited but again there is much discussion regarding reaction rates and
surface areas available to reaction. Unfortunately it appears that most lab based
parameterization of reaction rates suggest much more rapid reaction of minerals
than derived from natural analogues. The location of the growth or dissolution of
minerals within the porous media can have a significant impact on the constitutive
relationships such as the intrinsic permeability of the system, or the mechanical
stability of the system. If a mineral grows in a fracture, the physical size of mineral
growth filling or dissolving from the fracture is linked to the permeability by a cube
of the fracture aperture. Modeling such systems can easily lead to a complexity not
supported by available data, and at best an understanding of the impact of key
material phenomena can be gained.

Likewise phenomena vary in terms of the spatial distance over which it occurs,
as well as the rate of change. For instance during rapid advective flow of CO2

through a fracture, the CO2 will cover a large distance in the direction of the
fracture whilst diffusion normal to the fracture into the rock matrix will be operating
at a time scale orders of magnitude slower than the flow.

As would be expected, seeking for efficient solutions of highly nonlinear partial
differential equations has been of great scientific interest since the beginning of the
last century. Numerous publications and journals are dedicated to this theme. There
exist already a number of industrial and research codes developed and tested for the
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solution of the coupled processes. Prominent examples include the developments of
the (1) TOUGH2 family of codes, including TOUGHREACT (Xu et al. 2014) for
solving coupled hydro-chemical processes in multiphase CO2 storage scenarios and
TOUGH-FLAC (Rutqvist 2011) for hydro-mechanically coupled systems (http://
esd.lbl.gov/research/projects/tough); (2) Open GeoSys (http://www.opengeosys.org
) (Kolditz et al. 2012a) and Code Bright (http://www.etcg.upc.edu/recerca/webs/
code_bright) (Olivella et al. 1996). These codes require expert users able to clearly
define the systems they are attempting to model and with an understanding of which
phenomena to include and exclude. There is no “off the shelf” solution for the
selection of the codes which can be used. Several international collaboration pro-
jects have been looking at different numerical code possibilities and benchmarking
their success to improve confidence of use. Examples include http://www.
cgseurope.net/ and the IEAGHG modeling network.

In Sect. 4.4 we will present some example applications of coupled modeling
with these models, addressing the coupled hydro-chemical (HC) system and the
coupled hydro-mechanical (HM) system.

4.3 Modeling of the Small Scale Effects

Henry Power, Jesus Carrera and Christian Ian McDermott

In this section modeling of two important small-scale processes related to geo-
logical storage of CO2 are discussed, namely the processes of convective dissolu-
tion and viscous fingering.

4.3.1 Convective Dissolution

Jesus Carrera

CO2 injection in saline aquifers leads to a CO2 plume that is less dense than the
brine and floats on it while spreading horizontally. CO2 solubility is quite high, so
that a significant portion of CO2 dissolves into the brine at the interface between the
two fluids. CO2 dissolution is favourable for several reasons. First, by reducing the
volume and pressure of the free phase, dissolution reduces the risk of CO2 phase
leaking upwards. In fact, migration of dissolved CO2 is hard both because the
viscosity of brine is much larger than that of any CO2 phase and because CO2–rich
brine is 1–2 % denser than resident brine, so that it will tend to sink. Second,
dissolution facilitates that CO2 transforms to more stable species such as bicar-
bonate or, if geological conditions are favourable, mineral carbonates.
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CO2 dissolution into the brine is initially controlled by diffusion from the CO2-
brine interface, which is a slow process with mass flux evolving proportional to
t�1=2, t being time. For this reason, early estimates of dissolution were quite pes-
simistic, predicting it would take some 1000 years for dissolution to be a relevant
process (IPCC 2005). However, as the amount of dissolved CO2 builds up, the
resulting conditions (denser liquid on top) are unstable, so that the CO2 rich brine
will tend to sink, thus promoting the convective transport of dissolved CO2 away
from the CO2 phase plume. In fact, Riaz et al. (2006) showed that this mechanism
can reduce significantly the dissolution time.

The question is how long it takes for the instability to develop. Riaz et al. (2006)
found that the onset of instability may take some 100 years. However, they made a
number of simplifications that may be critical. The first one is the analogy to a heat
transport problem. This is a common simplification, because of the tradition of
studying convective transport of heat. In a heat transport model, fluid may be
assumed to consist of a single component. As such, heat transport and fluid flow are
basically linked through the buoyancy term. However, in mass transport problems
the fluid must be viewed as consisting of at least two components (i.e. brine and
CO2). Since the flow equation expresses the mass balance of the whole fluid phase,
additions of any of the two components must be accounted for in it. Specifically,
while an impervious boundary (i.e. a boundary with zero brine flux) can be treated
as a zero mass flux in thermal problems, it must allow for fluid mass flux (CO2

component) in mass transport problems (Hidalgo et al. 2009b). The second issue
refers to the simplifications assumed for flow and transport problems. For flow,
fluid is considered incompressible and the Boussinesq approximation valid.
However, acknowledging compressibility of the fluid helps in simulating the
pressure rise caused by the influx of CO2, which helps promoting CO2 flux
downwards. Boussinesq approximation may affect the transient solution (Johannsen
2003a), although it is valid for the typical range of values of the Rayleigh number
(see Landman and Schotting 2007). For transport, dispersion is neglected.
Hydrodynamic dispersion accounts for the effects of the deviations from the mean
flow caused by small scale heterogeneity on solute transport. Heterogeneity is
present in all natural systems; therefore, dispersion has to be included in any
realistic transport formulation. Notice that in thermal analogies, which are the base
of many CO2 dissolution models, dispersion is often neglected. This is arguably
done (See, e.g., Ferguson and Woodbury 2005; Hidalgo et al. 2009a) because of the
relatively large value of thermal conductivity. However, dispersion cannot be dis-
regarded in solute transport because it can be much larger than molecular diffusion.
In fact, dispersion can be artificially increased if a fluctuating injection regime is
adopted (Dentz and Carrera 2003).

In the following, we summarize the work of Hidalgo et al. (2009a) on how a
more realistic representation of CO2 dissolution affects the time for the onset of
convection and the estimation of the CO2 flux across the interface.
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4.3.1.1 Governing Equations

The compressible density-dependent flow and advective–diffusive–dispersive
transport equations that govern the CO2 dissolution in a saline aquifer are written as
(recall Chap. 3):

qSp
@p
@t

þ qhbx
@x
@t

¼ �r � quð Þ ð4:3:1Þ

qh
@x
@t

¼ �qu � rxþr � ðqðhDm þDÞrxÞ ð4:3:2Þ

where q is fluid density, Sp the specific pressure storativity (Sp ¼ Ssqwg, where Ss is
the traditional specific storativity), p pressure, h the volumetric fluid content, bx ¼
1=qð Þ@q=@x expresses the brine density dependence on CO2 mass fraction, con-
sidered constant, x the CO2 mass fraction, u the Darcy velocity and D the
hydrodynamic dispersion tensor, as described in Chap. 3.

The dissolution interface between the CO2 and the brine is located to be at the
top of the domain, i.e. z = 0, and it is modeled as a prescribed concentration
boundary. The domain is conceptually considered semi-infinite, i.e. there is no
interaction with the lower and lateral boundaries. Therefore, boundary conditions
are written as:

�qujb � n ¼ ms if z ¼ 0;
qujb � n ¼ 0 x; z ! 1;

ð4:3:3Þ

for flow and

xjb ¼ xs if z ¼ 0;
ð�quxþ qðhDm þDÞrxÞjb � n ¼ 0 x; z ! 1;

ð4:3:4Þ

for transport. In these equations n is the unit vector normal to the boundary pointing
outwards, ms½ML�2T�1� is the CO2 mass flux across the top boundary, xs is CO2

solubility in brine (highly sensitive to both pressure and salinity, see Sect. 3.2) and
jb indicates evaluation at the boundary.

The conceptual model proposed by Eqs. (4.3.1)–(4.3.4) introduces significant
modifications with respect to previous CO2 dissolution models. First, governing
equations acknowledge fluid compressibility and hydrodynamic dispersion.
Second, boundary conditions include the CO2 mass flux across the top boundary.
This CO2 flux is

ms ¼ ð�quxþ qðhDm þDÞrxÞjb � n: ð4:3:5Þ
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Subtracting (4.3.3) multiplied by x from (4.3.5) yields

ms ¼ 1
1� x

qðhDm þDzzÞ @x
@z

; ð4:3:6Þ

where it has been imposed that the concentration gradient is vertical.
For analysis purposes, it is convenient to write governing equations in a

dimensionless form. We adopt the characteristic space and time, respectively, as

Ls ¼ hDm þ aLub
ub

; ts ¼ h hDm þ aLubð Þ
u2b

ð4:3:7Þ

where ub ¼ kDqg=l is the modulus of velocity when CO2 is dissolved at saturation
(x = xs), and Δq is the density contrast between the brine and the CO2-saturated
brine (see Sect. 4.2 for values of both densities). This choice leads naturally to the
following dimensionless variables (prime denotes dimensionless variable): p0 ¼
pSp=h; q0 ¼ q=Dq; u′ = u/ub, (x′, z′) = (x, z)/Ls and t′ = tub/hLs.

Using these scaling factors, the dimensionless form of flow and transport
equations becomes

@p0

@t0
þ @x0

@t0
¼ � 1

q0
r0 � q0u0ð Þ ð4:3:8Þ

@x0

@t0
¼ �u0 � r0x0 þ 1

q0
r0 � q0 ð1� bLÞIþ bLD0ð Þr0x0ð Þ; ð4:3:9Þ

where bL is defined as

bL ¼ aL
Ls

ð4:3:10Þ

with the corresponding dimensionless boundary conditions. Notice that, because we
are using a semi-infinite domain, we do not use a Raleigh number. Still, for
comparison purposes, we define it as Ra ¼ ubLs=hDm; where Dm is the molecular
diffusion coefficient.

4.3.1.2 Numerical Analysis

CO2 dissolution was simulated using the code Transdens (Hidalgo et al. 2005).
Transdens solves density-dependent flow and transport problems using a finite
element discretization in space and weighted finite difference in time. Reverse time
weighting by Saaltink et al. (2004) is used to minimize mass balance error during
time integration. Darcy velocity is computed using the consistent velocity algorithm
by Knabner and Frolkovic (1996). The code was validated using the usual density-
dependent problems benchmarks and by comparison with other codes.
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Instabilities in the system were not seeded explicitly, but by the propagation of
numerical errors. Simulations were carried out on a squared domain of 10 � 10 m
(dimensionless size between 17.86 and 2000 depending on bL), which proved to be
large enough to warrant that there was no interaction with the lower boundary. The
domain was discretized with a mesh of rectangular finite elements of 101 � 201
nodes. For comparison purposes, parameters were chosen equal to those of Riaz
et al. (2006) (H = 10 m, k = 3.0581 � 10−13 m2, h = 0.3, D = 10−9 m2/s,
l = 5 � 10−4 Pa s, Δq kg/m3), details are shown by Hidalgo and Carrera (2009).

Our findings are summarized in Figs. 4.4, 4.5 and 4.6. Figure 4.4 displays the
growth of fingers. Figure 4.5 displays the time evolution of CO2 mass flux.
Dissolution is initially controlled by diffusion. Therefore, it decays as t�1=2.
However, when fingering develops, the dimensionless mass flux fluctuates around
35 xs, which is indeed a very simple expression. Notice that it is not sensitive to
dispersion, but basically to permeability and buoyancy forces. Figure 4.6 displays
the onset time of convective dissolution. Again a simple expression tonset = 5619–
5731bL fits data quite well.

The topic has been extensively studied since Riaz et al. (2006) and Hidalgo et al.
(2009a). High resolution simulations were performed by Pau et al. (2010), the effect
of geochemistry and reactive transport was studied by Ghesmat et al. (2011),
Hidalgo et al. (2015), and Fu et al. (2015); the effect of the capillary transition zone
was studied by Elenius et al. (2014) and Emami-Meybodi and Hassanzadeh (2015).
Visualization experiments have been performed after Neufeld et al. (2010) and
MacMinn et al. (2011). Rasmusson et al. (2015) studied the prerequisites for
convective mixing for a wide range of field conditions.

The summary of all this work is that the phenomenon is complex. Szulczewski
et al. (2013) identify seven dissolution regimes. But, for most practical purposes,
three sequential regimes are dominant:

Fig. 4.4 Onset of fingering
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1. Diffusive Regime Dissolution is controlled by diffusion away from the CO2

plume until the onset of fingering. The time for this onset is greatly reduced by
dispersion, which is important because dispersion can be increased by simply
adopting a fluctuating injection regime. It is also reduced by capillarity. In fact,

Fig. 4.5 Time evolution of the CO2 mass flux (dimension rate) for Rayleigh number of a 1000
and b 2000. The CO2 dissolution flux is initially controlled by diffusion (dispersion) but increases
to values that fluctuate around m0

s ¼ 35xs after the onset of fingering. While the onset time
depends on dispersion (bL), the mass flux does not

Fig. 4.6 Dimensionless time for the offset of convection versus dimensionless dispersion
(Hidalgo and Carrera 2009). Notice that dispersion brings a dramatic decrease in the time for the
onset of convection
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visualization experiments suggest that it is virtually simultaneous with the de-
velopment of the plume.

2. Convective Dissolution The mass flux after fingering develops is constant (ex-
cept for capillarity effects) and virtually insensitive to dispersion. It solely
depends on permeability and buoyancy and equals m ¼ axsqub; where a was
evaluated as 0.0142 in the work of Hidalgo and Carrera (2009), but is usually
taken as 0.0175, resulting from the high resolution simulations of Pau et al.
(2010).

3. Shutdown Regime As concentration below the interface starts increasing, the
density difference drops and so does ub. This can be assumed to occur when the
fingers reach the aquifer bottom. After this time, dissolution is approximately
proportional to the difference between the average concentration in the brine and
the saturation concentration, xs.

4.3.2 Viscous Fingering

Christopher Ian McDermott and Henry Power

In this section we will consider the interfacial instability between two immiscible
fluids in a porous media, during the displacement of brine (wetting fluid) by an
injected supercritical CO2 (non-wetting fluid). Supercritical CO2 has a lower den-
sity and viscosity than the surrounding brine. Therefore, at moderate capillary
number, as the plume of the injected CO2 evolves, the interface between the two
fluids will develop viscous fingering patterns. Besides, the supercritical CO2 in
contact with the brine dissolves into the liquid phase, having a large contact surface
area due to the fingering structure of CO2–brine interface.

Viscous fingering instability of immiscible fluids displacement in porous media
can be studied by numerical simulation of the multiphase flows formulation, in
terms of the saturation index Sw where a flow region of overlapping between the
fluids is considered for 0� Sw � 1 without a specific definition of the fluid interface.
This type of approach has been reported in the literature by several authors,
including Huang et al. (1984), Yortsos and Huang (1984) and more recently Garcia
and Pruess (2003) and Riaz et al. (2006). By use of this type of formulation,
however, direct implementation of interfacial processes is not possible. Several
numerical techniques have been proposed in the literature to include the existence
of an interface, with the objective of incorporating some of the interfacial processes
in the formulation [for more details see McDermott et al. (2011)]. In the next
section we will discuss different approaches of front tracking for multiphase flow
and present an illustrative example of application of one of the methods.
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4.3.2.1 Front Tracking Numerical Algorithms for Multiphase Flow
Simulations of Viscous Fingering

Modeling two-phase flow using standard grid based numerical techniques presents
a problem due to the sharpness of the front developed by the replacement of one
fluid with another, balanced against the need to discretize the model into grid points
and elements. One of the issues is that changes due to coupling to other processes,
such as mechanical faulting and pressure release of the fluid, is likely to occur as the
front passes. Depending on the resolution of the fluid flow grid, this time dependent
signal may be missed or smeared with other signals loosing information on the
integrity of the reservoir. In finite element approaches lower order based interpo-
lation functions often fail to represent the sharp front and this can also lead to
oscillations around the true solution. Finite volume methods can avoid these
oscillations, but there are issues concerning the relative computational expense of
these formulations and difficulties in representing smoothly varying heterogeneity
fields while minimizing discretization overheads. Mixed finite element solutions
whereby both the velocity field and the pressure solution are considered primary
variables are finding some acceptance; however they are computationally more
complicated to implement, especially with respect to solver capabilities (Younes
et al. 2010).

Three main approaches have been adopted to address this problem. The most
widely adopted approach is that of grid refinement, or adaptive mesh refinement in
the vicinity of the front. The geometry of the grid is locally adapted to better
represent the numerical processes operating at a local scale and represent steep
gradients within the model. Recent examples for highly heterogeneous fields
include Chen et al. (2003) and Durlofsky et al. (2007). Such adaptive grid methods
allow the discretization scale to follow the front through the model, however the
front location will always be approximated within the scale of the discretization
used. Such methods are extremely useful but can be computationally expensive and
make coupling to other processes such as thermal, mechanical, reactive chemical
(TMC) more complicated due to the constant alteration in grid size and location.

Interface tracking methods have been developed that apply sophisticated
reconstruction algorithms based on either the ratio of volumes of a fluid in an
element (volume of fluid methods) or the advective velocity of the interface
throughout the modeling regime (level set method). Meakin and Tartakovsky
(2009), with references therein, review these approaches and conclude that there has
actually been very little application of these techniques to multiphase fluid flow in
fractured and porous media. Recent examples of their application include Huang
and Meakin (2008), Huang et al. (2005) and Unverdi and Tryggvason (1992).
Glimm et al. (1999) tracked the front throughout the computational domain using a
grid based interface reconstruction based on information in the grid element and the
information from surrounding elements. Interface tracking methods address the
problem of the location of the front based on the volumetric fluid fluxes into and out
of an element, the understanding that there must be continuity between elements
and assumptions as to the shape of the front.
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McDermott et al. (2011) in turn presented an alternative development of a front
tracking based on a local one-dimensional analytical approximation of the fluid
interface to add information to the model and to predict the location and shape of
the front within the elements. The assumption removes the necessity for adaptive
mesh refinement and the need for further sophisticated reconstruction of the front
surface. The information on the geometry of the front surface under the conditions
given in the element is being predicted by the locally one-dimensional represen-
tation of the front. The method increases the accuracy of the prediction of the front
location, but is still bound by the overall accuracy of the numerical method applied
to determine the primary variables which the analytical solution depends upon.

In the approach, the standard two-phase flow equations described in Chap. 3 are
solved using the IMPES (implicit pressure explicit saturation) formulation (e.g.
Helmig 1997). The saturation equation is formulated in terms of the volume of
replacing fluid in the discretised elements. This volume may either be predicted
using a standard first order approximation, or by using the analytical solution of the
location of the front directly and integrating under this front. The latter approach
works for homogenous conditions, and predicts radial flow better than the standard
numerical methods using full up-winding schemes, however, still requires further
development for heterogeneous conditions.

The unknowns of the wetting phase pressure and the non-wetting phase satu-
ration are solved sequentially using different approaches. For the pressure formu-
lation the Full upwind galerkin (FUG) finite element method is used, providing
maximum mobility and for the solution of the saturation equation we introduce
extra information in the model by including an analytical derivation of the shape
function for the evaluation of the saturation front. The details of the approach and
the numerical implementation are given in McDermott et al. (2011) and are not
repeated here.

The advantage of using an analytical derivation for the location of the saturation
front is that it removes the necessity to refine the mesh in the locality of the
saturation front whilst still maintaining the sharpness of the front without numerical
oscillations. The method, however, still has the requirement that the Courant time
criteria apply for the advective flux of the front (Kolditz 2001), and, as is the case
using a FUG scheme, numerical diffusion is introduced. In addition, the accuracy of
the location of the front prediction is dependent on the accuracy of the numerical
solution of the primary variables.

To demonstrate the use of this hybrid method for the solution of two phase flow
and the prediction of the front, we assume simplistic conditions. First it is assumed
that there is no pressure difference across the liquid–liquid phase boundary, i.e.
capillary pressure effects are negligible. The second assumption is that the solid–
liquid–liquid contact angles have no significant impact on the flow characteristics.
This approximation means that the capillary pressure term Pc is neglected in the
pressure formulation. It needs to be pointed out that at the pore scale it would be
necessary to include these effects, as discussed in detail by Meakin and Tartakovsky
(2009) and references therein. Niessner and Hassanizadeh (2008) in turn examine
the role of fluid–fluid interfaces and the impact they can have, such as hysteresis. At
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the macroscopic scale, given the heterogeneity of geological medium and the
assumption of generally continuous fluid phases, these simplifications can, how-
ever, be considered valid.

For the demonstration example presented in detail in McDermott et al. (2011) we
assume constant density and no deformation. To be able to evaluate the volume of
the replacing fluid, the volume underneath the saturation surface needs to be cal-
culated. Different analytical approximations can be considered for determining the
location of the two phase flow front. Here for the demonstration of the method we
apply the original 1D analytical solution derived by Buckley and Leverett (1941)
for the replacement of one fluid with another in two phase flow.

The Buckley and Leverett solution is one of the simplest for two phase flow
where capillary pressures are not considered to be causing any resistance to flow.
The capillary pressure is, however, included indirectly in terms of allowing residual
trapping by the consideration of a residual saturation for the calculation of the
relative permeability functions below. Buckley and Leverett (1941) used relative
permeabilities described by the functions given below (4.3.11) derived from their
laboratory work.

kr1 ¼ S1 � S1rð Þ2
1� S1r � S1rð Þ2 and kr2 ¼ 1� S1 � S2rð Þ2

1� S1r � S2rð Þ2 ð4:3:11Þ

The Buckley and Leverett analytical solution of the saturation equation consid-
ering fractional flow functions is presented by Thorenz et al. (2002) as being

Dx ¼ � utotal
/

@ 1
1þ kr2l1

l2kr1


 �
@S

Dt ð4:3:12Þ

From this equation it is possible to derive the saturation curve presented in
Fig. (4.7a). The Eq. (4.3.12) has two possible saturations for one location. Using
the equal area solution the actual location of the saturation front is determined by
constructing a shock front whereby “Area 1” is equal to “Area 2” (see Fig. 4.7b).

In Fig. (4.7), the solution of the Buckley and Leverett equation has been nor-
malised against the maximum distance md from the origin for the extension of the
saturation front. Examining (4.3.12) it can be seen that the term utotal

/ Dt is a scaling
term, and for the solution presented in Fig. (4.7) we set this to 1.

This means that it is possible for any combination of flow rates, porosity and
time to be compared with the normalized analytical solution via a scaling factor.
This fact is central to the application of this analytical solution.

The shape of the analytical solution from the origin to the saturation front can be
approximated by a polynomial fitted to match the normalized analytical response
(Fig. 4.7b). Therefore a standard response for the solution assuming constant
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material permeabilities and viscosities within an element may be evaluated by
solving (4.3.12) and applying the appropriate scaling term. Depending on the sat-
uration values of the nodes, the saturation front may be (1) present within the
element, (2) have passed through the element, (3) not have reached the element.
Each of these cases is handled individually and more details can be found in
McDermott et al. (2011). For a detailed description of the comparison between the
simplified 1D analytical solution for two phase flow by Buckley and Leverett
(1941), and the different the FUG schemes see McDermott et al. (2011).

4.3.2.2 Demonstrative Example: Well Injection in a Heterogeneous
Reservoir Rock

The proposed approach by McDermott et al. (2011) is used to simulate injection of
supercritical CO2 into a reservoir layer underlying a caprock. The fluid and material
properties are also given in the above reference and are not repeated here.

The CO2 spreads out laterally from the injection point, and forms channels as a
result of the heterogeneity. This is demonstrated in Fig. 4.8, left, where the front
tracking method can be seen to be providing sub-element scale information on the
location of the saturation front. In Fig. 4.8 we also compare the results of a finite
volume approach utilizing an identical physical model and the method presented by
McDermott et al. (2011), the latter with and without front tracking. In this figure the
front tracking location is presented, then removed for comparison to the finite
volume (FV) approach. We note that the overall shape of the predicted radial flow
patterns is similar, and many features can be cross referenced. The FUG-vT method
predicts the formation of more discrete and higher saturated channels, while the
Finite Volume scheme predicts more distribution in the saturating phase. This is due

Fig. 4.7 a One-dimensional analytical solution for two phase flow and b the two-phase flow
surface is approximated by a polynomial expression (McDermott et al. 2011)
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in part to the differences in the numerical schemes, specifically concerning the
tendency for the finite element approach to ‘blur’ permeability contrasts across
elements as the fluxes are assigned to the nodes by integrating across the elements.
This creates the possibility for channelled pathways that the finite volume approach
would not include.

Strictly speaking the proposed model does not allow capillary trapping to occur,
although the pattern of flow predicted would suggest this. The flow in the system is
driven by the source term representing the well and pressure field developed by the
well. Preferential flow as a consequence of the heterogeneous permeability field
leads to the partial isolation of low permeability blocks within the flow system. This
is exaggerated by the positive feedback caused by the relative permeability func-
tions, i.e. the higher the saturation, the higher the permeability. Should capillary
pressure also be included in the calculation, these low permeability areas would be
even more sealed from the preferential flow channels. For more details of the
practical application of the proposed mixed approach, advantages and disadvan-
tages, see McDermott et al. (2011).

4.3.2.3 Effect of Dissolution on the Evolution of Viscous Fingering

Chuoke et al. (1959) pioneering work provides a theoretical analysis of the onset of
viscous fingering in immiscible displacements in porous media by using the sim-
ilarity between Hele-Shaw and porous media flows and ignoring the zone of partial
saturation or volume concentration of the displacing fluid behind the front (capillary
trapping) . In this type of approach, the existence of a sharp interface between the
immiscible fluids is considered, corresponding to a macro average (representative
elementary volume REV) of the interface at the micro-level between the immiscible
fluids, in contrast with a volume of fluid formulation described in terms of

Fig. 4.8 Comparison of well injection of supercritical CO2 in a heterogeneous reservoir rock.
a FUG with front tracking, b FUG without front tracking and c a finite volume solution
(McDermott et al. 2011)
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saturation index (multiphase flow formulation), where a flow region of overlapping
fluids is considering for 0� Sw � 1 without a specific defined definition of a fluid
interface.

Sharp interface approach requires the definition of different equations of motion
on each side of the interface and the tracking of the interface motion as the flow
progresses, allowing direct consideration of interfacial processes by including them
into the corresponding matching condition at the interface. In the case of a two
dimensional immiscible displacement in a porous medium, fingers of width given

by the characteristic scale w	 k
NCa

� �1=2
found by the Hele–Shaw approximation,

under-predict the experimental observations. This has led to the hypothesis of an
effective surface tension c , larger than the molecular surface tension and function of
the wetting conditions, that varies with the large-scale curvature at the macro-scale
(see Weitz et al. 1987). The use of a modified jump condition in terms of the
effective surface tension is known as Chouke’s boundary condition and the
resulting interface instability analysis is referred to as Hele–Shaw–Chouke theory
(for more details see Homsy 1987). As commented by Homsy, it is not clear how
surface tension acting at the menisci in the pore space can provide a restoring force
proportional to the macroscopic curvature. However, strong experimental evidence
has been reported in the literature with excellent agreement between the experi-
mentally observed characteristic macroscopic length scales and Hele–Shaw–
Chouke predictions, by fitting the value of the effective surface tension. Most of the
works dealing with immiscible displacement have been focused on
two-dimensional cases. However, some works have also addressed the difference
between two- and three-dimensional displacements (Xiaoping et al. 1997).

In the multiphase flow approach presented in the previous section, the variations
in saturation in the overlapping region result in a gradual change of the mobility of
both phases. This type of analysis is closely related to the stability of graded
mobility process, see Gorell and Homsy (1983) and Hickernell and Yortsos (1986),
where depending upon the mobility function a displacement that has an unfa-
vourable viscosity ratio may still be linearly stable, even at infinite capillary
number. Homsy’s (1987), review article presents a very detailed analysis of these
two types of approach, i.e. sharp front (Hele–Shaw–Chouke) and saturation index
(multiphase flow). Besides, in the article he addresses the similarity between
changes of mobility due to variation in saturation during immiscible displacements
and due to changes in concentrations in miscible displacements.

In the sharp interface approach, the effect of capillary trapping of the wetting
fluid (brine) on the evolution of CO2 plume (non-wetting fluid) is not considered,
which results in a local reduction of the difference between the mobility of the two
phases and consequently affects the fingering evolution. Daripa and Pasa (2008)
presented an analysis showing that the slowdown of instabilities due to capillarity is
usually very rapid which makes the flow almost, but not entirely, stable. New sharp
interface formulations and numerical solutions explicit consider the effect of
dynamic wetting by including a nonlinear term in the pressure jump condition due
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to the trailing film left behind by the displaced fluid. Jackson et al. (2015a) used this
type of approach to study the effect of capillary trapping on the nonlinear evolution
of radial viscous fingering in a Hele–Shaw cell and observed that finger interaction
is reduced and finger breaking mechanisms delayed but never fully inhibited, which
allows the primary fingers to advance further into the domain before secondary
fingers are generated, reducing the level of competition.

In this section we will present an analysis of the coupling effect between the
surface dissolution at the interface between two immiscible fluids and the evolution
of viscous fingering in a Hele–Shaw cell (for more details see Power et al. 2013).
Dissolution processes will change the kinematic and dynamic conditions at the fluid
interface of an immiscible displacement and consequently the dynamics of any
interfacial instability. For simplicity in the present numerical solution a single-phase
approximation is considered, this implies that the viscosity of the less viscous fluid
is so small that it may be ignored. In the case of CO2 sequestration, the viscosity of
the CO2 gas can be one or two orders of magnitude smaller than the brine’s
viscosity. Therefore, the type of single-phase formulation presented here only
provides a leading order approximation of the complete asymptotic regular per-
turbation approach in terms of the viscosity ratio of the problem. The reader is
referred to Jackson et al. (2015b) for an extension to a two phase formulation of the
single phase approach presented here, where direct account of the viscos effects of
the injected CO2 and resident brine is considered.

The mathematical modeling of viscous fingering in Hele–Shaw cell is generally
carried out by using a potential model formulation. Hele-Shaw flow takes place
when a viscous fluid moves slowly between two fixed parallel plates, separated by a
thin gap. The mean flow is two-dimensional, and the mean velocity components in
the plane of the cell are related to the mean pressure by Darcy equations ui ¼
�M@p=@xi with M ¼ b2=12l which is a function of the plate gap b and the fluid
viscosity l. For incompressible fluid of constant viscosity the conservation of mass
implies that @2p=@x2i ¼ 0; i.e. the Laplace equation.

The boundary conditions at infinity are those for a growing bubble, i.e. constant
pressure, while the boundary conditions at the fluid interface C are given by the
kinematic and dynamic conditions obtained from the conservation of mass and
momentum across the interface. In the evolution of the moving front, the patterns of
the interfacial fingering are determined by the interface kinematic and dynamic
matching condition. In the present case, the transfer velocity of the dissolved gas
reduces the interface displacement velocity described by the kinematic matching
condition, delaying the evolution of the fingering. On the other hand, the
momentum flux across the interface, due to the CO2 dissolution, modifies the
dynamic matching condition at the interface with possible changes in the fingering
pattern.

The interface matching conditions are obtained by considering the surface
separating the two-phase flow (in reality the two flows are separated by a complex,
narrow transitional layer, which is modeled here as a simple surface, see Edwards
et al. 1991), which is represented here as a material pillbox straddling the moving
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and deforming interface between the two-phases, as shown in Fig. 4.9, where the
pillbox encloses a small fluid volume in contact with the interface having an
internal surface S and an interface surface E. At the pillbox, mass and momentum
conservation are imposed and the corresponding kinematic and dynamic interface
matching condition obtained by taking the limit when the surface S tends to the
interface surface E (see Power at el. (2013) for more details). In contrast to cases
without gas dissolution into the brine, where, as the interface develops fluid does
not cross the interface, in the present case, CO2 crosses the interface by dissolution
to become part of the brine liquid. Under this condition, the sharp interface is
represented as a moving driving surface, i.e. a surface at which density and velocity
are discontinuous and mass and momentum are transferred across it (see Slattery
1999). In our case, the mass and momentum transfer is associated with the interface
due to the dissolution process.

The detailed derivation of the approach is given in Power et al. (2013) and will
not be repeated here. Where due to the dissolution of the CO2 into the brine at the
interface, two new terms are included in the interface matching condition; a mass
transfer term, qgud , in the kinematic condition and a momentum transfer, qgu

2
d , in

the dynamic condition with ud being the dissolution rate velocity.
As previously commented in Sect. 4.3.1, at the fluid interface CO2 will dissolve

into the aqueous phase, where by the difference in density of the developed fluid
mixture and the local brine a convective flow is induced, promoting gravitational
instabilities and the formation of density fingering. According to the conservation of
mass, the descending mixed fluid along the fingers will induce recirculation cells of
brine fluid between the fingers with an associated fluid entrainment into the fingers
from the surrounding brine. The entrained brine reduces the density difference and
the CO2 concentration at the interface diffusive boundary layer, resulting in
enhancement of the dissolution process (convectively-enhanced dissolution) .
Recent experimental and numerical studies by Kneafsey and Pruess (2009) and
Neufeld et al. (2010) (see Sect. 4.3.1) have observed that the convectively-
enhanced dissolution process tends to produce an almost constant dissolution flux
after only a very short time, which will persist for a very long time, i.e. on the scale
of years, corresponding to the constant values in Fig. 4.5, i.e. the horizontal lines in
the figure for each Rayleigh number. Ward et al. (2014a, b), studied the effect of

Fig. 4.9 Definition of pillbox at the fluid interface
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chemical reactions on the convective enhanced dissolution process by considering
that the solute concentration decays via a first-order chemical reaction, restricting
the depth over which solute can penetrate the domain. Their simulations and
analysis suggest that the time-averaged CO2 uptake rate (dissolution flux) follows
the classical scaling, namely being proportional to Ra (Rayleigh number), as
observed in Fig. 4.5. However, the dissolution flux has a strong dependence on Ra.
This provides evidence that the flux is restricted by the boundary layer, and that the
plumes beneath accommodate this constraint. For convenience in this work, we will
consider the CO2 dissolution velocity to have a constant value, found from the
dissolution flux estimates of Kneafsey and Pruess (2009) and Neufeld et al. (2010).

4.3.2.4 B-Spline Boundary Element Formulation
(BEM) and Numerical Scheme

Since the interface between the two fluids experiences large deformations, and the
correct determination of its shape is of foremost importance, the use of boundary
integral representation (potential theory) is an attractive approach to find the
numerical solution of the problem that has been successfully implemented before,
see Degregoria and Schwartz (1986), Tosaka and Sugino (1994), Power (1994) and
Zhao et al. (1995). On the other hand, in an immiscible displacement, surface
tension plays a dominant role in the evolution of the viscous fingers, and so it is
important that the shape of this interface is properly modeled in order that the local
curvature at each interface point may be accurately evaluated. For this reason Power
et al. (2013) employed boundary element formulation (BEM) model employing
uniform cubic B-splines both for the geometry and the field variables is imple-
mented, following Cabral et al. (1990) and Zhao et al. (1995).

In Power et al. (2013), the pressure field is expressed as a source potential
(injection flux) plus a bounded perturbed field.

p ¼ p̂þ Q
2pM

ln
r
ra


 �
ð4:3:13Þ

Therefore a boundary integral representational formula for the perturbed pres-
sure evaluated at the fluid interface can be written in terms of the Laplace funda-
mental solution and corresponding flux, as (see Power and Wrobel 1995):

cðnÞp̂ðnÞ ¼
Z
C

p̂ðvÞq�ðn; vÞdCv �
Z
C

q̂ðvÞp�ðn; vÞdCv þ pc; ð4:3:14Þ
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where cðnÞ ¼ h=2p, h is the internal angle subtended at the source point n, p�ðn; vÞ
is the fundamental solution to the Laplace equation, q�ðn; vÞ and qðnÞ are the
normal derivatives of p� n; vð Þ and p nð Þ; respectively. Here, pc; is a constant value
accounting for the no-flux condition of p̂ across the fluid interface C; i.e.Z

C

q̂ðvÞdCv ¼ 0 ð4:3:15Þ

By discretization of the surface boundary using standard boundary element
approach, the above integral representation formula is converted in a linear matrix
system of equation. In the discretization of the boundary C into N elements, the
coordinates of each boundary point as well as the surface pressure and its normal
derivative are described using B-splines functions. The local curvature at each point
is evaluated using a fourth-order Lagrangian polynomial to minimize possible
numerical oscillations. The unknown value of the interface pressure normal
derivative, q̂ is obtained after substituting the dynamic interface matching condition
into the resulting matrix system. The value of q̂ obtained is then substituted into the
kinematic condition to find the interface displacement velocity for a given disso-
lution mass flux qgud . In order to move the internal surface in time, a simple Euler
approximation is used in integrating the surface normal displacement equation
ds
dt ¼ Vn , with Vn as the normal interface surface velocity.

The proposed B-spline BEM numerical scheme was verified by comparison its
results with the evolution of the six tongues radial finger, without surface disso-
lution, studied experimentally by Paterson (1981), and numerically by Howison
(1986) and Power (1994). The numerical results obtained for the fingering evolu-
tion, with the corresponding tip splitting, showed excellent agreement with previous
numerical and experimental results, as well as analytical estimation of the finger’s
tip time evolution before the first splitting, showing asymptotical scale of x	At0:6

(Almgren et al. 1993), for more details see Power et al. (2013).
The effect of dissolution is to erode the surface of the growing gas bubble. The

effect is most pronounced in regions where the flow component normal to the
bubble surface is small; most notably at the finger bases, where a stagnation point
exists. Dissolution therefore works to thin the base of viscous fingers, eventually
leading to their breaking at the base. These broken fingers move outwards due to
convective forces in the surrounding fluid, and slowly normalise towards a circular
shape due to the effect of surface tension, viscous sintering. With no further access
to injected gas, the shed bubbles will eventually dissolve into the liquid. Power
et al. (2013) reported a series of numerical examples showing the dissolution-driven
breaking of viscous fingers.
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We model the displacement of the brine of mobility M ¼ 5� 10�5 m3 h/kg and
density pl ¼ 1:2� 103 kg/m3 by the CO2 gas of lower mobility injected at a
constant flux rate Q ¼ 0:5 m3/h. As previously reported by Kneafsey and Pruess
(2009), in the case of CO2-brine convectively enhances dissolution, a constant
dissolution flux of the gas into the liquid is expected, here we used a constant rate
R ¼ qgud ¼ 3:6� 10�3 kg/(m2 h). Besides, according to Hele–Shaw–Chouke
formulation, used in our simulations, an effective surface tension larger than the
molecular surface tension needs to be considered in order to approximate the
corresponding fingering evolution. The molecular surface tension of an open
CO2−brine interface varies due to temperature and pressure, but is of the order 0.02
to 0.07 kg m s−2; see Bachu and Bennion (2009), here we used an effective surface
tension c ¼ 0:25 kg m s−2. Figure 4.10a shows the obtained fingers evolution for
the above set of values corresponding to a CO2-brine immiscible displacement
when an initial irregular disturbance defined by r ¼ r0 cosðð3= ffiffiffi

p
p Þh3=2Þ is imposed

where r is the radial distance from the origin.
As expected, a number of irregular fingering features are generated where it can

be observed that the finger bases remain stationary, and fingers bifurcate when they
grow to be sufficiently wide. Note that of the nine initial crests, only the fingers
resulting three widest crests bifurcate immediately; the remaining fingers must grow
and spread before the critical length scale is reached. Here the thinning of fingers
due to the effect of dissolution is clearly visible at the bases, especially at the base of
the higher-frequency disturbances.

(a) (b)

Fig. 4.10 a Fingering evolution before breaking, b fingering breaking (t = 22 h) by dissolution
effect

4 Mathematical Modeling: Approaches for Model Solution 167



The thinning of fingers at the base leads to breaking of the first finger at
t = 22.0 h. These broken fingers rapidly re-grow towards the shed bubbles which
will be split by the growing finger, further increasing the long-term rate of
dissolution.

4.4 Example Case Studies

Auli Niemi, Zhibing Yang, Dorothee Rebscher, Bruno Figueiredo,
Victor Vilarrasa, Jan Lennard Wolf and Franz May

In this chapter short example case studies are presented concerning modeling of real
or proposed CO2 injection sites. We start by exemplifying modeling of large scale
storage sites by various methods and then proceed to examples addressing mod-
eling of coupled hydro-chemical and hydro-mechanical processes.

4.4.1 Modeling of Large Scale Systems

Auli Niemi and Zhibing Yang

Predictions concerning the performance of large scale CO2 storage systems involve,
among other things, (1) estimating the induced pressure increase from the injection,
to assure that it does not exceed the maximum allowed pressure tolerated by the
formation and (2) estimating the CO2 migration, to assure that the injected CO2

does not get transported beyond allowable limits. When making such predictions, a
number of uncertainties exist, ranging from uncertainties from data availability to
the uncertainties arising from the use of different models and their underlying
assumptions. To avoid errors arising from the use of specific models, Yang et al.
(2015) and Tian et al. (2016) developed an approach to use a set of models of
increasing complexity for modeling large scale sites and their performance in the
long term. Yang et al. (2015) addressed the Dalders Monocline formation in the
Baltic Sea, which site under the assumptions and injection scenarios tested showed
to be pressure limited. Tian et al. (2016) in turn modeled the South Scania, Sweden,
site, which under the investigated conditions and injection configurations was found
to be migration limited.

The benefit of using models of increased complexity and accuracy is twofold.
First, the use of several models obviously increases the level of confidence to model
predictions, if several models with different simplifications and assumptions give
similar results. Second, the use of models of increasing complexity can be useful
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when the simpler models are used to obtain first order-of-magnitude estimates and
their results then used to guide the model scenarios for the more complex and
computationally demanding models.

To exemplify, Yang et al. (2015) used the semi-analytical approach by Mathias
et al. (2011) (see Sect. 4.1.3) to get the first estimates of the maximum allowed
injection rate not to exceed the maximum allowed pressure and to carry out
parameter sensitivity studies concerning the impact of variations in layer thickness,
permeability, boundary conditions, etc. An example of the effect of permeability
and distance to no-flow boundary (representing an impermeable fault) on pressure
increase induced by a given injection rate is shown in Fig. 4.11. The next step was
to use a more complicated but still somewhat simplified numerical model based on
the vertical equilibrium assumption (e.g. Gasda et al. 2009, see also Sect. 4.1.2).
This model, while still having simplifications in comparison to a ‘full physics’
high-fidelity model (Sect. 4.1.1), can give estimates of plume spreading, along with
the information on pressure increase. The results from this model were then used to
guide selecting the most detailed scenarios for the high-fidelity ‘full-physics’
modeling, carried out with the massively parallel TOUGH-MP simulator.
Figure 4.12 shows example results of pressure plume evolution and spreading of
the plume as simulated with the two models. Firstly, it can be seen that similar
trends are observed in the results from the two models, regardless of the differences
in their underlying assumptions. Secondly, it can be seen that the extent of the
domain of the increased pressure is far more extensive than that of the CO2 plume.
For more discussions concerning the case study, the reader is referred to Yang et al.
(2015) and for another example for a fundamentally different system to Tian et al.
(2016).
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Fig. 4.11 Sensitivity of pressure increase to the permeability of the formation based on the
preliminary simulations with a semi-analytical model. The distance from the injection well to the
boundary is 5 km (left panel) and 25 m (right panel). The dashed line indicates the maximum
allowed pressure increase (Yang et al. 2015)
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4.4.2 Modeling of Coupled Hydro-Geochemical Processes

Dorothee Rebscher, Jan Lennard Wolf and Franz May

Prominent computational tools for geochemical reaction modeling include
CrunchFlow (Steefel 2009), Geochemist’s Workbench (Bethke and Yeakel 2014),
HST3D (Kipp 1997), together with PHREEQC forming PHAST (Parkhurst et al.
2010), HYTEC (van der Lee et al. 2003), HYDROGEOCHEM (Yeh and Tsai
2013), ORCHESTRA (Meeussen 2003), OpenGeoSys (Kolditz et al. 2012a)
together with external geochemical solvers like IPHREEQC, open-source
PFLOTRAN (Hammond et al. 2007; Lichtner et al. 2015), STOMP (White et al.
2012) with the reactive transport package ECKEChem (White and McGrail 2005),
TOUGHREACT (Xu et al. 2014; Wei et al. 2015), and their derivatives or
enhanced versions. Overviews of the capabilities of reactive transport codes in the
subsurface are provided e.g. by Steefel et al. (2015), Zhang et al. (2012). Over the
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Fig. 4.12 Simulated overpressure distribution in percentage of the initial pressure (upper panels)
as calculated with the VE model (left) and 3D TOUGH/MP (right) along with the simulated plume
extent as expressed as depth averaged saturation distribution at 50 years after the start of injection
(lower panels) with VE model (left) and TOUGH/MP (right). The injection rate is 0.5, 0.5 and
0.2 Mt/year from the three wells (Yang et al. 2015)
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years, numerous program testing, benchmark tests, as well as case studies have
been performed for a wide range of coupled THMC processes (MacQuarrie and
Mayer 2005; Kolditz et al. 2012b, 2015). In recent years, increased attention has
been paid to the subject of CO2 storage in deep saline sandstone reservoirs and the
associated geochemical reactions (e.g. Balashov et al. 2013).

In the following, we will present an example of coupled hydro-geochemical
modeling to investigate the geochemical effects in a proposed small scale CO2

injection experiment at the pilot injection site Heletz, Israel (Niemi et al. 2016),
where an impurity gas (in this case SO2) is included in the injected gas stream. In
the case of impurity gases, the geochemical effects are of particular interest.

In general, the scope of such simulations is to enhance the understanding of flow
and transport of impure CO2 and brine, and to investigate the induced chemical
reactions and associated changes in the reservoir, such as porosity, permeability, pH
value, and mineral composition. Coupling of transport and chemistry provides
insights into their interdependency and helps to test the design, including inhibiting
the release of noxious H2S to the surface, which may be caused by SO2 dispro-
portionation reactions in a CO2–SO2–H2O mixture. Special attention should be
given to potential impacts on groundwater. Decrease in pH values due to the entry
of CO2 and/or SO2 into an aquatic solution and resulting changes of geochemical
equilibriums can be expected, e.g. added stress on the environment caused by this
acidification. Some geochemical conversions are certainly expected, for instance
the formation of solid carbonate ensuring mineral trapping of CO2, as a result of
CO2 dissolved in water reacting with the reservoir rock. Other implications caused
by chemical reactions are also of concern, like the release of contaminants, mainly
metals, during chemical reactions. These effects have to be considered
site-specifically in risk assessments, preventive actions, and remediation plans.

TOUGHREACT (Xu et al. 2006) code and its parallel version V3.0-OMP is
used for the modeling of the example case study. The multi-component, multiphase
flow in the porous media is first calculated by the general-purpose numerical
simulation program TOUGH2. This code simulates fluid flow in liquid and gaseous
phases, and the transitions between the phases, occurring under pressure, viscous,
and gravity forces according to Darcy’s law (Pruess et al. 1999). As an equation of
state module, the fluid property model ECO2N is used, which was especially
developed for geological sequestration of CO2 in saline aquifers, handling both
aqueous and CO2-rich phases (Pruess 2005). Thermodynamic and thermo-physical
properties of H2O–NaCl–CO2 mixtures are given for appropriate temperature,
pressure, and salinity ranges, i.e. 10 °C � T � 110 °C, P � 60 MPa, and
salinity up to full halite saturation, thus covering the conditions of the storage
reservoir at Heletz with a temperature of 66 °C, a pressure of 14.7 MPa, and a
salinity of 0.055 (Niemi et al. 2016). Part of the TOUGH suite of codes is the
TOUGHREACT code, a reactive fluid flow and geochemical transport simulator for
investigating reactive chemistry in both aqueous and gaseous phases (Xu et al.
2006). The code is well established, successfully applied in numerous case studies
and various code comparison studies, e.g. Steefel et al. (2015). The parallel version
TOUGHREACT V3.0-OMP provides the option of including SO2 as a trace gas,
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where SO2 does not have to be injected as SO2 dissolved in an additional saline
fluid phase with the composition of the native brine. The latter more auxiliary
method is often applied while using geochemical transport models, including the
previous versions of TOUGHREACT.

At the Heletz pilot site (Niemi et al. 2016) a push-pull experiment with impurity
gases is planned to be carried out. This is a typical example where complex coupled
hydro-geochemical effects can be expected. The site geology, presented in detail in
(Niemi et al. 2016), consists of sandstone reservoir layers with a cumulative
thickness of approximately 20 m, located at depths of about 1650 m. Details of the
modeling are explained in (Rebscher et al. 2015, 2014; Wolf et al., in press) and
only some example results are presented here.

A basic 2D radial symmetric model on a field scale was constructed with a total
of 3700 cells, representing three sandstone layers, adjacent by two shale layers. In
the vertical, each of these five layers is portrayed by 3, 3, 9, 8, and 20 cells,
respectively, their heights ranging layer dependent from about 0.36–1.4 m, with a
cumulative height of 18 m. An incremental value of 1.06 for the horizontal grid
sizes gives a higher discretization close to the injection well to obtain improved
accuracy, resulting in horizontal cell sizes from 0.18 to 57 m with increasing dis-
tance to the well, covering 4000 m in total. Material parameters are based on Niemi
et al. (2016) with permeabilities of about 10−13 and 10−15 m2 for the sandstone and
shale layers, respectively. Porosities vary from 10 to 20 %. The initial mineral
composition of the sandstone is taken as follows: quartz is the prominent primary
mineral with a volume fraction of almost 70 %. The primary carbonate of interest is
calcite CaCO3 with 3.7 %, secondary carbonates are ankerite, e.g. CaFe(CO3)2,
dolomite CaMg(CO3)2, and siderite FeCO3. Further primary minerals are orthoclase
KAlSi3O8 and albite NaAlSi3O8 with 12 and 2.5 % and the clay minerals illite, e.g.
K0.85Al2.85Si3.15O10(OH)2, kaolinite Al2Si2O5(OH)4, and chlorite (Mg, Fe)3(Si,
Al)4O10, with 38.8, 32, and 14 % respectively. A secondary feldspar is anorthite Ca
(Al2Si2)O8.

The simulated injection scenario represents a potential schedule for injecting the
binary mixture CO2 to SO2 in relation of 97 % to 3 %. The injection phase with a
rate of approximately 0.28 kg/s for the first 100 h is followed by a relaxation phase
of 144 h. During a shorter second injection phase, CO2 saturated water is injected at
a rate of 1 kg/s. All three phases together last 330 h, i.e. about 2 weeks. In the
model, the injection occurs within the bottom cell of the sandstone layer A, located
in the lower left corner of Fig. 4.13.

Both plots in this figure illustrate the situation after the recovery phase, i.e. after
244 h. It is evident that the area affected by the push–pull experiment is restricted to
the vicinity of the injection point. As expected, the injection of the CO2 to SO2

mixture affects a strong decrease in pH value. Dissolving all the carbonate results
with these initial mineral conditions in a slight decrease of porosity within a spatial
range of about 3 m, because the precipitation of anhydrite features a higher molar
volume compared to the one of dissolving calcite. Here, the impurity SO2
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preferentially dissolves into the aqueous phase due the higher solubility compared
to CO2. The higher aqueous SO2 concentration and subsequently the higher reac-
tivity zone is therefore constrained within the lower sandstone layer A, i.e. the
lowest 7 m in Fig. 4.13. The resulting depleted supercritical CO2 phase on the other
hand reaches horizontal distances of about 15 and 10 m in the vertical, as can be
seen in the spatial distributions of gas saturation Sg and pH value in Fig. 4.13. The
carbonate dissolution induced by the decrease in pH value changes the porosity.
Depending on the initial mineral composition of the rock, especially on the initial
content of calcium in the minerals calcite (CaCO3) and ankerite (CaFe(CO3)2),
either a net increase or a net decrease in porosity, and hence in permeability, occurs
(Wolf et al. in press).

4.4.3 Modeling of Coupled Hydro-Mechanical Systems

Bruno Figueiredo, Victor Vilarrasa and Auli Niemi

Pioneering work on modeling coupled hydro-mechanical (HM) processes has
been carried out by e.g. Rutqvist and co-workers, including development of the
TOUGH-FLAC code (Rutqvist 2011) that can handle such coupling. Examples of
coupled hydro-mechanical modeling in CO2 injection related applications include
Rutqvist and Tsang (2002), Cappa and Rutqvist (2011, 2012), Castelletto et al.
(2013), Goodarzi et al. (2015), Streit and Hillis (2004), Verdon et al. (2011),
Vidal-Gilbert et al. (2010) and Vilarrasa et al. (2010b). As described in detail in
Rutqvist (2011) in TOUGH-FLAC two established codes, namely TOUGH2
(Pruess et al. 1999) and FLAC 3D (Itasca 2012) that are linked to address the
coupled hydro-mechanical processes for multiphase flow systems. TOUGH2 is
used for solving multiphase flow and heat transport equations, and FLAC3D is used
for solving geo-mechanical stress–strain equations. There are several other codes

Fig. 4.13 Spatial distribution of CO2 gas saturation (left) and Ph value (right) after the injection
of 105 kg CO2 to SO2 in relation of 97 % to 3 % within 100 h, followed by a relaxation phase of
144 h; the diagrams show the whole vertical extent of 18 m of the five layer model, but only 20 m
around the injection site in the horizontal direction (Rebscher et al. 2014)
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that can address the coupled hydro-mechanical problem as well, including some
tailored towards two-phase/multiphase flow problems. A comprehensive recent
overview is also given in Rutqvist (2011, 2012) and will not be repeated here.

In terms of geological storage of CO2, the major hydro-mechanical
(HM) concerns calling for coupled HM modeling are maintaining caprock integ-
rity to avoid CO2 leakage (Vilarrasa et al. 2010b; Rutqvist et al. 2007), fault
reactivation due to shear failure (Cappa and Rutqvist 2011; Rinaldi et al. 2015), and
potential induced seismicity and fluid leakage (Vilarrasa and Carrera 2015a, b;
Zoback and Gorelick 2012, 2015; Juanes et al. 2012; Rutqvist et al. 2007; Rutqvist
and Tsang 2005; Hawkes et al. 2004).

In the following we will exemplify, following Figueiredo et al. (2015), the
coupled HM modeling through a case study for potential fault reactivation due to
CO2 injection. The study site is Heletz site in Israel (Niemi et al. 2016), which is a
test site for scientific CO2 injection field experiments. The potential reservoir for
CO2 injection consists of three high-permeability sandstone layers, named K, W
and A, separated by impermeable shale layers and overlain by a thick caprock. The
confinement formations, located above the caprock and below the dolomite layer,
are constituted essentially by limestone. The storage formation is intersected by two
pre-existing sub-vertical normal faults (F1 and F2) on two opposite sides of the
injection point.

A 5 km � 2.5 km vertical cross section with 1 m thickness was developed
within the framework of TOUGH-FLAC code (Fig. 4.14). The mesh constitutes of
15,000 elements with refined elements close to the faults and storage formations.
An injection rate for storage of 10 kg/s—which is more than ten times the injection
rate used in the field experiments, to exaggerate the effect—was used in the
simulations.

The difference in the results obtained by considering the actual three-layer
storage formation in comparison to an equivalent single-layer formation is ana-
lyzed. No fault reactivation was observed in either case. It was also found that for
the two cases the pore pressure evolution is similar, but the differences in the
evolution of CO2 saturation are significant, the latter being attributed to the dif-
ferences in CO2 spreading in a single versus three-layer storage layers. Fault slip
displacement and changes in permeability were found not to be significant as the
plastic shear strains mainly occur in a fault section that is only about 10 m in length,
corresponding to the thickness of the storage formation.

Three key parameters were identified as important for the fault zone hydrome-
chanics in association with CO2 injection and storage: the offset of the storage
layers across faults, the permeability of the confining formations and the thickness
of the storage formation. The first key parameter was found to lead to an increase in
CO2 leakage through the caprock (Fig. 4.15). The second and third key parameters
were found to have a direct relation with the length of the fault section reactivated
by shear failure.
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Another example is the coupled thermo-hydro-mechanical (THM) modeling
concerning liquid CO2 injection presented in details in (Vilarrasa et al. 2013b,
2014). Most studies consider isothermal conditions. However, in general, CO2 will
reach the storage formation at a lower temperature than that corresponding to the
geothermal gradient, especially at high flow rates (Paterson et al. 2008). A clear
example of this can be found at e.g. In Salah, Algeria, where, even though CO2 is
injected at 35 °C at the surface, it reaches the storage formation at 50 °C (45 °C
colder than the reservoir) (Bissell et al. 2011). Vilarrasa et al. (2013b) used

Fig. 4.14 Model mesh for the coupled simulations of CO2 injection and faults slip (above) and a
detail of the three-layer storage formation (the vertical scale has been expanded to display the
storage details) (below) (Figueiredo et al. 2015)
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CODE_BRIGHT code for modeling the non-isothermal injection of 1 Mt/year of
CO2 at 20 °C in a reservoir with a mean temperature of 56 °C, to simulate liquid
(cold and dense) CO2 injection. Their simulation was coupled to mechanical
deformation to address thermal stresses induced by the cold injection. Once liquid
CO2 enters into the reservoir, it heats up until thermal equilibrium with the
geothermal gradient is reached, so that CO2 evolves to supercritical conditions as it
flows away from the well. As a result, the cold CO2 region advances much behind
the CO2 plume interface. CO2 remains in liquid conditions within the cold region,
leading to a significantly higher density (around 900 kg/m3) compared with the rest
of the CO2 plume (around 650 kg/m3), where CO2 stays in a supercritical state.
This density difference affects overpressure as the denser fluid displaces a smaller
amount of brine, thus inducing a slightly lower overpressure.

This lower overpressure is beneficial to maintain the geomechanical stability of
the caprock and faults. However, cooling induces a thermal stress reduction that
may lead to failure conditions (Gor et al. 2013). This thermal stress reduction is
likely to induce shear failure conditions in the reservoir, which could explain part of
the microseismic events detected at In Salah (Vilarrasa et al. 2015), or even the
formation of hydraulic fractures in stiff reservoirs (Goodarzi et al. 2012).
Nevertheless, the thermal stress reduction causes a stress redistribution around the
cooled region leading to an increase of the horizontal stresses in the lower part of
the caprock (Vilarrasa et al. 2013b). This stress redistribution tightens the caprock,

CO2 injection

Fault F1 Fault F2

Limit of the caprock

Fault F1 Fault F2

Limit of the caprock

CO2 injection

d=0 m

d=50 m

Fig. 4.15 CO2 saturation (in %) obtained after 5 years of CO2 injection with consideration of an
offset d = 0 m (above) and 50 m (below) of the layers across the fault F2 (Figueiredo et al. 2015)
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reducing the risk of CO2 leakage across it. Thus, the thermal stress reduction
induced by cooling should not be feared, but care should be taken to avoid inducing
excessive microseismicity.
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Chapter 5
Upscaling and Scale Effects

Marco Dentz, Jesus Carrera and Juan Hidalgo

Abstract Chapters 3 and 4 address themathematical and numerical modeling of CO2

geological storage. This chapter, in turn, focuses on a specific important aspect of
modeling, namely that of scale effects and upscaling. The geological systems are
heterogeneous, with heterogeneity occurring at various scales. This gives rise to what
is commonly named the “scale effect”. Certain process are critical at the scale of pores,
while some of the effects of CO2 injection may have an effect and need to be modeled
at the scale of tens and even hundreds of kilometers. Furthermore, various processes
may be important at different scales. This requires understanding and methods of
linking processes over a span of the scales. This is the topic of the current chapter.

5.1 Scale Effects

The basic issue with upscaling may be illustrated with an example from (Bronstert
et al. 2005). Watching a movie of boats in the ocean, alert spectators immediately and
intuitively identify whether the boats were filmed in a pool or in the actual ocean. Pool
waves may look as large as ocean ones, but they never look as foamy. The reason is
that surface tension, which is an important force for small water bodies, becomes
negligible when compared the inertial forces of true ocean waves. While it is evident
that dominant processes may change with scale, the conventional continuum
mechanics approach does not acknowledge it. The continuum mechanics approach is
sound as long as the main processes remain unaltered. However, one of the points of
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this chapter is that such is rarely, if ever, the case for the processes involved in
geological CO2 storage. Variability is important not only because of the associated
uncertainty, but also because large-scale behaviour of a spatially variable phe-
nomenon may be significantly different from the small-scale behaviour. This means,
changes in scale may (1) lead to changes in the effective parameters, (2) cause new
processes to emerge, which often will imply (3) that the governing equations need to
be changed. The term scale effect refers to any of these changes. Upscaling is a general
term that refers to the procedures to derive these changes (in parameters, relevant
processes, or governing equations) assuming that parameters, processes, and gov-
erning equations are known at a small scale. This chapter is motivated by the
recognition that spatial and temporal variability is (1) very important, and (2) im-
possible to describe in detail. Therefore, scale effects should be expected in general.

Processes involved in CO2 storage include: single and multiphase flow, solute
transport, energy transport, chemical reactions and mechanical deformations. All of
them suffer from scale effects. Single phase flow is governed by the flow equation,
which basically entails fluid mass and momentum conservation. The latter is
expressed by Darcy’s law, whose only parameter is hydraulic conductivity. While
the flow equation is broadly accepted, it is also well known that hydraulic con-
ductivity displays significant scale effects, that is, its representative value grows
with the size of the problem (Renard and de Marsily 1997; Sanchez-Vila et al.
2006). This implies that the hydraulic conductivity measured at one scale need not
be equal to those described at a different, larger scale. Since measurements are often
made at small scales (e.g., cm or m), whereas flow may be need at much larger (e.g.,
102−103 m) scales, it is clear that upscaling is important.

The situation is more complex for transport. Traditionally continuum scale
transport through homogeneous media has been represented by the equation
(ADE) (Bear 1972):

u
@cðx; tÞ

@t
þ q � rcðx; tÞ � Dr2cðx; tÞ ¼ 0; ð5:1:1Þ

where u is porosity, cðx; tÞ represents the magnitude being transported per unit
volume of fluid (e.g., concentration), q is the mean flux and D is the diffusion
(dispersion) coefficient, which represents mixing caused by Brownian motion (or by
fluctuations of the pore-scale fluid velocity around its mean).

Observed chemical transport in heterogeneous media does not behave as implied
by (5.1.1) (Adams and Gelhar 1992; Berkowitz and Scher 1997; Carrera 1993;
Kapoor et al. 1997; Neuman and Zhang 1990; Salamon et al. 2006; Steefel et al.
2005). For one thing both apparent dispersivity (Gelhar et al. 1992; Lallemand-Barres
and Peaudecerf 1978) and porosity (Guimerà and Carrera 2000) Pdisplay marked
scale effects. Dispersivity grows (almost) linearly with the scale of the problem,
whereas porosity in fractured media grows with residence time. Differences are not
restricted to transport parameters. Field observations differ frommodel predictions. It
is therefore clear that the ADE is not adequate for simulating transport. A number of
alternatives have been proposed in recent years. They will be discussed in Sect. 5.3.
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However, the driving force in the most recent developments has been reactive
transport. When dealing with reactive transport, it is convenient to distinguish
between fast reactions, which tend to proceed in equilibrium, and slow reactions,
whose rate depends on the distance to equilibrium, as quantified by saturation.

Rezaei et al. (2005) showed that the actual rate of equilibrium reactions in porous
media is controlled by mixing. The interplay between transport and chemistry is non
trivial. Specifically, performing geochemical calculations is needed, but does not
suffice to predict where equilibrium reactions will take place, what will be their rate,
or under which conditions will this rate be maximum. These outcomes are controlled
by mixing. In fact, shortly thereafter, De Simoni et al. (2005) found a relatively
simple expression to quantify mixing for Fickian dispersion. A result from these and
many other works is that proper representation of reactive transport requires a proper
representation of mixing. The large-scale ADE equates spreading and mixing in
form of macrodispersion coefficients. While for a fluid at rest, or a hypothetical
homogeneous porous medium, a diffusion or dispersion coefficient is an operational
concept to quantify solute mixing, this is very different for transport in heteroge-
neous flow fields, as illustrated in Fig. 5.1. At practically relevant times, the
macrodispersion concept quantifies the extension of the plume as opposed to the
volume that is occupied by the solute as a consequence of mixing (Dentz et al. 2000;
Kitanidis 1994). Thus, the ADE parameterized by a (temporally evolving)
macrodispersion coefficient quantifies rather the extension of the plume than mixing,
and is therefore not suited for the quantification of reactive transport.

One might argue that slow reactions, whose rate is controlled by local chemistry,
should not suffer from scale effects. As it turns out, kinetic reaction rates observed
in the field are much slower than what might be expected from laboratory mea-
surements (White and Peterson 1990). This implies that local concentrations are not
well represented in the ADE either (Lichtner and Kang 2007). In fact, most of the

Fig. 5.1 Mixing refers to the rate at which different waters blend together. As such, it is controlled
by local gradients and tends to destroy local irregularities in concentration. Spreading, on the other
hand, tends to increase the extent of the plume or the overall width of an advancing front. They are
linked, because irregular spreading tends to generate gradients perpendicular to the flow direction,
but they are different concepts. Yet, both are equated in the ADE
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alternatives to the ADE discussed in this chapter adopt non local formalisms. That
is, transport processes at one point in space and time depend not only on the
concentration field at that point, but also on its spatial variability far away and on its
time history.

We find similar scale effects in for the description of multiphase in heteroge-
neous porous media. This may manifest on one hand, in scale effects in effective
flow parameters such as intrinsic hydraulic conductivity, or scale effects in con-
stitutive relationships such as capillary pressure saturation relations and relative
permeability (Yang et al. 2013). On the other hand, heterogeneity effects the
spreading of a displacement in a way similar as observed in the case of the miscible
displacement of one fluid by the other, which can be described by the single phase
flow macrodispersion coefficient described above. For two-phase flow the phe-
nomenon is analogous (Langlo and Espedal 1994; Neuweiler et al. 2003; Bolster
et al. 2009). Remarkably, for two-phase flow, this gives rise to a macrodispersive
flux in the saturation equations for the two fluids. For highly heterogeneous porous
media, one observes similar fluid retention phenomena as for solute transport in
multicontinuum media (Di Donato et al. 2007; Geiger et al. 2013).

In all these applications, scale effects are caused by the interaction of spatial
heterogeneity and the small scale flow and transport processes, which can be seen
as collective phenomena that may be described by effective parameters, or require
the constitution of flow and transport equations that are different from the ones on
the local scale. In the following, we gives an description of various efforts to
approach the upscaling problem, and quantify large scale flow and transport in
heterogeneous porous formations. This description needs to be necessarily
incomplete due to the vast amount of literature that has been dedicated to this
important topic in the last 50 years.

5.2 Single Phase Flow

The following sections describe the upscaling of porous media flow from the pore
to Darcy scale, and from the Darcy to the field scale.

5.2.1 Pore to Darcy Scale

On the pore scale, the medium is composed of void space that is available to the
fluid and a solid phase that here is assume to be impermeable. Figure 5.2 shows a
X-ray microtomography cross section of the heterogeneous pore-structure of a pure
calcite limestone.

In the following, we briefly introduce into the description of single phase flow on
this scale, and its upscaling to the continuum or Darcy scale, which is assumed to be
much larger than a typical pore length scale.
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The pore space available for fluid flow is denoted by Xf , the solid space by Xs.
Their boundaries are denoted by @Xf and @Xs. The space occupied by the bulk of
the porous medium is denoted by X ¼ Xf [Xs. The solid grains are assumed to be
impermeable. Flow in the pore space is governed by the Navier-Stokes equation

qf
@vðx; tÞ

@t
þ vðx; tÞ � rvðx; tÞ ¼ lr2vðx; tÞ � rpðx; tÞþ qf g; ð5:2:1Þ

where qf is the fluid density, vðx; tÞ is the fluid velocity, l is dynamic viscosity,
pðx; tÞ is fluid pressure and g is the gravity acceleration. The first two terms on the
left describe fluid acceleration, the first two terms on the right quantify the action of
shear and stress on a fluid volume in terms of pressure (stress) and viscosity (shear),
the last term quantifies body forces, which here is only the action of gravity.

Flow can be characterized by the dimensionless Reynolds number Re ¼ ‘vc=m
with ‘ a characteristic pore length scale, vc a characteristic flow rate, and m ¼ l=q
kinematic viscosity. The Reynolds number compares fluid inertia (‘vc) to vicous
resistance (m). We assume that the fluid density is constant, which means that we
focus on isothermal flow that is not affected by solute transport. Furthermore, for
Re ¼ 1 as is typically the case for porous media flows, inertia effects can be
disregarded and thus, the Navier-Stokes equation simplifies to the Stokes equation

qf
@vðx; tÞ

@t
¼ lr2vðxÞ � rpðxÞþ qf g; ð5:2:2Þ

Fig. 5.2 X-ray microtomography cross section of a pure calcite limestone imaged at different
resolutions. Left porosity map (diameter 1 cm; resolution 5 lm). Right processed image
(600� 600 lm, resolution 1 lm) showing the mobile domain (in white) and the micro-porosity
distribution in the immobile domain formed by clusters of distinctly different size (grey scale).
Zones in black are areas unconnected with the immobile domain (porosity lower than the
percolation threshold, see also (Gouze et al. 2008)
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where vðxÞ is the pore velocity, l is the fluid viscosity and pðxÞ the fluid pressure,
qf is the fluid density and g is gravity acceleration. Since we assume that the fluid
density is constant in time and space, fluid mass conservation implies r � vðxÞ ¼ 0.

There are a series of approaches to solve the pore scale flow problem including
Lattice-Boltzmann (Acharya et al. 2007; Kang et al. 2006; Willingham et al. 2008),
smoothed particle hydrodynamics (Tartakovsky et al. 2007, 2009), computational
fluid dynamics and pore network modeling (Li et al. 2006; Meile and Tuncay
2006), see also the recent review by Meakin and Tartakovsky (2009). In general
these methods are computationally very costly and therefore often limited to rela-
tively small flow domains or relatively simple pore geometries. If we are interested
in the global fluxes, it is not necessary to know all the small scale details of the
fluctuations of vðx; tÞ, but sufficient to determine the average fluid flow in a rep-
resentative elementary volume (REV) Vr of the medium,

qðx; tÞ ¼ 1
Vr

Z
Vr

drvðxþ r; tÞ: ð5:2:3Þ

In order to illustrate the concept of the representative elementary volume, we
consider the definition of porosity as done in the textbook by Bear (1972). Thus, we
consider the volume of void space in a radius ‘ about a point x,

Vf ðx; ‘Þ ¼
Z

Vð‘Þ

drIðxþ r 2 Xf Þ; ð5:2:4Þ

where the indicator function Iðr 2 Xf Þ is 1 if the statement in its argument is true
and 0 else, Vð‘Þ is the bulk volume on the scale ‘. The ratio Vf ð‘Þ=Vð‘Þ fluctuates
on a scale of the order of the pore diameter for small ‘, where voids and grain are
clearly distinguishable. For increasing scale ‘, i.e., for ‘ larger than the character-
istic pore size, this ratio converges to the constant volumetric porosity. The scale ‘r
at which this transition happens defines the representative elementary volume
Vr ¼ Vð‘rÞ. Notice that this concept requires that the pore space can be charac-
terized by a characterstic length scale. This concept does not apply for media
characterized by fractal pore size distributions because of the lack of a characteristic
pore size.

The Stokes equation (5.2.2) can be upscaled, or averaged using the methods of
Homogenization and volume averaging (Bear 1972; Hornung 1997; Whitaker
1986) for example. The average flow velocity qðx; tÞ then satisfies the equation (e.g.
Bear 1972)

qðx; tÞþ qfk
ul

@qðx; tÞ
@t

� l2k
l

rqðx; tÞ ¼ � qf gk
l

rhðx; tÞ; ð5:2:5Þ
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where the permeability tensor k reflects the medium geometry and composition, le

is an effective viscosity. The hydraulic head is defined by hðx; tÞ ¼ pðx; tÞ=
ðqf gÞþ z, the porosity / compares the pore volume to the bulk volume of the
porous medium, / ¼ Vf =V . The first terms on the left hand side comes from the
visous term in (5.2.2), the second from the acceleration term. The third term rep-
resents shear losses at the fluid grain interfaces and was introduced by Brinkman
(1949). The term on the right side summarizes pressure and body forces. Under
certain conditions the evolution equation for qðx; tÞ may include memory terms that
are non-local in time (e.g. Hornung 1997). Fluid acceleration typically occurs on
such small time scales that the transient term in (5.2.5) can be disregarded. Also the
so-called Brinkman term can typically be neglected, which gives the Darcy
equation

qðx; tÞ ¼ �Krhðx; tÞ;K ¼ qf gk
l

; ð5:2:6Þ

where K is hydraulic conductivity. Conductivity K is not only a property of the
porous medium, but through its dependence on fluid density and viscosity also of
the fluid. Notice that it also depends on gravity acceleration g which makes it a
characteristic of the planetary conditions.

Fluid mass conservation for a Darcy scale porous medium finally is expressed by
the continuity equation (Bear 1972)

S0
@hðx; tÞ

@t
þr � Krhðx; tÞ½ � ¼ f ðx; tÞ; ð5:2:7Þ

where f ðx; tÞ represents the presence of volume sinks and sources. The specific
volumetric storage S0 ¼ qg½að1� /Þþ b/� expresses the compressibility of the
medium through a and of the fluid through b. It quantifies the volume of water that
is released from a unit volume of aquifer per unit decline in hydraulic head hðx; tÞ.
In the following, we will assume that the hydraulic conductivity tensor is diagonal
and isotropic such the Kij ¼ Kdij.

Under the Dupuit assumption of predominantly horizontal flow, i.e.,
hðx; tÞ ¼ hðx; y; tÞ, the integration of the flow equation over the thickness da of the
aquifer gives (Bear 1972)

S
@hðx; y; tÞ

@t
þ Tr2hðx; y; tÞ ¼ Fvðx; y; tÞþFsðx; y; tÞ; ð5:2:8Þ

where storativity S ¼ S0da, transmissivity T ¼ Kda, Fvðx; y; tÞ are the vertically
integrated volume sources and sinks, and Fsðx; y; tÞ are surface sources and sinks at
the horizontal aquifer boundaries.

In the following we denote the Darcy scale also as continuum scale because it
does not distinguish between solid grains and void space, but characterizes the
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physical medium properties in terms of the effective parameters hydraulic con-
ductivity K, porosity / and specific volumetric storage S0.

5.2.2 Darcy to Field Scale

The continuum-scale physical medium properties as quantified by the hydraulic
conductivity K, porosity / and specific storativity S0 are in general spatially vari-
able due to heterogeneity in the porous material. Hydraulic conductivity varies by
13 order of magnitude between different materials (Bear 1972). Variability in
porosity and specific storage is typically much lower.

This spatial variability leads to large-scale flow behaviors that are quantitatively
different from the ones observed at a local scale, where the medium can be assumed
to be homogeneous. The local scale refers to a length scale that is shorter than the
characteristic variability scale of the medium. The Darcy equation (5.2.6) and the
mass conservation equation (5.2.7) in a heterogeneous medium are given by

qðx; tÞ ¼ �KðxÞrhðx; tÞ ð5:2:9Þ

S0ðxÞ @hðx; tÞ
@t

�r � qðx; tÞ ¼ f ðx; tÞ: ð5:2:10Þ

The detailed knowledge of the spatial variability of the physical medium properties
in terms of KðxÞ and S0ðxÞ, and the (numerical) solution of the local scale flow
problem (5.2.10), can in principle quantify the observed flow behavior. However, the
detailed characterization of the local scale medium fluctuations is in many practical
applications not possible and also not desireable. As pointed out above for the
upscaling from pore to Darcy scale, the characterization of large scale features offluid
flow does not require the detailed knowledge of the full local scale fluctuation
behavior. Thus, coarse grained, averaged flow descriptions are required to quantify
and explain observed large scale phenomena and to make predictions. As for the
transition from the pore to the continuum scale discussed in the previous section,
coarse graining and upscaling implies averaging of the Darcy equation (5.2.9).

In this context we distinguish between equilibrium and non-equilibrium
approaches. Equilibrium approaches assume that large scale flow can be charac-
terized by the Darcy equation characterized by an effective hydraulic conductivity.
We call this an equilibrium approach because it assumes that flow at a coarse
grained position x can be characterized by a single average value of hydraulic head.
Non-equilibrium approaches average the flow Eq. (5.2.10) and arrive at flow
equations that are characterized by memory kernels, which account for the fact that
the support scale of the coarse flow description is not in local equilibrium.

In the following, we present approaches for the upscaling of the flow problem
from Darcy to field scale. We focus hereby on the scale dependence of hydraulic
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conductivity Renard and de Marsily (1997), Sanchez-Vila et al. (2006), as well as
non-equilibrium approaches for fluid flow in media with large parameter contrasts.

5.2.2.1 Steady Flow: Effective Hydraulic Conductivity

The characterization of large scale flow in terms of effective hydraulic conductivity
assumes that an average Darcy flow velocity qðxÞ on the large scale obeys the
Darcy law

qðxÞ ¼ �KerhðxÞ; ð5:2:11Þ

where the effective hydraulic conductivity tensor Ke measures the average flux
subject to a unit gradient of an average hydraulic conductivity hðx; tÞ.
Equation (5.2.11) defines the effective hydraulic conductivity, which, in general, is
a tensorial quantity. Directional dependence of large scale conductivity can be due
to statistical anisotropy of the local hydraulic conductivity distribution, boundary
distributions, or due to the domain geometry. Exact results for the effective
hydraulic conductivity exist only for layered media, and two-dimensional porous
media whose conductivities satisfy certain conditions.

Stratified Media
A heterogeneous porous medium whose conductivity values are organized in strata
of equal thickness d and thus depend only on the z-direction, KðxÞ ¼ KðzÞ The
medium can be characterized by the sequence of conductivity values fKng in the
strata, where the subscript n determines the spatial position within the medium. We
consider the case of steady flow characterized by r � qðxÞ ¼ 0.

Let us consider now the effective flow behavior in such a medium. First, we
consider flow in z-direction, perpendicular to the direction of stratification, which
implies that flow is aligned with the direction perpendicular to the stratification. The

flow Eq. (5.2.10) now becomes @
@z KðzÞ @hðz;tÞ@z ¼ 0. The solution for hydraulic con-

ductivity for constant head boundary conditions is given by integration as

hðzÞ ¼ h0 � KHG
R z
0 dz

0q=Kðz0Þ, where G ¼ @hðzÞ
@z ¼ ðhw � h0Þ=L is the large scale

hydraulic gradient, h0 and hw are the hydraulic heads at inlet and outlet; the vertical
extension of the domain is w ¼ Nd; KH ¼ ðw=dÞðPn K

�1
n Þ�1 is the harmonic

average of the specific sequence of conductivity values. The Darcy equation can
now be written in terms of the global hydraulic head hðzÞ and KH as

q ¼ �KH
@hðzÞ
@z

: ð5:2:12Þ

Notice that the flow problem is completely defined by the global hydraulic
gradient and the harmonic mean of the conductivity values within the flow domain.
Details such as the exact sequence fKng do not play a role.
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We consider now flow in x-direction, aligned with the direction of stratification.

In this case, the flow Eq. (5.2.10) becomes @
@x KðzÞ @hðx;tÞ@x ¼ 0. For constant head

boundary conditions at x ¼ 0 and x ¼ L, the solution for the hydraulic head is
independent of the z-direction. Thus the Darcy equation reads as
qðzÞ ¼ �KðzÞ@hðxÞ=@x, and we obtain for the global flow q ¼ w�1

R w
0 dzqðzÞ the

effective Darcy equation

q ¼ �KA
@hðxÞ
@x

; ð5:2:13Þ

where KA ¼ ðd=wÞPn Kn is the arithmetic mean over the values in the conductivity
sequence fKng. Again, the details of the sequence are not of importance.

Stochastic Modeling
The stochastic modeling approach interprets this sequence as a stochastic process in
space. This means the conductivities Kn that form the sequence fKng are assumed
to be random variables characterized by a certain distribution pKðKÞ. The stochastic
process, i.e., the random sequence fKng is characterized by the joint distribution of
conductivity values Kn. Notice that each realization of this stochastic process, this
means, each random sequence of conductivity values, defines an aquifer realization.
In many geological media, the distribution of hydraulic conductivity pKðKÞ is found
to follow approximately a log-normal distribution (Renard and de Marsily 1997;
Sanchez-Vila et al. 2006). In fact, the sequence fKng is typically modeled as a
multi-lognormally distributed stochastic process, which implies that fYn ¼ lnðKnÞg
is a multi-Gaussian distributed stochastic process. This means that the joint dis-
tribution of the Yn is a multi-Gaussian distribution. Thus, the stochastic process
fYng can be characterized by its mean Yn and covariance function

ðYi � YiÞðYj � YjÞ ¼ CY ;ij. It is typically assumed that the process is stationary,
which implies that the mean Yn ¼ Y , i.e., it does not depend on the position within
the medium, and that the covariance CY ;ij ¼ CY ;i�j, i.e., it depends only on the
relative distance between the strata. The variance of log-conductivity is given by
r2Y ¼ CY ;ii. Processes with this property are termed stationary processes.

The stochastic modeling approach substitutes now the spatial harmonic and
arithmetic averages by their respective ensemble averages KH ¼ ð1=KÞ�1 and
KA ¼ K. The spatial and ensemble average quantities are in general not equal. The
spatial average KA is in general an average over a finite number of strata, while the
stochastic average in principle implies an average over an initinite number of
realizations. The process fKng is called ergodic, if the infinite space limit of the
arithmetic average and its ensemble average coincide,

lim
w!1

d
w

Xw=d
n¼1

Kn ¼ KA: ð5:2:14Þ
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This implies that the heterogeneity features present in a single medium real-
ization are representative of the ensemble of aquifers. Thus, in an ergodic medium,
the stochastic average conductivity may be used to predict the effective hydraulic
conductivity to be used to describe flow on a large scale. Large scale in this
particular example means, large compared to the characteristic size of a stratum.
Here we are primarily interested in ergodic processes because we want to use the
stochastic approach to make predictions on flow and transport in heterogeneous
media.

In general, hydraulic conductivity and other physical and chemical medium
characteristics are continuous functions of the spatial position, KðxÞ. A more
detailed account on the stochastic modeling approach in hydrogeology can be found
in the textbook by Dagan (1989), Gelhar (1993) and Rubin (2003).

Two-Dimensional Isotropic Media
We consider the exactly solvable case of flow in isotropic two-dimensional media
presented in Matheron (1967). Hydraulic conductivity KðxÞ is modeled as a sta-
tionary and ergodic random field with the property that KðxÞ and KðxÞ�1 obey the
same statistics. This is the case if KðxÞ ¼ exp½YðxÞ� is multi-lognormally distributed
with istropic correlation properties, i.e., YðxÞ ¼ ln½KðxÞ� is multi-normally dis-
tributed. Cleary, the distribution of KðxÞ�1 ¼ exp½�YðxÞ� is again lognormally
distributed. The following derivation uses the duality argument of Keller (1964),
see also the paper by Dean et al. (2007).

The Darcy velocity is assumed to the divergence-free, i.e., r � qðxÞ ¼ 0.
Therefore, it can be represented in terms of a streamfunction wðxÞ as
qðxÞ ¼ �e3 �rw0ðxÞ, where e3 denotes the unit vector perpendicular to the
two-dimensional flow plain. Darcy’s law (5.2.9) relates conductivity hðxÞ and hy-
draulic conductivity KðxÞ to the streamfunction wðxÞ as KðxÞrhðxÞ ¼ e3 �rwðxÞ.
A vectorial multiplication of this equation from the left with e3 gives a dual relation
between the streamfunction wðxÞ and the inverse hydraulic conductivity KðxÞ with
the hydraulic head, KðxÞ�1rwðxÞ ¼ �e3 �rhðxÞ. By defining now
K 0ðxÞ ¼ K2

0=KðxÞ, such that the distributions of K 0ðxÞ and KðxÞ are identical, and
further, defining w0ðxÞ ¼ wðxÞ=K0, we can write the following dual system of
equations for w0ðxÞ and hðxÞ,

KðxÞrhðxÞ ¼ �K0e3 �rw0ðxÞ; K 0ðxÞrw0ðxÞ ¼ K0e3 �rhðxÞ: ð5:2:15Þ

As KðxÞ and K 0ðxÞ are statistically identical, we obtain for both averages
KðxÞrhðxÞ ¼ KerhðxÞ and K 0ðxÞrwðxÞ ¼ KerwðxÞ, respectively. As such, we

obtain by averaging (16) the relation KerhðxÞ ¼ �K0e3 �rw0ðxÞ. Vectorial mul-

tiplication from the right by e3 givesK0rw0ðxÞ ¼ Kee3 �rhðxÞ. This relation is now
compared to the average of the second equation in (16), Kerw0ðxÞ ¼ K0e3 �rhðxÞ.
Thus, we obtain directly that Ke ¼ K0. For the multi-lognormal random conductivity
field with isotropic correlation function, it is easy to verify that K0 ¼ KG, the geo-
metric mean conductivity, such that Ke ¼ KG.
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Three-Dimensional Isotropic Media
The problem of finding effective hydraulic conductivity in three-dimensional
heterogeneous porous media has been pursued in a systematic way by using
stochastic modeling. In the following, we want to briefly outline the basic idea
following the method presented in the paper by Gutjahr et al. (1978).

As above, hydraulic conductivity here is represented by a stationary isotropic
multi-lognormally distributed spatial random field. The basic methodology consists
in seeking an approximation for the effective hydraulic conductivity Ke of first order
in the variance r2Y of log-hydraulic conductivity YðxÞ. To this end, YðxÞ is separated
in its ensemble mean value Y and fluctuations Y 0ðxÞ ¼ YðxÞ � Y about it. Along the
same lines, hydraulic head hðxÞ is decomposed into its mean value hðxÞ ¼ hðxÞ and
fluctuations h0ðxÞ ¼ hðxÞ � hðxÞ about it. It is furthermore assumed that the average
hydraulic gradient is constant rhðxÞ ¼ GHe1 and aligned with the one-direction of
the coordinate system as a consequence of constant head boundary conditions.
Using this decomposition in (5.2.9) and discarding terms that are of order higher
than 2 in the fluctuating quantities, we obtain for the average Darcy flow

qðxÞ ¼ �KGGHe1 � KG
r2Y
2

þ Y 0ðxÞrh0ðxÞ
� �

; ð5:2:16Þ

where we used the expansion KðxÞ ¼ KG 1þ Y 0ðxÞþ Y 0ðxÞ2=2þ cldots
h i

and the

fact that by definition Y 0ðxÞ ¼ h0ðxÞ ¼ 0. Notice that the lowest order term in
(5.2.16) is identical to the exact result for two-dimensional isotropic media derived
in the precious section.

In order to evaluate (5.2.16) consistently in r2Y , it remains to determine an
expression for h0ðxÞ linear in Y 0ðxÞ. To this end, we consider the flow equation for
hðxÞ in steady state, which is obtained by taking the divergence of (5.2.9) as
r2hðxÞþrYðxÞ � rhðxÞ ¼ 0. Using the decompositions of hðxÞ and YðxÞ in mean
and fluctuations in the steady state flow equation, we obtain for h0ðxÞ the following
equation

r2h0ðxÞ ¼ � @Y 0ðxÞ
@x1

GH ; ð5:2:17Þ

where we disregard contributions that are quadratic in the fluctuations. This Poisson
equation can be solved, for example by the method of Green’s functions such that
h0ðxÞ ¼ R

dx0Y 0ðx0Þgðx� x0ÞGH , where an infinite flow domain is assumed. The
Green’s function satisfies r2gðx� x0Þ ¼ �dðx� x0Þ and is given by
gðxÞ ¼ 1=ð4pjxjÞ. Inserting the expression for h0ðxÞ into (5.2.16) and solving the
remaining integrals gives
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qðxÞ ¼ �KG 1þ r2Y
1
2
� 1
3

� �� �
GH : ð5:2:18Þ

such that the effective conductivity is identified to be Ke ¼ KG 1þ r2Y
1
2 � 1

3

� �� 	
.

Notice that we used the dimensionality of space only when specifiying the Green’s
function to solve (5.2.17). The same perturbation calculation holds also for d ¼ 1
and d ¼ 2 dimensions. The general perturbation expression for the effective
hydraulic conductivity in d spatial dimensions is given by Ke ¼ KG 1þ r2Y

1
2 � 1

d

� �� 	
.

Notice that the arithmetic average of KðxÞ is given by KA ¼ KG expðr2Y=2Þ, the
harmonic average by KH ¼ KG expð�r2Y=2Þ. In analogy, starting from the above
perturbation approximation for Ke it was conjectured (Gelhar and Axness 1983)
that Ke ¼ KG exp½r2Y 1

2 � 1
d

� ��, which in the case of d ¼ 1 reduces to the exact result
Ke ¼ KH and for d ¼ 2 to the exact result Ke ¼ KG. In general it is found
(Matheron 1967) that the effective conductivity is bounded between the harmonic
and arithmetic mean conductivities, KH �Ke �KA.

Anisotropic Media
Statistically anisotropic media are characterized by directional dependence of the
correlation length of the fluctuations of hydraulic conductivity. Notice that for
anisotropic media, as pointed out above, effective dispersion is actually a tensorial
quantity. The stochastic perturbative methdology is identical to the one reviewed in
the previous paragraph, with the difference that here the covariance of the loghy-
draulic conductivity fluctuations is directionally depended. Using this methodology,
Gelhar and Axness (1983) derived explicit expressions for the hydraulic conduc-
tivity tensor in d ¼ 3 spatial dimensions. Specifically, for a mean flow aligned with
the bedding, i.e., aligned with the direction of stratification of the aquifer, and
isotropic correlation length k1 ¼ k2 ¼ kh [ k3 in the horizontal direction, these
authors find that the effective hydraulic conductivity tensor is diagonal with iso-
tropic conductivity in the horizontal, Ke

11 ¼ Ke
22 ¼ Kh, and a different value

Ke
33 ¼ Kv 6¼ Kh in the vertical. For this case, the results obtained by Gelhar and

Axness (1983) can be written as Sanchez-Vila et al. (2006)

Kh ¼ KG 1þ v
2
r2Y


 �
; Kv ¼ KG 1� 1

2
� v

� �
r2Y

� �
; ð5:2:19Þ

where v is defined by

v ¼ q2

q2 � 1
1�

arctan
ffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 � 1

p
 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 � 1

p
2
4

3
5; q ¼ kh

kv
: ð5:2:20Þ

These expressions reduce to the ones for three-dimensional isotropic media
presented above in the limit q ! 1.
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Comprehensive reviews of approaches to determine the effective hydraulic
conductivity for anisoptropic bounded and infinite porous media as well as for
non-stationary conductivity fields can be found in the papers by Renard and de
Marsily (1997) and Sanchez-Vila et al. (2006).

Further Remarks
It remains to remark that effective or equivalent single phase flow properties in
heterogeneous porous media have been intensely studied over the past 50 years,
and the brief account given above is all but complete.

In the literature (Sanchez-Vila et al. 2006; Wen and Gómez-Hernández 1996) a
distinction is made between effective and equivalent hydraulic conductivities. The
term effective hydraulic conductivity is defined in an ensemble sense in the context
of a stochastic aquifer model. Thus it relates ensemble average flux to an average
head gradient. The equivalent hydraulic conductivity is defined in a single aquifer
by spatial averaging. It relates the spatially averaged Darcy flux with the spatially
average hydraulic gradient. Thus, equivalent hydraulic conductivities are repre-
sentative of a certain region of the medium or medium block. We touched on this
issue when reviewing equivalent conductivites in stratified media, and their rep-
resentation in a stochastic model. Equivalent and effective hydraulic conductivities
in this sense may be equated if the underlying medium or region of the medium has
ergodic properties.

The necessity to define equivalent hydraulic conductivities arises in the problem
of the representation of point measurements of hydraulic conductivity in a coarse
numerical grid, the size of which, however, may not fulfil the ergodicity conditions
required to equal ensemble and spatial average. The coarse-grained medium rep-
resentation characterized by spatially variable (from block to block) equivalent
conductivity is considered a large scale aquifer equivalent. Specifically, this
equivalent medium should be characterized by the same mean flow as the fine scale
medium. This requirement poses some consistency conditions for the equivalent
conductivity values. They cannot be considered an intrinisc property of the medium
block, but depend on the conductivities of the surrounding blocks; equivalent
conductivies are in general non-local quantities (Neuman and Orr 1993). Wen and
Gómez-Hernández (1996), Renard and de Marsily (1997) and Sanchez-Vila et al.
(2006) provide comprehensive review of approaches, methods and techniques for
the determination of equivalent hydraulic conductivies.

The heterogeneous nature of a natural medium leads on one hand to large scale
flow properties that are different from the local scale ones, which are quantified in
the context of this section by effective and equivalent hydraulic conductivities.
These heterogeneities, on the other hand, induce uncertainty on these averages, due
to the incomplete knowledge of the details of the particular medium under con-
sideration. The representation of the heterogeneous porous medium as a realization
of an ensemble of media provides the framework for the quantification of uncer-
tainty on hydraulic heads and equivalent conductivities (Dagan 1986; Neuman and
Orr 1993). Winter et al. (2003) focus on the quantification of uncertainty in highly
heterogeneous geological media that are composed of domains of very distinct
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hydraulic properties. These authors consider heterogeneity in both the geometry of
these domains as well as in the physical medium properties of each domain.

In the following section, we will briefly review the dual porosity approach for
the modeling of flow in media with with sharp contrasts in hydraulic conductivity.

5.2.2.2 Unsteady Flow: Dual Continuum Media

In this section, we consider the situation that the local equilibrium condition
invoked above is not valid, this means that hydraulic head is not in local equilib-
rium on the support scale of the spatially averaged model. Such conditions are
typical for fractured media characterized by sharp contrasts between the hydraulic
properties in the fracture and matrix domains.

Barenblatt et al. (1960) suggested a dual continuum model for flow in fractured
media illustrated schematically in Fig. 5.3. Both fracture and matrix domain are
represented by Darcy scale porous media characterized by distinct hydraulic con-
dutivities, Kf and Km, respectively, and specific storage coefficients, Sf and Sm,
respectively. The volume fraction uf of the fracture domain is typically much
smaller than the volume fraction um of the matrix domain, uf ¼ um. Notice that
here the subscripts f and m refer to the fracture and matrix domains, respectively.
The basis idea is to capture the large scale behavior by averaging the flow problem
over a representative elementary volume of the medium but respect the disparity in
the hydraulic properties in the two continua. Due to this disparity the heads in
fracture and matrix may be very different.

Similar as for the upscaling from pore to Darcy scale, a REV here is defined as
the averaging volume, for which the ratios of fracture to bulk volume and matrix to
bulk volume converge to the characteristic constant values uf and um. This requires
that a characteristic matrix length scale exists. The REV represent the support

Fig. 5.3 Sketch of a double continuum medium inspired by the geometry of the Bristol channel
(Geiger et al. 2013)
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volume of the large scale flow description, this means, the coordinate x in the large
scale flow model represents a portion of the detailed medium description of the size
of the REV.

Instead of defining a single average hydraulic head representative for the REV,
the dual continuum approach defines intrinsic averages over the heads in the
fracture and matrix domains as

hf ðx; tÞ ¼ 1
Vf

Z
Xf

drhðxþ r; tÞ; hmðx; tÞ ¼ 1
Vm

Z
Xm

drhðxþ r; tÞ; ð5:2:21Þ

where Xf and Xm represent the fracture and matrix portions of the REV and Vf and
Vm their respective volumina. The large scale flow behavior can then be described
by the following coupled set of equations

Sf/f
@hf ðx; tÞ

@t
� Kf/fr2hf ðx; tÞ ¼ Cðx; tÞ; ð5:2:22Þ

Sm/m
@hmðx; tÞ

@t
� Km/mr2hmðx; tÞ ¼ �Cðx; tÞ; ð5:2:23Þ

where the source term Cðx; tÞ quantifies mass transfer between the fracture and
matrix continua. It can be determined by the requirement of head and flux con-
tinuum at the interface between the fracture and matrix continua. The total
hydraulic head htðx; tÞ in the REV is given by htðx; tÞ ¼ uf hf ðx; tÞþumhmðx; tÞ.

The exchange term Cðx; tÞ is estimated in Barenblatt et al. (1960) as

Cðx; tÞ ¼ �x hf ðx; tÞ � hmðx; tÞ
� 	

; ð5:2:24Þ

where the mass transfer rate x is related to the matrix conductivity Km and the
characteristic block size dimensions. If the permeability in the matrix is signifi-
cantly smaller than the permeability in the fracture, Km � Kf , the direct contri-
butions of the matrix to the macoscopic flow may be disregarded, i.e., Km ¼ 0 in
(5.2.23). In this case the matrix continuum contributes to the large scale flow
behavior in an indirect way and acts as a reservoir that exchanges mass with the
fracture continuum. The exchange term Cðx; tÞ can be then expressed in terms of the
hydraulic head in the fracture continuum as

Cðx; tÞ ¼ �umSm
d
dt

Z t

0

dt0gmðt � t0Þhf ðx; t0Þ þumSmgmðtÞhm0; ð5:2:25Þ

where the memory function gmðtÞ ¼ x0 expð�x0tÞ with x0 ¼ x=ðumSmÞ, and hm0 is
the initial head in the matrix. Notice that the specific form (5.2.24) assumes that the
hydraulic head in the fracture is in quasi equilibrium. If this is not given, the
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memory function gmðtÞ is in general obtained by solving the flow problem in the
fine scale matrix domain with fixed head hf ðx; tÞ at the fracture–matrix interface.
Furthermore, if the matrix continuum is characterized by a distribution of charac-
teristic matrix scales and matrix conductivies, this means, it is composed of a set of
multiple continua, the source term CðtÞ is given by the sum of the contributions of
each of the different continua as CðtÞ ¼ P

i um;iSmigm;iðtÞ with um;i and Sm;i the
volume fraction and specific storage of the ith matrix continuum, and gm;iðtÞ the
memory function that quantifies the mass exchange between the fracture and ith
matrix continuum.

5.3 Solute Transport

The following sections give a brief overview on transport upscaling from the pore
to the field scale, and discusses large scale transport modeling approaches. Before
this, we want to briefly discuss some of the assumptions that are related to con-
tinuum scale transport descriptions based on the well known advection-dispersion
equation.

First, the concentration cðx; tÞ of a dissolved substance is defined over a support
volume, or representative elementary volume Vr : ‘

d , over which concentration is
assumed to be constant. The dimensionality of space is denoted by d, ‘ is a char-
acteristic local scale. This means, it is assumed that a smallest support volume exists
within which concentration gradients are essentially zero. Concentration can then
be defined as

cðx; tÞ ¼ Mðx; tÞ
Vr

; ð5:3:1Þ

where Mðx; tÞ is the amount of solute contained in the volume Vr at the position x at
time t. It is further assumed that concentration changes, or perturbations of the
solute distribution over the support scale are accommodated, or relaxed on a time
scale that is much smaller than the observation time scale Tobs. The physical
relaxation mechanism on the local scale is diffusion or local dispersion. Thus, the
characteristic relaxation time scale is given by sD ¼ ‘2=D, with D a diffusion or
dispersion coefficient. If the condition sD ¼ Tobs is fulfilled, concentration changes
in a given time interval Dt at a given position x only depend on the fluxes to and
from the actual position within the time interval Dt. Under these conditions solute
transport may be modeled by advective and dispersive mass transfer in terms of the
advection-dispersion equation

@cðx; tÞ
@t

þr � ucðx; tÞ � Dr2cðx; tÞ ¼ 0; ð5:3:2Þ
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where u is the transport velocity. Depending on the size of the support volume, or
representative elementary volume, and the medium and flow properties, the above
conditions on uniqueness of concentration values on the local scale, and mass
transfer properties, may not be fulfilled. In the following sections, we will discuss
these issues and related scale effects on conservative transport from pore to Darcy
and from Darcy to field scale.

5.3.1 Pore to Darcy Scale

Solute transport in the fluid portion Xf of a porous medium can be described by the
advection-diffusion equation (Bear 1972)

@Cðx; tÞ
@t

þr � vðxÞCðx; tÞ � DrCðx; tÞ½ � ¼ 0 ð5:3:3Þ

where Cðx; tÞ is the solute concentration, vðxÞ is the Stokes velocity, and D is the
effective molecular diffusion coefficient. The solid grains are assumed to be
impermeable to both flow and transport. The transport problem (5.3.3) can also be
formulated in an equivalent Lagrangian framwork in terms of the equation of
motion of the position xðtÞ of solute particles. These are given by Risken (1996)

dxðtÞ
dt

¼ v½xðtÞ� þ
ffiffiffiffiffiffi
2D

p
nðtÞ; ð5:3:4Þ

where nðtÞ denotes a Gaussian white with zero mean and unit variance, which
models the erratic motion of the solute particle due to diffusion.

The transport domain may be quite complex depending on the pore geometry,
and as a consequence the flow field vðxÞ may be very variable. The complexity in
the flow field as well as in the boundary conditions, make the pore scale flow and
transport problem challenging, in terms of characterization and in terms of the
actual solution of flow and transport due to the high number of degrees of freedom.
For practical applications, however, it is desirable to have a transport description in
terms of a few effective flow and transport parameters. As for the flow problem in
the previous section, this requires averaging, or coarse graining of the pore-scale
transport equation (5.3.3).

Taylor Dispersion
We first consider the example of transport in a single pore that is idealized here for a
two-dimensional medium by a channel with constant aperture 2a. This example
serves to illustrate a series of issues related to the upscaling of transport in
heterogeneous media in general.

Due to the particular geometry, the flow velocity is aligned with the channel and
depends only on the position along the channel cross-section. The solution of the
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flow Eq. (5.2.2) in steady state for a two-dimensional channel is given by the
Hagen-Poiseuille profile

vðx2Þ ¼ v0 1� x2
a


 �2
� �

; v0 ¼ �Dp
la2L

; ð5:3:5Þ

where Dp is the pressure drop along the length L of the channel. The mean flow
velocity over the channel cross-section is given by vm ¼ 2v0=3. Transport in the
channel is described by the advection dispersion equation

@Cðx; tÞ
@t

þ vðx2Þ @Cðx; tÞ
@x1

� Dr2Cðx; tÞ ¼ 0: ð5:3:6Þ

This transport problem can be understood in terms of its characteristic length and
time scales. The characteristic diffusion length over a time t is given by
‘DðtÞ ¼

ffiffiffiffiffiffiffiffi
2Dt

p
, while the characteristic advection length is given by ‘v ¼ vmt. The

characteristic scale svD ¼ 2D=v2m marks the time at which the two length scales are
equal. The second characteristic time scale marks the time for complete diffusive
mixing over the channel cross-section, sD ¼ 2a2=D. For advection dominated
transport, the two time scales are clearly separated, svD ¼ sD. The relative impor-
tance between adection and diffusion is measured by the Péclet number, which here
is defined by Pe ¼ avm=D ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sD=svD
p

.
In the early time regime for t � svD, diffusive mass transfer is more efficient

than advective, and therefore transport is essentially described by diffusion. In the
late time regime for t � sD the solute is uniformly distributed over the channel
cross-section and is essentially one-dimensional. In this late time regime, the solute
distribution can be fully characterized in terms of the vertically averaged
concentration

cðx1; tÞ ¼ 1
2a

Za

�a

dx2Cðx; tÞ: ð5:3:7Þ

For large Peclet numbers, the longitudinal solute dispersion is in general much
larger than given by molecular diffusion D. The non-uniform vertical velocity
cross-section (5.3.5) leads to rapid solute transport in the center of the channel and
slower transport at the channel boundaries. This leads to stretching of an initial line
source as illustrated in Fig. 5.4, and thus enhanced, purely advective solute
spreading. This advective spreading induces vertical concentration gradients and
thus vertical mass transfer, by which the solute eventually samples the vertical flow
heterogeneity.

At times t � sD, the solute has sampled the full velocity spectrum. In this
regime an effective or equivalent dispersion coefficient can be defined in terms of
the characteristic spreading distance during the time sD. The characteristic
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spreading distance is given by dvsD, where dv are the characteristic velocity fuc-
tuations experienced by the solute. They are of the order of the mean velocity,
dv : vm. Thus, one obtains for the effective dispersion coefficient the estimate
De : v2ms

2
D=sD ¼ v2ma

2=D, which reads for the non-dimensional dispersion coeffi-
cient as De=D : Pe2. The exact value of the Taylor dispersion coefficient for channel
flow is De ¼ 2

105 v
2
ma

2=D, and for flow in a radial pipe, De ¼ 1
48 v

2
ma

2=D, where here
a is the pipe radius. The Taylor dispersion is inversely proportional to the molecular
diffusion coefficients. The smaller molecular diffusion, the more time indvidual
solute packets spend at different velocities, and thus, the larger the horizontal
spread. Increasing diffusion reduces this contrast and therefore the Taylor disper-
sion coefficient. In the asymptotc time regime t � sD, the evolution of the solute
distribution is essentially one-dimensional and can be characterized by the
advection-dispersion equation

@cðx1; tÞ
@t

þ vm
@cðx1; tÞ
@x1

� De @
2cðx1; tÞ
@x21

¼ 0: ð5:3:8Þ

Notice that the simplified representation of the advective terms, compared to
(5.3.6) is compensated by an increased dispersion coefficient. The impact of
velocity fluctuations on large scale solute transport is represented in terms of an
effective dispersion coefficient. This concept is frequently used for large scale
transport modeling in geophysical and turbulent fluid flows, as well as for the

Fig. 5.4 Solute plumes evolving from a line injection for D = 102, u0 = 1, at times 10−2, 1, 10,
and 100
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modeling of transport in heterogeneous porous media, as we will see in the
following.

Before, that, let us consider briefly the dispersion behavior in the intermediate
time regime svD ¼ t ¼ sD. In this time regime, the solute is not in vertical equi-
librium, this means concentration cannot be characterized by a single average value
cðx1; tÞ at a longitudinal position x1. Vertically averaged concentration profiles in
this time regime are characterized by steep leading edge and a long trailing tail, see
Fig. 5.5. Such spatial features of a large scale solute plume, are often termed
anomalous because they do not adjust themselves to advection-dispersion models
such as the asymptotic Eq. (5.3.8). This behavior is also reflected in the behavior of
the apparent longitudinal dispersion coefficient, which is defined as half the rate of
change of the longitudinal second centered moment of the Cðx; tÞ as Aris (1956)

DaðtÞ ¼ 1
2
d
dt

Z1
�1

dx1

Za

�a

dx2x
2
1Cðx; tÞ �

Z1
�1

dx1

Za

�a

dx2x
2
1Cðx; tÞ

2
4

3
5
28<

:
9=
;: ð5:3:9Þ

In the asymptotic regime for t � sD, it converges toward the constant De, while in
the intermediate regimes it evolves from the local diffusion coefficient towards the
asymptotic Taylor dispersion coefficient, see Fig. 5.6. Such features, evolution of

Fig. 5.5 Vertically integrated solute concentration at times 10−2, 1, 10, and 100
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apparent dispersion, tails and leading edges in solute distributions, are the result of
incomplete mixing on the support scale of the upscaled model, which here is the
channel cross-section. Similar features are found in heterogeneous porous media on
larger scales, as discussed in the introductory section and below. Another point can
be made here. The basic mechanisms leading to anomalous behaviors, namely
spatial and/or temporal fluctuations, are the same mechamisms that ultimateley lead
to scale effects in effective transport coefficients, if they exist.

Hydrodynamic Dispersion
In the previous section, we considered transport in a single pore. For a porous
medium, which can be seen as a network of pores, the dispersion behavior is
generally different. Here the characteristic length scale is given by the typical pore
length ‘p. Together with the average flow velocity vm and diffusion, we can define
the Péclet number Pe ¼ vm‘p=D, which compares the advection time scale
sv ¼ ‘p=vm and the diffusion time sD ¼ ‘2p=D over a pore length. Notice that the
pore length marks the correlation scale for the fluctuations of the pore velocity vðxÞ.
Thus, we can obtain a rough estimate for the effect of pore-scale velocity fluctua-
tions on the dispersion behavior of a solute. For large Peclet numbers, this means
for advection dominated transport, the typical spread of the solute distribution after
a few pore length will be given by square distance traveled during the advection
time, ðvmsvÞ2 per advection time sv, which gives De : vm‘p, and accordingly for the
dimensionless dispersion coefficient De=D : Pe. Notice the difference between the
scaling here and the scaling of the Taylor dispersion coefficient above with Pe2.

In general, it is found in experiments and pore-scale flow and transport simu-
lations (Bijeljic and Blunt 2006; Pfannkuch 1963; Sahimi 1995) that the longitu-
dinal hydrodynamic dispersion coefficient depends non-linearly on the Péclet
number. For Pe\1, this means for diffusion dominated scenarios, De=D� 1
because diffusion is restricted by the solid matrix. For increasing Pe[ 1, the
longitudinal hydrodynamic dispersion coefficient evolves as De=D : Pe1:2. Then for

Fig. 5.6 Temporal behavior
of the apparent dispersion
coefficient for D = 10−3
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Pe[ 400, this means in advection dominated scenarios, is behaves as De=D : Pe,
as motivated above.

More rigorous treatments on the determination of hydrodynamic dispersion
coefficients and the upscaling of transport from the pore to the Darcy scale use
volume averaging (e.g. Whitaker 1999) and homogenization theory (e.g. Hornung
1997), moment methods (Brenner 1980), as well as numerical porescale models
(e.g. Meakin and Tartakovsky 2009).

Upscaling the pore-scale transport problem (5.3.3) implies deriving the evolution
equation for the volume averaged concentration

cðx; tÞ ¼ 1
Vf

Z
Xf

drCðxþ r; tÞ; ð5:3:10Þ

where Vf denotes the fluid volume within the representative elementary volume Vr.
Volume averaging and homogenization theory derive and advection dispersion
equation for Darcy scale transport that is given by Bear (1972)

u
@cðx; tÞ

@t
þr � qcðx; tÞ � Drcðx; tÞ½ � ¼ 0; ð5:3:11Þ

where u is porosity, q is the Darcy velocity given by (5.2.9), and D is the
hydrodynamic dispersion tensor.

Further Remarks
It needs to be noticed that approaches that employ hydrodynamic dispersion
coefficients assume that the support volume, the REV Vr, of the average, Darcy
scale transport description is well mixed. This means that the solute concentration
can be uniquely defined at each position x in the coarse grained medium by it local
average value. The dominant mechanism for concentration homogenization on the
support scale is diffusion. This means that the times for which Eq. (5.3.11) is valid
need to be much larger than the diffusion time scale sD (Brenner 1980), or in
general the homogenization time scale over the support volume. This condition may
not be met in media that are characterized by dead end pores and permeable solid
grains that are accessible for solute diffusion. In such scenarios, the homogenization
time scale may be much larger than the one estimated for diffusion in the pore
space. Even though the medium properties such as porosity may be homogeneous
on the REV scale, REV scale transport may deviate from the behavior predicted by
the advection dispersion Eq. (5.3.11). These transport situation can be accounted for
by multi-continuum approaches such as the ones proposed in Quintard and
Whitaker (1994) and Lichtner and Kang (2007).
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5.3.2 Darcy to Field Scale

As discussed in Sect. 5.2.2, Darcy scale heterogeneity in the physical medium
properties induce spatial variability porosity and hydraulic conductivity. The latter
induces spatial variability in the Darcy flow velocity through (5.2.9), and therefore
also in the velocity depend hydrodynamic dispersion tensor. In addition, temporal
fluctuation in the flow conditions may induce time dependence in the Darcy
velocity and hydrodynamic dispersion. Thus, solute transport in a Darcy scale
heterogeneous porous medium is expressed by the advection-dispersion equation

/ðxÞ @cðx; tÞ
@t

þr � qðx; tÞciðx; tÞ � Dðx; tÞrciðx; tÞ½ � ¼ 0 ð5:3:12Þ

As for porescale transport (5.3.3), also the Darcy scale transport problem
(5.3.12) can be formulated in terms of the Lagrangian trajectories xðtÞ of “solute
particles” (e.g. Dagan 1989; Risken 1984). The equation of motion for Darcy-scale
solute particles is given by the Langevin equation (e.g. Delay et al. 2005;
Kinzelbach 1988; LaBolle et al. 1996; Salamon et al. 2006)

dxiðtÞ
dt

¼ q½xiðtÞ; t� � r � D½xiðtÞ; t�
/½xiðtÞ� þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D½xiðtÞ; t�
/½xiðtÞ�

s
� nðtÞ; ð5:3:13Þ

where nðtÞ now is a Gaussian white noise characterized by zero mean and correlation
niðtÞnjðt0Þ ¼ dijdðt � t0Þ. It needs to be emphasized that the support scale of this
description is the same as the one for (5.3.12). That is, the fact that here transport is
represented in terms of solute particles does not imply that this description resolves
spatial scales that are smaller than the support scale of the continuum description.

The continuum-scale physical medium properties as quantified by the hydraulic
conductivity may in general vary on many scales. This spatial variability leads to
large-scale transport behavior that is quantitatively different from its local scale
counterpart. A manifestation of this scale behavior is the increase of solute dis-
persion with increasing scale (e.g. Gelhar et al. 1992; Lallemand-Barres and
Peaudecerf 1978) as quantified by macrodispersion coefficients (e.g. Dagan 1984;
Gelhar and Axness 1983; Neuman et al. 1987). Other manifestations of spatial
heterogeneity are so-called non-Fickian or “anomalous” transport features such as
the tailing of breakthrough curves towards long times, and spatial solute distribu-
tions characterized by forward or backward tails, and the non-linear evolution of the
spatial variance of the concentration distribution with time (Berkowitz et al. 2006;
Dentz et al. 2011b; Neuman and Tartakovsky 2009).

One may argue that the detailed knowledge of the spatial variability of the
physical medium properties and the (numerical) solution of the local scale flow and
transport problems (5.2.9) and (5.3.12), allows to quantify observed large scale
transport behaviors. However, the detailed characterization of the local scale
medium fluctuations is in many practical applications not possible and numerical
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transport simulators need to operate on coarse support scales due to limitations of
computer power. But more than this, the observed “anomalous” large scale trans-
port behaviors can be seen as collective phenomena that result from the interplay of
medium heterogeneity on one hand and local scale flow and transport processes on
the other. Thus, from a practical point of view, it is essential to have coarse grained,
average models at hand to quantify, explain and predict observed large scale
transport phenomena. Methodologies to quantify spatial heterogeneity and its
impact on transport include stochastic averaging (e.g. Dagan 1984; Gelhar and
Axness 1983; Neuman et al. 1987; Rubin 2003) volume averaging (e.g. Whitaker
1999), homogenization theory (Hornung 1997).

The macrodispersion approach (e.g. Gelhar and Axness 1983) models effective
transport by the same dynamical model as local scale transport. In this modeling
framework, the evolution of the (ensemble) mean concentration cðx; tÞ is given by

/
@cðx; tÞ

@t
þ q � rcðx; tÞ � r � Dmrcðx; tÞ ¼ 0; ð5:3:14Þ

with / average porosity, q the average Darcy velocity and Dm the macrodispersion
tensor. Macrodispersion describes the action of flow heterogeneity on enhanced
solute spreading, along the same lines as Taylor dispersion quantifies the impact of
flow variability along a pipe cross-section, and hydrodynamic dispersion quantifies
the effect of pore scale flow variability. In the context of transport in geophysical
flows, the phenomenon of enhanced contaminant dispersion is described by eddy
diffusivity.

Approaches to account for the impact of medium heterogeneity on the large
scale transport behavior may be roughly divided into two groups. The first group
quantifies the large scale behavior in terms of effective transport parameters such as
macrodispersion coefficients, effective porosity and effective retardation coeffi-
cients, for example. It is often observed that effective transport parameters evolve
with the time, or with travel distance of the transported solute. This gives an
indication that the ADE based transport dynamics may be invalidated, along with
the observation of non-Fickian large scale transport behaviors. As already men-
tioned at the end of the previous section, the validity of the advection-dispersion
model (5.3.12) on the Darcy scale is conditional to the requirement of homogeneity
of the REV, which may be invalidated depending on the spatial scales of the
underlying heterogeneity and the mass transfer time scales. This is more so when
passing from the Darcy to the field scale, where homogenization scales may be
much larger than the observation time scales.

Thus, the second groups seeks to cast the emerging non-Fickian transport
dynamics in large scale equations and transport laws. Such models are often based
on so-called non-local process models. This means that the change of concentration
at a given time is influenced by the history of the transport process. This notion may
be illustrated with the example of a double porosity medium characterized by a part
that is mobile and one that is immobile with respect to advection. At a given point
the average solute concentration is composed of a contribution from the mobile
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continuum that may pass fast and one of the immobile continuum that may have
already been trapped for some time. Thus transport is determined by its history.
This is also manifest in the double porosity flow model that defines two hydraulic
heads at one point of the coarse grained flow domain.

5.3.2.1 Effective Transport Models

Heterogeneity induced large scale transport dynamics have been quantified in a
series of approaches. Starting with the macrodispersion approach that represents
transport by the large scale ADE (5.3.14) over blockeffective macrodispersion
approaches to spatially and temporally non-local transport models.

Block-Effective Macrodispersion
The block-dispersion approach accounts for the fact that the macrodispersion
concept is only of limited applicability for practically relevant time and length
scales. Instead, the medium is coarse grained into regions of characteristic size kc.
While macrodispersion coefficients integrate the full spectrum of variabiliy of the
flow fluctuations on spreading, block-effective dispersion coefficients quantify the
flow fluctuations on a scale that is smaller than the coarse grainging scale kc. The
coarse graining scale kc may be seen as the size of the grid block in a numerical
model. While kc-scale fluctuations are accounted for explicitely in the numerical
model, sub-scale fluctuations are quantified by block-effective macrodispersion
coefficients (Beckie et al. 1996; Rubin et al. 1999). As the coarse graining scale
increases, flow variability is transferred from advection to block-effective
macrodispersion. The coarse graining scale may also been seen as the homoge-
nization length scale of the physical model, or in other words as averaging scale at
which concentration can be represented by a single average value.

Multirate Mass Transfer (MRMT) Approach
The MRMT (Carrera et al. 1998; Haggerty and Gorelick 1995) approach, or
multicontinuum approach is based on the observation that non-Fickian transport in
heterogeneous medium can be caused by the contrast of fast (advective) transport in
regions of high flow velocity and slow transport in regions characterized by small
flow velocities. This mechanism is modeled in the MRMT approach by dividing the
medium into a mobile continuum, in which transport is due to advection and
dispersion, and a set of immobile regions, in which transport can be due to diffusion
and slow advection. The mobile and immobile regions are connected through linear
mass transfer, which allows to quantify the medium heterogeneity in terms of the
distribution of typical mass transfer times (e.g. Cunningham et al. 1997; Gouze
et al. 2008; Willmann et al. 2008). This modeling framework is similiar in nature to
the dual porosity approach for unsteady flow in fractured media. Notice that the
behavior of the large scale concentration is given the average over the suite of local
concentration values in the mobile and immobile continua. Thus, this approach
represents the non-Fickian average transport behavior, and, explicitly, concentration
variability at the support scale.
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Continuous Time Random Walk (CTRW) Approach
Similar as the MRMT approach, the CTRW framework (Berkowitz et al. 2006) is
based on the observation that medium heterogeneity gives rise to a spectrum of
characteristic mass transfer time scales. This means, that for a given characteristic
transport distance, the mass transfer times scales vary due to the spatial hetero-
geneity of the medium. The CTRW approach generalizes classical random walk
(RW) models, such as (5.3.4) and (5.3.13). Classical RWs model solute transport in
terms of random particle transitions in space during a constant time increment, that
is, the particle trajectory is a stochastic process. CTRW generalizes this approach by
introducing a distributed time increment that accounts for the variability of mass
transfer time scales. This means, in a CTRW not only the spatial but also the time
increment is modeled as a stochastic process. The impact of spatial heterogeneity is
quantified by the joint distribution of transition length and times (e.g. Berkowitz
and Scher 1997; Dentz and Castro 2009; Le Borgne et al. 2008). It has been shown
that the MRMT and CTRW approaches are equivalent under some conditions
(Dentz and Berkowitz 2003).

Moment Equations and Projector Formalism
Moment equations represent the governing equations for the statistical (ensemble)
moments of the solute concentration such as the mean concentration and the mean
squared concentration. This approach is based on a stochastic interpretation of the
Darcy-scale ADE (5.3.10). This method yields spatio-temporally non-local equa-
tions for the mean concentration, concentration variance, and in principle also for
the higher order ensemble concentration moments (e.g. Morales-Casique et al.
2006). The resulting moment equations are characterized by memory kernels which
in principle can be related to the statistics of the underlying heterogeneity.

The projector formalism (e.g. Cushman et al. 2002; Cushman and Ginn 1993)
determines the ensemble moments of concentration by stochastic averaging of the
concentration distribution in terms of the particle trajectories given by (5.3.11).
Like the moment equation approach, the projector formalism yields effective
equations for the ensemble concentration moments that are characterized by
memory kernel that are related to the heterogeneity statistics.

Fractional Advection-Dispersion Equations
Fractional-advection dispersion equations (e.g. Benson et al. 2000; Cushman and
Ginn 2000) generalize the ADE to the effect of introducing fractional-order space
and time derivatives (West et al. 2003). Fractional-order space and time derivatives
of a given function can be seen convolutions of this function with a power-law
kernel function (in space or time). Time-fractional ADEs can be shown to be
equivalent to CTRWs characterized by power-law transition time distributions
(Metzler and Klafter 2000) and MRMT (Schumer et al. 2003). Space-fractional
ADEs may be related Levy flight random walk model, this means RWs charac-
terized by a power-law distribution of space increments (Meerschaert et al. 2002;
Metzler and Klafter 2000). The phenomenological basis is again the realization that
non-Fickian transport may be caused by broad distribution of mass transfer time
scales.
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Stochastic-Convective Streamtube Approach
The stochastic streamtube approach models the heterogeneous medium as a set of
individual streamtubes that are characterized by different, but typically constant flow
velocities (e.g. Cirpka andKitanidis 2000; Dagan andBresler 1979; Ginn et al. 1995).
Flow heterogeneity is accounted for statistically by the distribution offlow velocities
across the different streamtubes. Transport in a single streamtube is given by the
one-dimensional advection-dispersion equation characterized by constant transport
parameters. The average concentration is then given by the sum of the partial con-
centration in the different streamtubes weighted by the distribution of streamtube
velocities.

5.3.2.2 Mixing

In the previous section, we focused on models to describe average transport in
heterogeneous media. We mentioned that non-Fickian transport can be caused by
the notion of incomplete mixing, this means concentration variability on the support
volume. In this section, we focus on mixing processes in heterogeneous media.
Mixing is the process that leads to homogenization of heterogeneous concentration
distributions, dilution of concentrated solution, and is a precondition for chemical
reactions as it puts segregated chemical species into contact.

In homogeneous media under uniform and constant flow conditions, solute
mixing is due to local scale dispersion. For heterogeneous media this is different.
The spatial heterogeneity of the field leads to stretching and folding of the solute
plume. At times that are smaller than the mass transfer time over a typical
heterogeneity scale, these mechanisms increase the solute spread but not the mixing
of the solute (e.g. Kitanidis 1994). Thus, for heterogeneous media, the processes of
spreading and mixing need to be separated. Both processes are of course closely
coupled. The concentration contrasts that are generated by the spread of the solute
enhance mass transfer due to diffusion and local dispersion and thus lead to
enhanced mixing. In the following we will briefly describe measures for these
processes in terms of effective dispersion coefficients and concentration variability.

Effective Dispersion Coefficients
Motivated by the fact that mixing in homogeneous media is fully quantified in
terms of diffusion and dispersion, macroscale dispersion may be considered as a
large scale mixing process. However, we have already seen, when discussing
transport in a channel that the Taylor dispersion coefficient describes solute
transport only at asymptotically large times, this means at times much larger than
the diffusion time over the channel cross-section.

Macroscopic dispersion coefficients can be defined by the method of moments
(e.g. Aris 1956) in terms of the rate of growth of the average variance of the spatial
solute distribution. Average here is understood to be a stochastic average. The
ensemble variance is quantified by the second centered moment of the average
concentration cðx; tÞ
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jensij ðtÞ ¼
Z

dxxixjcðx; tÞ �
Z

dxxicðx; tÞ
Z

dxxjcðx; tÞ; ð5:3:15Þ

and its temporal change is defined as the ensemble dispersion coefficients

Dens
ij ðtÞ ¼ 1

2

djensij ðtÞ
dt

: ð5:3:16Þ

The macrodispersion coefficients in (5.3.14) are given by the long time limits
Dm

ij ¼ limt!1 Dens
ij ðtÞ if they exist. For transport in stratified media with infinite

transverse extension, this is not the case (e.g. Matheron and De Marsily 1980) for
example.

Using stochastic modeling, Gelhar and Axness (1983) obtained for the longi-
tudinal macrodispersion coefficient in the limit of large Péclet numbers

Dm
L ¼ r2Yqk; ð5:3:17Þ

where r2Y is the variance of the log-hydraulic conductivity field and k its correlation
length and q the average flow velocity. This result was obtained using a first-order
perturbation expansion in r2Y . In this approximation, the transverse dispersion
coefficient turns out to be of the order of the local dispersion coefficient. Notice that
the basic dependence on correlation length and mean velocity is the same as the one
obtained for hydrodynamic dispersion above because the underlying physical
processes are the same.

The ensemble dispersion coefficients (5.3.16) evolve in time (Dagan 1988) on
the advection time scale sq ¼ k=q. Ensemble dispersion measures the spreading of
the average plume. As illustrated in Fig. 5.7, in addition to the spreading of the
individual plumes, it quantifies an artificial spreading effect due to variability in the
center of mass positions between different plume realizations.

Fig. 5.7 Illustration of the
difference between the
ensemble and effective
measures for the plume width.
The figures shows three
plumes evolving from
point-injections along the line
at x1 ¼ 10 at time t ¼ 5sq in
three different realizations of a
heterogeneous flow field
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The spatial variance of the solute distribution in a single realization is given by

jijðtÞ ¼
Z

dxxixjcðx; tÞ �
Z

dx
Z

dx0xix0jcðx; tÞcðx0; tÞ: ð5:3:18Þ

The effective spatial variance of the concentration distribution is defined by the
ensemble average over the variance in each realization, jeffij ðtÞ ¼ jijðtÞ, as illus-
trated in Fig. 5.8. The difference between the ensemble and effective variances is
exactly the center of mass fluctuations between realizations (Batchelor 1949, 1952;
Kitanidis 1988). Thus, the effective dispersion coefficient, defined as half the
temporal rate of change of the effective width

Deff
ij ðtÞ ¼

1
2
djeff ðtÞ

dt
ð5:3:19Þ

measures the average spreading behavior in a single aquifer realization.
The evolutions of the longitudinal ensemble and effective dispersion coefficients

for a solute plume that evolves from a point injection can be approximated for
Pe � 1 and r2Y\1 by Dentz et al. (2000)

Dens
11 ¼

ffiffiffi
p
2

r
r2Yqkerfðt=sqÞ;Deff

11 ¼
ffiffiffi
p
2

r
r2Yqk 1� 1þ 4t=sDð Þ�d�1

2

h i
: ð5:3:20Þ

Their temporal evolution is illustrated in Fig. 5.8. The effective dispersion
coefficients evolve on the dispersion time scale sD ¼ k2=D, which measures the
time for dispersive mass transfer over a correlation length of the medium. This
reflects the physical mechanisms that eventually lead to macroscopic dispersion for
a point source. At early times, smaller than sq, the solute has not experienced flow
heterogeneity because the plume has not yet traveled over a correlation distance of
the flow field. For times larger than sq, the plume is exposed to flow heterogeneity.

Fig. 5.8 Illustration of a longitudinal effective versus ensemble dispersion coefficients and
b growth rate of center of mass fluctuations
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It starts to be deformed by the flow field, and concentration gradients are created
due to the stretching and compression of the material elements the solute plume is
composed of. This is illustrated in Fig. 5.9. This figure illustrates also that the
effective variance jeff11 measures, at intermediate times sq\t\sD, the rate by which
the plume spreads due to advective heterogeneity rather than actual mixing.
However, an equivalent Gaussian plume characterized by the effective dispersion
coefficient overestimates the actual solute dilution because it overestimates the
actual volume occupied by the solute. In the following, we will discuss measures to
describe the process of mixing and the dilution state of a system.

Mixing and Dilution
The dilution index was introduced by Kitanidis (1994) in order to describe the
actual dilution state of a transport system. It is based on the entropy of the nor-
malized concentration distribution cðx; tÞ, which is defined by

HðtÞ ¼ �
Z

dxcðx; tÞ ln½cðx; tÞ�: ð5:3:21Þ

HðtÞ is a measure for the amount of space the solute may occupy, or more
precisely, it quantifies the logarithm of the volume accessed by the solute. Thus,
exponential of the entropy HðtÞ

Fig. 5.9 Solute plumes evolving from a point injection in a heterogeneous flow field for Pe ¼ 102

at times 10�1sq, sq, 20sq and 50sq
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EðtÞ ¼ exp HðtÞ½ �: ð5:3:22Þ

Is a measure for the volume occupied by solute. EðtÞ is called the dilution index.
Kitanidis (1994) shows that the temporal change of the system entropy for a cðx; tÞ
that satisfies (38) is given by

dHðtÞ
dt

¼ 1
/

Z
dx

cðx; tÞ rcðx; tÞDrcðx; tÞ½ �: ð5:3:23Þ

In the absence of dispersion and diffusion, that is, in the absence of local scale
mixing mechanisms, the entropy is given by the one of the initial system, HðtÞ ¼ H0

and the dilution index accordingly, EðtÞ ¼ E0. This means in the absence of dis-
persion, the entropy of the system remains constant. This is evident because the flow
fields under consideration are volume conserving because of r � qðxÞ ¼ 0. Notice
also that entropy HðtÞ in an infinite domain is maximized by a Gaussian distribution.

The expression in the square brackets in (5.3.23) represents the mechanism
leading to dilution, namely the attenuation of concentration gradients by local
dispersion. This is expression is closely related to what is known in the turbulence
community as the scalar dissipation. The scalar dissipation rate describes the
velocity by which concentration variability is destroyed. Concentration variability
is measured in terms of the evolution of the global concentration variance r2c

r2cðtÞ ¼
Z

ddxc0ðx; tÞ2; ð5:3:24Þ

where the concentration fluctuations are c0ðx; tÞ ¼ cðx; tÞ � cðx; tÞ. Based on
(5.3.12), one obtains an evolution equation for the concentration variance (Kapoor
and Kitanidis 1998)

dr2cðtÞ
dt

¼ � 2
/

Z
ddx rc0ðx; tÞDrc0ðx; tÞ � rcðx; tÞDmrcðx; tÞ

h i
; ð5:3:25Þ

This relation can be seen as a balance equation for concentration variability. The
second term on the right hand side is quantified terms of the macrodispersion tensor
and the average concentration. It is a source terms and represents the creation of
concentration variance due to spreading. The first term is the scalar dissipation rate.
It is a sink terms that represents the desctruction of concentration variability due
local scale dispersion.

Notice that (5.3.25) is not closed because it depends on the local concentration
fluctuations. The interaction by exchange with the mean (IEM) model (Villermaux
and Devillon 1972) approximates the scalar dissipation rate by an expression linear
in r2c so that the first term on the right of (5.3.25) describes first order degradation.
Other closure approximation employed in the turbulence literature can be found in
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Pope (2001). It turns out that the simple IEM closure cannot describe the decay of
concentration variance in porous media (de Dreuzy et al. 2012).

We discussed above that the notions of incomplete mixing and non-Fickian
transport are closely related. Non-Fickian transport can be seen as a consequence of
the fact that the macroscopic support volume is not well mixed. Le Borgne et al.
(2011) investigated the evolution of the scale at which concentration variability is
negligible. Intuitively one would assume this mixing scale evolves diffusively
according to

ffiffiffiffiffi
Dt

p
, which is the case in a homogeneous medium. For strongly

heterogeneous media, however, the action of the heterogeneous flow field distorts
the plume and counteracts the homogenization by local dispersion. As a conse-
quence of this competition, the mixing scale evolves slower than in a homogeneous
medium, which indicates persistent non-Fickian transport in heterogeneous media.

Most effective models summarized above describe transport in terms of the
average concentrations. As we have seen here, the mixing process is related to the
creation and attenuation of local scale concentration gradients, this means, it is a
local process. Thus, the correct quantification of mixing in a large scale transport
model requires a measure for local scale concentration variability. This relates to
another issue intrinsic to spatial heterogeneity, namely uncertainty. Incomplete
knowledge on the fluctuation details of the heterogeneous medium induce uncer-
tainty on the concentration values. Incomplete mixing and uncertainty can be
quantified in terms of the probability density function (PDF), pcðc; x; tÞ of con-
centration at a given spatial position of the coarse grained medium (Lichtner and
Tartakovsky 2003; Pope 2001). The distribution of concentration PDFs may be
determined using Monte-Carlo simulations in a stochastic framework or by local
spatial sampling of concentration values. (Semi)-analytical approaches are based on
PDF equations, this means evolution equations for pcðc; x; tÞ, or so-called mapping
approaches.

The knowledge of the local concentration variability and a correct representation
of mixing are of particular importance for the modeling of reactive transport in
heterogeneous media because chemical reactions are intrinsically local phenomena
that rely on mass transfer to bring the chemical species into contact.

5.4 Reactive Transport

Reactive transport is in general modeled by the combination of a conservative
transport equation that accounts for the evolution of the concentration due to
physical mass transfer mechanisms and a source term, the reaction rate, which
accounts for chemical reactions. In the previous section, we discussed conservative
transport models at pore, Darcy and field scales. We emphasized that homogeneity
of concentration at the relevant support scale plays an important role, which can be
related to characteristic mass transfer time scales over the support volume. In the

5 Upscaling and Scale Effects 219



context of reactive transport, additional characteristic times emerge, the charac-
teristic reaction scales sr.

Chemical reaction rate laws are typically determined in well mixed environ-
ments. This means there are no mass transfer limitations, or, in other words, con-
centration changes due to physical mass transfer are equilibrated on time scales
much smaller than the times scales sr for changes in the species concentrations due
to chemical reactions. The relation of the characteristic physical mass transfer time
scales sm on the support scale and the reaction time scale sr is measured by the
Damköhler number

Damic ¼ sm
sr

: ð5:4:1Þ

Thus, for a microscopic Damköhler number Damic ¼ 1, the evolution of the con-
centration of a given species i can be described by the rate law

dciðtÞ
dt

¼ r½fcjðtÞg�; ð5:4:2Þ

with r½fcjðtÞg� the reaction rate that in general depends on the concentrations of all
reacting species. As mentioned above, the formulation (5.4.2) requires that the
support volume on which the species concentration ciðtÞ is defined is well mixed at
any time. This implies that concentration can be defined locally by a single value,
and that concentration changes on the support scale occur on time scales smaller
than the reaction time scales. Under these conditions, reactive transport can be
described by the advection-dispersion reaction equation (ADRE)

@ciðx; tÞ
@t

þr � uciðx; tÞ � Dr2ciðx; tÞ ¼ r½fcjðx; tÞg: ð5:4:3Þ

As we have seen in the previous section, for transport in heterogeneous media,
uniqueness of concentration on the support scale is not always given, again
depending on the medium heterogeneity and the associated mass transfer time
scales. In the following, we discuss these issues in relation to reactive transport
modeling from the pore to the Darcy and Darcy to the field scale.

5.4.1 Pore to Darcy Scale

At the pore scale, the evolution of the concentration Ciðx; tÞ of an aqueous species
i can be expressed by a combination of the ADE (5.3.3) and suitably chosen source
terms and boundary conditions,
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@Ciðx; tÞ
@t

þr � vðxÞCiðx; tÞ � DrCiðx; tÞ½ � ¼
X
j

mijrj½fCnðx; tÞg�: ð5:4:4Þ

We assume that the molecular diffusion coefficient D is the same for all species.
The notation fCnðx; tÞg indicates the set of all species concentrations. The reaction
rate for the jth homogeneous reaction is denoted by rj½fCnðx; tÞg� with the mij the
stoichiometric coefficients. As outlined above this formulation assumes that mass
transfer on the microscopic support scale can be disregarded. The reaction rate on
the right side represents fast and slow chemical reactions in the fluid phase. The
terms fast and slow now refer to the typical reaction time scales compared to the
diffusion time scale sD over a characteristic medium length scale, which are
compared by the Damköhler number Daj

Daj ¼ sD
sr;j

ð5:4:5Þ

with sr;j the reaction time scale of the j-th reaction. Notice that the Damköhler
number defined here is different from Damic defined above, which refers to mass
transfer on the microscopic support volume. Fast chemical reaction, this means
reactions j for which Daj � 1, react almost instantenously upon a concentration
change due to physical mass transfer. Such reactions are intrinsically
mixing-limited.

For fast reversible reactions, indexed in the following by f, the species con-
centrations are related by the mass action law (e.g. Saaltink et al. 1998; Steefel and
MacQuarrie 1996)

Y
i

½ciciðx; tÞ�mfi ¼ Kf ; ð5:4:6Þ

where Kf is the equilibrium constant of the fth equilibrium reaction. The ci are the
activity coefficients of the ith species, which depend in general on all species
concentrations. Here we assume them to be constant. The reaction rates for
rf ½fCnðx; tÞg� can in principle be approximated by their limit for Daf ! 1
(Sanchez-Vila et al. 2007)

ref ðx; tÞ ¼ lim
Daf!1

rf ½fCnðx; tÞg�: ð5:4:7Þ

where ref ðx; tÞ is the equilibrium reaction rate of the fth reaction. It can be expressed
in terms of the transport and mixing dynamics of the conservative transport system
(De Simoni et al. 2005, 2007). The right side of (5.4.4) can now be written as

X
j

mijrj½fCnðx; tÞg� ¼
X
f

mif r
e
f ðx; tÞþ

X
s

misrs½fCnðx; tÞg�: ð5:4:8Þ
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where we indexed the slow reactions by s.
Reactions between the fluid and solid phases take place at the fluid-solid

boundaries where minerals are present. We focus here on precipitation-dissolution
reactions. The boundary conditions at the fluid solid interface can then be written as
(e.g. Lichtner and Kang 2007; Whitaker 1999)

�nfsðxÞ � DrCiðx; tÞjx2@Xs
¼ �

X
m

mimamðxÞjm½fCnðx; tÞg�jx2@Xs
; ð5:4:9Þ

where nfsðxÞ is the unit normal vector on @Xs pointing from the fluid into the solid
phase; amðxÞ is the relative mineral surface area. The relative mineral surface area is
non-zero only at those locations on the solid fluid interface where the mineral is
present. The reaction flux of the mth mineral at its surface is denoted by
jm½fCnðx; tÞg�. It depends on the aqueous concentrations at the solid surface.
A discussion of the boundary conditions at the fluid-solid interface can be found in
Knabner et al. (1995).

Based on transition state theory (Hänggi et al. 1990) the reaction flux
jm½fCnðx; tÞg� at the solid-fluid boundary may be modeled as (e.g. Lichtner and
Kang 2007)

jm½fCnðx; tÞg�jx2Xs
¼ km 1� Xmðx; tÞð Þ; ð5:4:10Þ

where km is the kinetic rate constant. The saturation state Xmðx; tÞ is given by

Xmðx; tÞ ¼ K�1
m

Y
j

cjCjðx; tÞ
� 	mjm ; x 2 Xs: ð5:4:11Þ

Km is the equilibrium constant of the mth mineral reaction, mjm are the stoi-
chiometric coefficients and cj denotes the activity coefficient of the jth aqueous
species. The activity coefficients relate the species activities to their molal con-
centration. For mineral species, it is equal to one.

For practical applications of reactive transport modeling on the Darcy and field
scale, the full characterization of the physical and chemical pore scale medium
properties and the (numerical) solution of the porescale reactive flow and transport
problems on macrosopic length scale are virtually impossible. As for the problems
of single phase flow and conservative transport, upscaled reactive transport models
are required which depend only on a few effective flow, transport and reaction
parameters. Reactive transport is affected by physical heterogeneity which affects
solute mixing and thus conservative mass transfer time scales as well as chemical
heterogeneity, for example in the specific reactive surface areas.

Mathematical approaches to reactive transport upscaling from the pore to the
Darcy scale has used volume averaging (Edwards et al. 1993; Kechagia et al. 2002;
Lichtner and Kang 2007; Quintard and Whitaker 1994), Homogenization theory
(Mikelić et al. 2006), pore-network modeling (Li et al. 2006; Meile and Tuncay
2006) and smoothed particle hydrodynamics (Battiato et al. 2009; Tartakovsky
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et al. 2008). Traditionally, Darcy scale transport is quantified by an ADRE char-
acterized by effective transport and reaction parameters which can be obtained from
volume averaging of the porescale reactive transport problem (5.4.4). The evolution
equation for the volume averaged species concentration ciðx; tÞ is then given by
Lichtner (1985), Quintard and Whitaker (1994)

uðxÞ @ciðx; tÞ
@t

þ ½1� uðxÞ� @siðx; tÞ
@t

þr � qðx; tÞciðx; tÞ � Dðx; tÞrciðx; tÞ½ �
¼ /ðxÞ

X
i

mijrj½fcnðx; tÞg� þ rðsÞi ½x; fcnðx; tÞg�;

ð5:4:12Þ

The bulk reaction rate for the fluid solid reactions rðsÞi ðx; tÞ is given by

rðsÞi ½x; fcnðx; tÞg� ¼
X
m

mimamðxÞkm 1� Xm½fcnðx; tÞg�ð Þ; ð5:4:13Þ

with amðxÞ the bulk reactive surface area. Notice that heterogeneous reactions are
represented, like homogeneous reactions, through an average source term.

Recall that a reactive transport description in terms of the ADRE assumes that
concentration is unique on the support scale Vr and that mass transfer is much faster
than the characteristic reaction time scales. As series of studies have investigated
the validity of the ADRE (5.4.12) using volume averaging (Kechagia et al. 2002),
pore-network simulations (Li et al. 2006; Meile and Tuncay 2006) and smoothed
particle hydrodynamics (Tartakovsky et al. 2008). These works find consistently
discrepancies between reaction rates obtained at the pore scale and their Darcy scale
representation (5.4.12). Battiato et al. (2009) analyzed the conditions under which
the ADRE provides a valid description of Darcy scale reactive transport, theoreti-
cally, using volume averaging, and numerically, using smoothed particle hydro-
dynamics. These authors analyze systematically the physical and chemical
conditions under which the macroscale description in terms of an ADRE is valid
(Da ¼ 1), and identify the regimes for which a hybrid description is necessary that
represents both concentration variability on the support scale as well as the bulk
Darcy scale transport properties. To this end, Lichtner and Kang (2007) present a
reactive multicontinuum approach that is based on the conceptualization of the
medium as consisting of mutiple interaction continua. As in the dual porosity and
multirate mass transfer models discussed above, this description quantifies the
behavior of the average bulk concentration and represents explicitly concentration
heterogeneity at the support scale. Battiato et al. (2011) develop a (numerical)
hybrid method that consists of a coupled system of equations that represents (i) the
evolution of the mean concentration through a macroscale reactive transport
equation on a coarse grid, (ii) mass transfer between the coarse grid and a fine grid
at nodes where the conditions for the macroscale description are not met, (iii) fine
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scale reactive transport equation at the hybrid node supported with continuum and
boundary conditions.

As outlined at the beginning of this section, kinetic rate laws are often deter-
mined in the laboratory in well-mixed environments, either batch or flowthrough
reactors. Under such conditions, mass transfer limitations and possible localization
of geochemical reactions as observed in in-situ measurements do not arise (e.g. Li
et al. 2006; Steefel et al. 2005). Li et al. (2008) conducted a thorough experimental
and numerical study on the scale dependence of mineral dissolution rates and
analyzed the role of concentration gradients in single pores and fractures. These
findings again challenge the assumption of well-mixedness necessary for the
Darcy-scale reactive transport description (5.4.12) to be valid.

5.4.2 Darcy to Field Scale

The straightforward generalization of the ADRE approach from the Darcy to the field
scale, represents large scale reactive transport by the combination of the macoscale
ADE (5.3.14) and average reaction rates that are formulated in terms of the mean
species concentrations

u
@ciðx; tÞ

@t
þ q � rciðx; tÞ � r � Dmrciðx; tÞ ¼ u r fcng½ � ð5:4:14Þ

We encounter here the same conceptual issues as in the transition from the pore
to the Darcy scale. The average reactive transport description (5.4.14) is valid if the
species concentrations are uniform on the macroscopic REV, and mass transfer
times on the REV scale are much smaller than the characteristic reaction scale. If
these conditions are not fulfilled, the ADRE is only of limited applicability. In fact,
it has been found that macroscale models of reactive transport misrepresent reaction
rates in heterogeneous media (e.g. Ginn et al. 1995; Gramling et al. 2002; Kapoor
et al. 1997; MacQuarrie and Sudicky 1990; Molz and Widdowson 1988). As
pointed out above, macrodispersion coefficients overestimate solute dispersion and
simulate a homogeneity of the transport system that is not real at practically relevant
times (Kapoor and Kitanidis 1998; Kitanidis 1994).

Recall that non-Fickian conservative transport observed at the macroscale is
related to the fact that concentration is not unique at the macroscopic support scale,
or in other words to mass transfer limitations on the support scale. As a conse-
quence, the evolution of average concentration shows memory effects and is
quantified by non-local average transport models. Similar scale phenomena have
been found for reactive transport. The impact of chemical and physical hetero-
geneity may lead to large scale reaction rate laws different from those at the local
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scale. For example, it has been found that reactive transport under heterogenous
local equilibrium adsorption properties may be represented on the large scale as a
kinetic sorption process (Dentz and Berkowitz 2003; Dentz and Castro 2009;
Espinoza and Valocchi 1997).

One may now be tempted to improve the macroscale ADRE along the same lines
as for conservative transport, and combine a non-local effective transport model for
the average species concentration with reaction rate laws formulated again in terms
of the average species concentrations. Even though such a formulation represents
the impact of heterogeneity on macroscale transport, it does not represent explicitly
the concentration variability at the support scale. Chemical reactions, just like solute
mixing, are intrinsically local phenomena, and depend in general on the local scale
species concentrations and their gradients.

Thus, also for crossing from the Darcy to the field scale, hybrid models are
required that represent the mean behavior of the species concentrations on one hand
and that can model explicitly variability in the local species concentrations on the
other. As outlined above and in Sect. 5.3.2, both the multicontinuum approach
(e.g. Donado et al. 2009; Lichtner and Kang 2007; Liu et al. 2008) and the
stochastic-convective approach (e.g. Ginn 2001) have these attributes and have
therefore been used for the modeling of multispecies reactive transport in
Darcy-scale heterogenous media.

The multicontinuum approach identifies a connected mobile primary continuum
and a suite of secondary continua characterized statistically by a distribution of
physical and chemical characteristics, as for example typical mass transfer times,
porosity, reactive surface areas and sorption coefficients. The mobile continuum is
characterized by a volume averaged mobile concentration that communicates with
the fine scale secondary continua through first-order or diffusive mass transfer.
Reactive transport is solved for the mobile and each immobile subdomain sepa-
rately and the average concentrations and reaction rates are determined in terms of
the local species concentrations (Dentz et al. 2011a; Lichtner and Kang 2007;
Willmann et al. 2010).

As discussed above, the stochastic-convective model distinguishes solute con-
centrations between the individual streamtubes, and thus represents small scale
concentration variability. In this approach reactive transport is solved for each
individual streamtube (e.g. Cirpka and Kitanidis 2000; Ginn 2001; Seeboonruang
and Ginn 2006a, b), and therefore local concentration fluctuations can be quantified
in the overall reaction behavior. Notice, however, that the streamtubes are typically
not connected such that transverse mixing between streamtubes is not represented.
Therefore, global mixing may actually be underestimated because concentration
gradients between streamtubes cannot be attenuated and therefore may impact on
the prediction of the global reaction behavior. Thus, while the macrodispersion
approch may be considered a maximum dilution model (Kitanidis 1994), the
stochastic-convective approach represents a minimal mixing model (Robinson and
Viswanathan 2003; Seeboonruang and Ginn 2006a).
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5.5 Multiphase Flow

This section discusses scale effects in multiphase flow through porous media. We
focus on the simultaneous flow of two immiscible fluids in a rigid porous matrix.
Fluid flow is characterized by the fluid-solid and fluid-fluid interfaces. The presence
of interfaces between the fluids leads to phenomena different from the ones
observed in single phase flow.

On the pore scale, flow can be described by the Stokes equation (5.2.2) for each
of the two fluids. At the fluid-fluid interface, the flow velocities are continuous,
while the fluid pressures in each phase may be different (Marle 1981), sustained by
the surface tension r at the interface between the two fluids. For two fluids at rest in
a capillary, the interaction between the fluids and the solid walls gives the pressure
difference at equilibrium by the Young-Laplace equation as

Dp ¼ r
1
r1

þ 1
r2

� �
cosðhÞ; ð5:4:15Þ

where r1 and r2 are the curvature radii of the respective fluids. In a cylindrical
capillary, the radii r1 ¼ r2 ¼ r are equal to the capillary diameter. The contact angle
h (0\h\p) is defined as the angle between the capillary wall and the interface
between the two fluids. It depends on the surface tensions between the liquids and
the liquids and the solid, which are related through the Young-Dupré equation
(Bear 1972; Sahimi 1995, 2011). For h\p=2, the fluid from whose side the angle is
measured, is called wetting, for h[ p=2 it is called non-wetting. As discussed in
Bear (1972), contact angle and interfacial tension depend in general on the direction
the interface is moving (capillary hysteresis).

As for single phase flow, coarse graining of the pore-scale flow problem is
required to derive effective flow descriptions for practically relevant temporal and
spatial scales. This has been undertaken by volume averaging (Hassanizadeh and
Gray 1990), homogenization theory (Bourgeat 1997), and numerical pore scale
flow modeling (Meakin and Tartakovsky 2009). The Darcy scale two-phase flow
problem then is described by an extension of the Darcy equation for each fluid

qa ¼ � k
la

kr;a rpa � qagð Þ; ð5:4:16Þ

where the subscript a denotes the fluid phase, qa its density, pa its pressure, la its
viscosity, and g is the downward pointing vector of gravity acceleration. Mass
conservation for each fluid is described by

u
@Sa
@t

þr � qa ¼ 0; ð5:4:17Þ

where Sa denotes the saturation, or volumetric fraction of fluid phase a in the
medium; both fluids are assumed to be incompressible such that qa ¼ constant.
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Here we have
P

a Sa ¼ 1. As pointed out in Bear (1972), this system of equations
was proposed by Wyckoff and Botset (1936) and Muskat (1937) as a generalization
of the single phase flow description in Darcy scale porous media.
Equations (5.4.16)–(5.4.17) are complemented by constitutive relationships that
relate the pressures in each of the two fluids, and describe the relative saturation kr;a
for each fluid. In the simultaneous flow of two fluids, the pore space available for
one fluid is limited due to the presence of the other fluid, which therefore reduces its
permeability. With this reasoning, relative permeability kr;a is related to fluid
saturation Sa. An extensive discussion on the concept of relative permeability and
the dependence on fluid saturation can be found in Bear (1972).

Capillary pressure pc ¼ pnw � pw denotes the difference between the pressures in
the wetting and non-wetting fluid phases. This concept is motivated by the
pore-scale interfacial pressure difference (5.4.15) between the two fluids. Capillary
pressure is in general related to fluid saturation, pc ¼ pcðSaÞ. As outlined on Marle
(1981), for a conic capillary the interface is spherical and fluid saturation may be
uniquely related to the interfacial pressure. This is not true anymore for porous
media, which are characterized by a complex pore geometry and a distribution of
pore length scales. Capillary hysteresis and pore-scale heterogeneity lead to hys-
teresis effects in the capillary pressure-saturation relationship, which depends on
whether the wetting fluid displaces the non-wetting (imbibition curve) or vice versa
(drainage curve). Furthermore, notice that the Young-Laplace equation (5.4.15)
describes the conditions at the interface at equilibrium. Thus, the simple pcðSaÞ
relationship may not be sufficient to describe dynamic phenomena
(Cueto-Felgueroso and Juanes 2012; Das and Mirzaei 2012). Thus, several authors
proposed dynamic relationships between the phase pressures and saturations of the
type (see Dahle et al. 2005 and references therein).

pnw � pw ¼ pcðSaÞþF
@Sa
@t

; Sa

� �
: ð5:4:18Þ

Marle (1981) discusses that (multi-)phase flow in porous media is mainly based on
phenomenological macroscale laws that describe fluid flow at the Darcy scale based
on macrocopic quantities such as fluid saturations and phase pressures. These laws
then are verified or challenged by experiments. This macroscopic approach is
contrasted to the microscopic approch that ideally understands porous media flow
based on the elementary laws of visous flow in a pore and from the laws of
capillarity. At the time, no serious study [had] yet been undertaken of the flow of
several fluids. To date, volume averaging and homogenization theory as well as
pore-scale flow simulations have shed new light on the foundations of the
Darcy-scale multiphase flow description. Yet many open questions remain
(Cueto-Felgueroso and Juanes 2012; Das and Hassanizadeh 2005).

In the remainder of this section, we will focus on the quantification of large scale
two-phase flow in Darcy-scale porous media. We will rely on the description of
two-phase flow through Eqs. (5.4.16) and (5.4.17) complemented by the static
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capillary pressure-saturation relationship pnw � pw ¼ pcðSaÞ, and saturation
dependent relative permeability kr;aðSaÞ. We first focus on the large scale de-
scription of two-phase flow in moderately heterogeneous porous media. We present
an approach based on stochastic modeling of spatial heterogeneity, which render a
non-local large scale flow model. The front roughening due to spatial heterogeneity
can described here in terms of a flow parameter similar to the macrodispersion
coefficients discussed above. For transport in strongly heterogeneous media with
sharps contrasts in hydraulic conductivity such as fractured media, we review
multicontinuum and multirate mass transfer approaches. We then consider the
derivation of large scale two-phase flow models through dimensional reduction.
Finally, we give an overview over the upscaling of convective mixing in porous
media.

5.5.1 Macrodispersion Two-Phase Flow Model

Spatial heterogeneities can lead to an increase in the interfacial area between two
fluids, and thus have an impact on the dissolution efficiency between fluid phases.
The spreading of the saturation distribution in a homogeneous and a heterogeneous
medium is illustrated in Fig. 5.10. While the homogeneous model is characterized

Fig. 5.10 Saturation distributions in top a homogeneous medium, and bottom a heterogeneous
medium. The displacing fluid is injected at the left boundary at constant rate. Gravity and capillary
effects are disregarded (after Bolster et al. 2009)

228 M. Dentz et al.



by a constant saturation value along a cross-section, the heterogeneous model is
characterized by a distribution of saturation values, and with larger interface length
due to heterogeneity-induced front roughening (Noetinger et al. 2004).

As discussed in Sect. 5.3.2, dispersive transition zones in solute transport
problems have typically been characterized by spatial moments. Due to the quali-
tative similarity of heterogeneity-induced front roughening, similar approaches
have been applied to two-phase flow. Cvetkovic and Dagan (1996) and Dagan and
Cvetkovic (1996) used Lagrangian perturbation theory in a stochastic modeling
approach in order to determine the averaged cumulative recovery of the displacing
fluid and the spatial moments of the fluid distribution. They found that spatial
heterogeneities cause a dispersive growth of the second moment. Also Zhang and
Tchelepi (1999) observed a dispersion effect for horizontal immiscible displace-
ment. Langlo and Espedal (1995) quantified the heterogeneity-induced front dis-
persion with an effective dispersion coefficient. Their approach was extended by
Neuweiler et al. (2003) to quantify the dispersion coefficient analytically, by Bolster
et al. (2009) to include temporal fluctuations in the flow field, and Bolster et al.
(2011) to account for the impact of gravity and heterogeneity on front spreading.
Panfilow and Floriat (2004) use a homogenization approach to quantify the front
dispersion in a periodic medium.

In the following, we outline the stochastic-perturbative approach to the quan-
tification of large scale flow in moderately heterogeneous media. As in the context
of single phase flow and transport, see Sects. 5.2.2 and 5.3.2, the heterogeneous
medium is modeled as a realization of an ensemble of random media. A large scale
flow equation can then be derived by ensemble averaging of the flow problem.
Perturbation theory is used to relate the local scale fluctuations of hydraulic con-
ductivity to the large scale flow formulation. Medium and fluid are incompressible
so that porosity / and phase densities qa are constant.

Quantities that refer to the wetting and non-wetting phases, in the following are
marked by the subscript w and nw, respectivley. Incompressibility and mass con-
servation imply that the divergence of the total specific discharge Q ¼ P

a qa is
zero, r �Q ¼ 0. Eliminating qnw from Eq. (68) in favor of Q by using (67) gives
the two-phase flow problem in the fractional flow formulation (Bear 1972) for the
non-wetting phase as

@Snw
@t

þr � QfnwðSnwÞ � kDqnwg
lw

gnwðSnwÞ
� �

�r � k
lw

gnwðSnwÞrpcðSnwÞ
� �

¼ 0;

ð5:5:1Þ

where Dqnw ¼ qw � qnw. We set / ¼ 1 for simplicity (which is equivalent to
rescaling time). The fractional flow function fnwðSnwÞ and modified fractional flow
function gnwðSnwÞ are defined by

5 Upscaling and Scale Effects 229



fnwðSnwÞ ¼ knwðSnwÞ
knwðSnwÞþ kwðSnwÞ ; gnwðSnwÞ ¼ kr;wðSnwÞfnwðSnwÞ: ð5:5:2Þ

where the phase mobilites are defined by ka ¼ kr;a=la. Notice that Eq. (5.5.1) may
be considered a non-linear advection-dispersion equation for the phase separation,
in which the second term on the left side represents non-linear advection, the
second term non-linear dispersion.

For simplicity, we disregard gravity and set capillary pressure constant in the
following. Equation (5.5.1) then simplifies to the Buckley-Leverett equation

@Snw
@t

þQ � rfnwðSnwÞ ¼ 0; ð5:5:3Þ

For constant capillary pressure, the total flow velocity Q satisfies the Darcy
equation

Q ¼ �kKðSnwÞrpnw;KðSnwÞ ¼ kr;nwðSnwÞ
lnw

þ kr;wðSnwÞ
lw

: ð5:5:4Þ

We focus on the steady displacement of the wetting by the non-wetting as
illustrated in Fig. 5.10. The total flux at the inflow boundary is prescribed as
Q ¼ Q0e1, where e1 is the unit-vector in 1-direction. It can be decomposed into its
imposed mean and fluctuations about it, QðxÞ ¼ Q0e1 þQ0. Substituting the flux
decomposition into (72), the local scale saturation equation reads as

@Snwðx; tÞ
@t

þQ0
@fnwðSnwÞ

@x1
þQ0 � rf ðSnwÞ ¼ 0: ð5:5:5Þ

In analogy to the decomposition of total discharge and permeability, we assume
that the saturation can be decomposed into its ensemble average Snw and fluctua-
tions about it Snw ¼ Snw þ S0nw. Furthermore, assuming that the saturation fluctua-
tions are small, the fractional flow function can be expanded about its mean as

f ðSnwÞ ¼ f ðSnwÞþ df ðSnwÞ
dSnw

S0nw þ . . . Using these decompositions in (5.5.5) and sub-

sequently performing the ensemble average gives the large scale flow equation

@Snw
@t

þQ0
@fnwðSnwÞ

@x1
¼ �r �Q0S0nw

df ðSnwÞ
dSnw

: ð5:5:6Þ

The flux term on the right side depends on the local scale fluctuation of the total
flow velocity and phase saturation, and therefore it is not closed. However, by
subtracting the average equation (5.5.6) from the local scale equation (5.5.5) and
disregarding contributions that are quadratic or higher order in the fluctuations, one
obtains the following equation for the fluctuations of the phase saturations

230 M. Dentz et al.



@S0nw
@t

þQ0
@

@x1

dfnwðSnwÞ
dSnw

S0nw ¼ �Q0 � rfnwðSnwÞ: ð5:5:7Þ

This is a linear, closed form equation for S0nw that is based on disregarding
higher-order fluctuations of flow velocity and saturation. Therefore, the large scale
flow equation (5.5.6) is closed perturbatively here. Notice, that in the previous
section, the Dupuit approximation has been used to close the vertically averaged
large scale flow problem.

The linear equation (5.5.7) can be solved in terms of the associated Green’s
function Gðx; tjx0; t0Þ, which solves (5.5.7) for the initial condition
Gðx; tjx0; t0Þ ¼ dðx� x0Þ. Thus, we obtain for S0nw the expression

S0nw ¼ �
Z t

0

dt0
Z

dx0Gðx; tjx0; t0ÞQ0ðx0Þ � r0f Snwðx0; t0Þ
� 	

; ð5:5:8Þ

Inserting (5.5.8) into (5.5.6), gives a closed form large scale equation for the
average saturation that can be written as the spatially and temporally non-local
non-linear advection-dispersion equation

@Snw
@t

þQ0
@f ðSnwÞ
@x1

�r �
Z t

0

dt0
Z

dx0
df ðSÞ

dSnwðx; tÞ
kðx; tjx0; t0Þr0f Snwðx0; t0Þ

� 	 ¼ 0:

ð5:5:9Þ

The impact of the local scale flow fluctuations, and therefore the impact of
heterogeneity on large scale flow, is encoded in the kernel function

kijðx; tjx0; t0Þ ¼ Q0
iðxÞGðx; tjx0; t0ÞQ0

jðx0Þ: ð5:5:10Þ

Equation (5.5.9) has a similar structure as (5.5.1). However, while in (5.5.1) the
(non-local) dispersive flux term originates from the presence of capillary pressure,
here it comes from spatial heterogeneity on the Darcy scale. As outlined previously,
non-local fluxes typically occur when averaging. The non-linear character of the
two-phase problem is preserved during the upscaling excercise. However, in order
to close the large scale flow problem, the non-linearity is quasi-decoupled in (5.5.7)
by using perturbation theory, so that S0 can be related to the large scale saturation
through the Green’s function G. Explicit expressions for G can be found in
Neuweiler et al. (2003) and Bolster et al. (2009).

In order to quantify the dispersion of the displacement front, Neuweiler et al.
(2003) equate the non-local flux term on the right side of (5.5.9) to
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Z t

0

dt0
Z

dx0
df ðSnwÞ
dSnwðx; tÞ

kðx; tjx0; t0Þr0f Snwðx0; t0Þ
� 	 	 D
ðtÞrf Snwðx; tÞ

� 	
; ð5:5:11Þ

which defines the dispersion tensor D
ðtÞ. A perturbation theory calculation
(Bolster et al. 2009; Neuweiler et al. 2003) then gives the following compact
expression for the macrodispersion coefficient in flow direction

D

11 ¼ r2YQ

2
0

ZQ0t

0

dx1C11ðx1Þ; ð5:5:12Þ

where C11 denotes the correlation function of Q0
1. It may be approximated by the

corelation function for single phase flow as outlined in Neuweiler et al. (2003) and
Bolster et al. (2009). Figure 5.11 illustrates the evolution of the front spreading
obtained from numerical solution of the two-phase flow problem (5.5.3) and the
analytical expression (5.5.12).

In summary, the stochastic perturbative approach yields a large scale two-phase
flow equation that is characterized by a non-local and non-linear dispersive flux
term. The impact of heterogeneity in permeability leads to a roughening of the
interface between the two fluids that can be described by an effective dispersion
coefficient. It needs to be noted that dispersion here does not describe mixing, or
blending, of the two immiscible fluids, but purely heterogeneity-induced spreading.

Fig. 5.11 Temporal behavior of the dispersion coefficient (5.5.12) and the evolution of the front
width obtained from the numerical solution of the heterogeneous two-phase problem for a
Gaussian and Delta autocorrelation functions with r2Y ¼ 0:5, normalized by the long-time
asymptotic value of (5.5.12) from (after Bolster et al. 2009)
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Thus, the dispersion coefficient and the related interface width serve rather as bulk
measure for the interface length.

5.5.2 Multicontinuum Two-Phase Flow Model

The multicontinuum approach for two-phase flow in highly heterogeneous media is
in line with the ones reported in Sects. 5.2.2 and 5.3.2 for single phase flow and
transport, respectively. We consider a highly heterogeneous medium of the type
illustrated in Fig. 5.11 with clearly delineated mobile and immobile flow regions.

The invading fluid now is the wetting and the displaced the non-wetting phase.
We formulate the two-phase flow problem in terms of the saturation of the wetting
phase, which here is denoted by S ¼ Sw. The two-phase flow problem in the
fractional flow formulation reads in terms of the wetting fluid phase as

/
@S
@t

þr � QfwðSÞ � kDqwg
lnw

gwðSÞ
� �

þr � k
lnw

gwðSÞrpcðSÞ
� �

¼ 0; ð5:5:13Þ

where Dqw ¼ qnw � qw. The fractional flow function fwðSÞ and modified fractional
flow function gwðSÞ for the wetting phase are defined by

fwðSÞ ¼ kwðSÞ
kwðSÞþ knwðSÞ ; gwðSÞ ¼ kr;wðSÞfwðSÞ: ð5:5:14Þ

It is assumed that flow within the matrix blocks is mainly capillary dominated,
this means viscous and gravity forces are subdominant in the immobile regions.
Parameters, parameter functions and observables that refer to the fracture domain in
the following are marked by subscript f, their matrix counterpart by subscript
m. Thus, the flow equation (5.5.13) in the fracture domain reads as

/f
@Sf
@t

þr � Qf fwðSf Þ � kfDqwg
lnw

gwðSf Þ
� �

þr � kf
lnw

gwðSf Þrpc;f ðSf Þ
� �

¼ 0;

ð5:5:15Þ

For the matrix domain, one obtains from (5.5.13) by disregarding viscous and
and gravity forces

/m
@Sm
@t

þr � km
lnw

gwðSmÞrpc;mðSmÞ
� �

¼ 0: ð5:5:16Þ

The conditions at the interface are continuity of flux and pressure, which are
expressed by
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kf gwðSf Þnfm � rpc;f ðSf Þ ¼ kmgwðSmÞnfm � rpc;mðSmÞ; ð5:5:17Þ

pc;f ðSf Þ ¼ pc;mðSmÞ ð5:5:18Þ

for x 2 @Xfm, where @Xfm denotes the fracture-matrix interface, and nfm the unit
vector perpendicular to the interface.

Using a multiscale expansion, Tecklenburg et al. (2013) derive the following
large scale flow model for the (volume) averaged saturation Sf

uf/f
@Sf
@t

þr � ufQf fwðSf Þ �
uf kfDqwg

lnw
gwðSf Þ

� �
þr � uf kf

lnw
gwðSf Þrpc;f ðSf Þ

� �

�r � /fD

rfwðSf Þ ¼ �/mum

@Sm
@t

;

ð5:5:19Þ

where Qf is the average total flow in the facture domain. As in Sect. 5.2.2, uf and
um denote the volume fractions of the fracture and matrix domains. The
macrodispersion tensor D
 can be identified with the one defined in (5.5.11). The
average saturation Sm in the matrix domain is given by the volume average of Sm,
which is determined from (5.5.16) with the boundary condition

pc;mðSmÞ ¼ pc;f ðSf Þ ð5:5:20Þ

for y 2 @Xm; @Xm denotes the boundary of the matrix domain, and y the position
vector in the coordinate system attached to the matrix domain.

The closed system of equations constituted by Eqs. (5.5.19) and (5.5.16) with
the boundary condition (5.5.20) constitute the multicontinuum large scale flow
model for the average fracture saturation Sf . Note that the resulting flow model
depends on the non-linear diffusion properties between the mobile and immobile
zones as expressed by (5.5.16) and (5.5.20). Thus, we seek to simplify the capillary
diffusion problem (5.5.16) thus and relate it back to the single phase flow problem.
To this end, we expand (5.5.16) in the form

um
@Sm
@t

�ry � D0
crySm

� 	 ¼ 0;D0
c ¼

km
lnw

gwðSmÞ dpc;mðSmÞdSm
; ð5:5:21Þ

where D0
c. represents the non-linear capillary diffusion coefficient (McWhorter and

Sunada 1990). We approximate D0
c by a suitably chosen constant value such that

D0
c ¼ Dc ¼ constant (Tecklenburg et al. 2013). This approximation may appear

quite drastic. However, we are not so much interested in the distribution of satu-
ration inside the immobile region, as in the average matrix saturation Sm. Schmid
and Geiger (2012) determined the characteristic time scale sc for capillary diffusion
into a matrix block of typical size ‘m in terms of the capillary flow properties within
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the matrix. Thus, the constant average capillary diffusion coefficient can is esti-
mated as Dc ¼ ‘2m=ð2scÞ. With this simplification, (5.5.21) reduces to a linear
diffusion equation that can be solved by the method of Green’s functions. As a
matter of fact, the immobile flow problem is similar to the corresponding matrix
problems for single phase flow transport, with the difference that the diffusion
coefficient Dc here is determined from the capillary flow properties in the matrix,
and that the matrix saturation at the boundary of the matrix domain is given
implicitly in terms of the average fracture saturation by (5.5.20).

For a uniform initial saturation Sm0 inside the matrix, Sm can be determined in
terms of the Green’s function that solves the diffusion problem (5.5.21) in the
matrix domain for a unit Delta pulse on the matrix boundary. The case of hetero-
geneous distributions is detailed in Tecklenburg et al. (2013). Finally, one obtains
for the average saturation in the immobile zones

Sm ¼ Sm0 � Sm0

Z t

0

dt0gmðt0Þ þ
Z t

0

dt0gmðt � t0ÞSmbðt0Þ: ð5:5:22Þ

where we defined the boundary saturation Smb from (5.5.20) as Smb ¼ p�1
c;m½pc;f ðSf Þ�.

Inserting this expression into (5.5.19) gives a single equation large scale flow model
(Geiger et al. 2013; Tecklenburg et al. 2013).

uf/f
@Sf
@t

þr � ufQfwðSf Þ �
uf kfDqwg

lnw
gwðSf Þ

� �

þr � uf kf
lnw

gwðSf Þrpc;f ðSf Þ
� �

�r � ufD

rfwðSf Þ ¼ CðtÞ;

ð5:5:23Þ

where the source term CðtÞ is given by

CðtÞ ¼ �um/m
d
dt

Z t

0

dt0gmðt � t0ÞSmbðt0Þ þum/mSm0gmðtÞ: ð5:5:24Þ

In the absence of capillary and gravity forces in the fracture, and for a linear
fractional flow function fwðSwÞ ¼ Sw, the large scale flow model is equal to the
corresponding MRMT solute transport model.

The large scale model (5.5.23) and (5.5.24) can be readily generalized to account
for a distribution of immobile continua characterized by different geometries and
hydraulic properties. In this case, the source term CðtÞ is generalized to
CðtÞ ¼ P

i um;i/m;igm;iðtÞ, where um;i and /m;i are volume fraction and porosity of
the ith immobile continuum. The memory functions gm;iðtÞ quantify the mass
exchange between the ith immobile continuum and the mobile continuum.
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Multicontinuum models have been used for the large scale modeling of unsat-
urated flow and for the simulation of water-oil diplacement for simulating oil
recovery from fractured reservoirs. For the modeling of unsaturated flow, Šimůnek
et al. (2003) and Gerke (2006) distinguish multi-permeability and multi-porosity
approaches. In the former, all the continua, characterized by different hydraulic
properties, are mobile, and connected through a mass transfer term, while the latter
distinguish a mobile and a set of immobile continua. In the oil and gas community
such models are termed dual-permeability and dual-porosity models, respectively
(Kazemi et al. 1976). Di Donato et al. (2007) present a multirate mass transfer
model that has certain similarities with the one described above. These authors
consider first-order mass transfer between the fracture and the matrix, similar to the
one reported in Sect. 5.2.2. It is assumed, however, that the mass flux between the
fracture and matrix domains is independent on the fracture saturation, but depends
only on the difference between the maximum matrix saturation and the actual
saturation.

5.5.3 Vertically Integrated Models

Vertically integrated large scale models seek to simplify the full two-phase flow
problem and express the large scale flow problem in terms of the vertically inte-
grated observables. This implies the projection, or compression of the original
dynamic equation, and subsequent modeling of flux terms that are in general depend
on the small scale details of the flow problems. This is a well-known problem in
flow and transport upscaling. The macrodispersion approach reported above for the
two-phase flow problem, and in Sect. 5.3.2 for transport, models the non-local flux
terms by the macrodispersion closure u0c ¼ Dmrc, where u0 is a velocity fluctu-
ation, Dm a macroscale dispersion tensor, and c an average concentration. The
multicontinuum approaches for flow and transport detailed above and in
Sects. 5.2.2 and 5.3.2 represents the fluxes between the small and large scales
through a memory function that is determined by the solution of the small scale
flow or transport problem.

Large scale averaged models do not resolve variability along the vertical, which,
however, is needed to model the fluxes and relate them to the large scale variables.
Nordbotten and Celia (2012) provide an approach based on compression and
reconstruction of features, which we want to briefly summarize in the following.
These authors employ an heterogeneous multiscale method, which provides a
methodological framework to relate the incomplete large scale, or coarse scale
model to the small scale, or fine scale model and thus close the coarse scale
description. This approach defines a compression operator C, that projects the fine
scale on the coarse scale variables, and a reconstruction operator R that approxi-
mates the fine scale variable based on the coarse variable. Consistency requires that
CR ¼ II with II the identity operator. The reverse is in general not true, CR 6¼ II
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because the reconstruction in general provides an approximation to the true fine
scale variable.

The compression operator C may represent a spatial integration, or projection of
a characteristic value of the small scale variable. The former applies in the definition
of coarse scale phase saturation

Sa ¼ CSaSa ¼
ZfT
fB

dx3Sa: ð5:5:25Þ

In the following, the subscript marks the variable to which compression and
reconstruction are applied. The reconstructed saturation is denoted by

Ŝa ¼ RSaSa: ð5:5:26Þ

For the compression of pressure the second option applies. As emphasized by
Nordbotten and Celia (2012), pressure is not an additive quantity, and it is in
general not a independent on the vertical position. It is assumed for the following
that the Dupuit assumption is valid, this means that flow is predominantly hori-
zontal, e3 � qa � 0. Coarse phase pressure is defined by projection as

pa ¼ Cpapa ¼ paðx3 ¼ f0Þ ð5:5:27Þ

with f0 a reference height. The reconstruction operator Rpa is obtained immediately
as

Rpapa ¼ pa � qagðx3 � f0Þ: ð5:5:28Þ

For simplicity, we consider a domain with horizontal bottom and top boundaries
at x3 ¼ fB and x3 ¼ fT . Vertical averaging of (5.4.17) gives

uSa þrjj � qa ¼ 0; ð5:5:29Þ

where zero flow is assumed at the horizontal boundaries, and porosity / is assumed
to be constant. The coarse phase saturations satisfy

P
a Sa ¼ 1. The subscript k

denotes the horizontal direction. The fine scale flux qa is given by (5.4.16). Notice
that (5.5.29) is not closed because qa depends on the fine scale saturations through
relative permeability kr;a. The equation can be closed subject to a suitable saturation
reconstruction, such that the fine scale saturation can be related to the coarse
saturation via (5.5.26). Nordbotten and Celia (2012) derive a reconstruction oper-
ator based on the Dupuit reconstruction (5.5.28) and the saturation dependence of
capillary pressure. Based on a unique relation between capillary pressure and sat-
uration, one may write
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Sa ¼ p�1
c ðpnw � pwÞ: ð5:5:30Þ

Using the Dupuit reconstruction (5.5.28), the pressure difference between the
non-wetting and wetting fluids can be approximated by pnw � pw � pnw � pw�
ðqnw � qwÞgðx3 � f0Þ. This gives the reconstructed saturation as

Ŝa ¼ p�1
c pnw � pw � ðqnw � qwÞgðx3 � f0Þ½ �: ð5:5:31Þ

The compression of the reconstructed phase saturation Ŝa gives the coarse
saturation

Sa ¼ CSa Ŝa ¼ CSap�1
c pnw � pw � ðqnw � qwÞgðx3 � f0Þ½ �: ð5:5:31Þ

This follows from the consistence requirement mentioned above. The coarse
saturation can be shown (Nordbotten and Celia 2012) to be monotone and invertible
in the pressure difference pnw � pw, such that a coarse capillary pressure can be
defined as

pcðSaÞ ¼ pnw � pw: ð5:5:32Þ

Thus, capillary pressure can be reconstructed as a function of the coarse phase
saturation as

p̂cðŜaÞ ¼ pcðSaÞ � ðqnw � qwÞgðx3 � f0Þ; ð5:5:33Þ

and therefore, the reconstruction of the phase saturation Ŝa can now be related to the
coarse phase saturation through

Ŝa ¼ CSaSa 	 p�1
c pcðSaÞ � ðqnw � qwÞgðx3 � f0Þ
� 	

: ð5:5:34Þ

The coarse grained Darcy flux qa can then be written in terms of the coarse
grained variables as Nordbotten and Celia (2012)

qa ¼
ZfT
fB

dx3ek � qa ¼
ZfT
fB

dx3k
kr;aðRSaSaÞ

la
rkRpapa: ð5:5:35Þ

One may now define the integrated permeability and coarse scale mobilities as

k ¼
ZfT
fB

dx3k; kaðSaÞ ¼ k
�1

ZfT
fb

dx3k
kr;aðRSaSaÞ

la
: ð5:5:36Þ

238 M. Dentz et al.



Thus, the equation for the coarse saturation Sa now reads as

/
@Sa
@t

�rk � k kaðSaÞrkpa
� 	 ¼ 0: ð5:5:37Þ

This equation, together with the coarse capillary pressure pcðSaÞ constitute a closed
large scale flowmodel for the coarse phase saturations. This particular model assumes
vertical equilibrium. Nordbotten and Celia (2012) discuss simplified models derived
from this approach, and also consider generalizations that relax the assumptions of
vertical equilibrium, and immiscibility, and incompressibility of the two fluids.

5.5.4 Convective Mixing

The previous sections described modeling approaches to quantify the large scale
features of the flow of two immiscible fluids. In this section, we consider the mixing
of the phases due to dissolution at the interface and the subsequent occurrence of
convective instabilities. Dissolution of CO2 in the formation water, and possible
subsequent geochemical reactions are mechanisms that increase the storage safety.
After injection, the buoyant CO2 will spread and migrate laterally as a gravity
current relative to the denser ambient brine. As CO2 migrates, dissolution takes
place in the interphase with the brine. The CO2-brine mixture is denser than either
of the pure fluids which results in an unstable density stratification. This configu-
ration of fluids triggers a Rayleigh-Bénard hydrodynamic instability known as
convective mixing that enhances the dissolution of CO2.

Onset of convection
The time for the onset of convection is a critical factor in the CO2 dissolution
problem. At the critical time convection starts to dominate over diffusion and
dissolution grows. The dissolution of CO2 on top of the formation water leads to an
unstable boundary-layer problem analogous to the one found when a fluid is
overlaid by a cold boundary (Rees et al. 2008). Following this analogy, CO2

dissolution is conceptualized in a semi-infinite domain with an impervious top
boundary, at which concentration is prescribed equal to CO2 solubility. The brine is
assumed incompressible, the Boussinesq approximation valid and the porous
medium homogeneous.

Under these assumptions, the critical time tc / D ul
kDqg


 �2
(Hassanzadeh et al.

2007; Riaz et al. 2006). The coefficient of proportionality depends on the specific
stability analysis method. Dominant mode analysis (Ben et al. 2002; Riaz et al.
2006) gives the largest coefficients, and methods which use a white noise initial
condition (Caltagirone 1980; Ennis-King and Paterson 2005; Foster 1965) the
lowest. It is found (Slim and Ramakrishnan 2010) that instabilities only happen for
Rayleigh-Darcy numbers R larger than 32.5. The obtained critical time is
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layer-thickness dependent for 32:5\R\75. This limitation disappears if the
underlying fluid is allowed to cross the top boundary. All the stability analysis
methods overestimate the time for the onset of convection Slim and Ramakrishnan
(2010) which can be attributed to the use of physically unrealistic perturbations
(Daniel et al. 2013; Tilton et al. 2013).

The time for the onset of convection is also very sensitive to the conceptual
model. More realistic models that include heterogeneity in the permeability field
(Rapaka et al. 2009; Xu et al. 2006) or hydrodynamic dispersion (Hidalgo and
Carrera 2009) predict shorter times for the convection to appear. However, when
chemical reactions that consume carbon are taken into account (Andres and
Cardoso 2011; Ghesmat et al. 2011), the time for the onset of convection increases
because the boundary layer stabilizes.

Convective mixing and characteristic scales
Once convection has developed, the flow is characterized by a fingering pattern as
illustrated in Fig. 5.12. The dissolution rate during this regime is approximately
constant and larger than the one due to purely diffusive dissolution (Kneafsey and
Pruess 2009). A heuristic analysis of the system suggests that the dissolution flux
should be scale free, that is, independent of the Rayleigh number Ra (Hidalgo and
Carrera 2009; Slim and Ramakrishnan 2010). Numerical simulations in 2D
(Hidalgo and Carrera 2009; Riaz et al. 2006) and 3D (Pau et al. 2010) support this
hypothesis. However, experimental data obtained using analogue fluid systems
suggest a Ra4=5 scaling of the dissolution fluxes (Backhaus et al. 2011; Neufeld
et al. 2010). The scaling of the dissolution fluxes can be studied through the
evolution of the scalar dissipation rate, a magnitude often easier to compute.

Fig. 5.12 Log dissolution flux versus log-time in arbitrary dimensionless units displaying the
three main stages of CO2 dissolution. At the begining CO2 dissolves into brine through diffusion.
The flux decays as t�1=2. After the onset of convection the dissolution flux increases sharply.
Convection dominated flux remains constant until the underlying brine saturates and the CO2 flux
is shutdown. The three insets show snapshots of the CO2-brine system representative of the three
regimes
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This method shows that, when the Darcy-Boussinesq model is assumed, there is no
dependence of the dissolution flux on Ra (Hidalgo et al. 2012). Similar results have
been obtained for 3D simulations (Fu et al. 2013). Therefore the observed
non-linear scaling has yet to be explained using effects not present in the traditional
model.

Dissolution flux plays a major role in the large scale dynamics of CO2 migration.
As the CO2 dissolves in the system, the buoyant gravity current slows down and
eventually is totally arrested (MacMinn and Juanes 2013). The behavior of the
convection-driven dissolution fluxes presents an intermittent behavior linked to
finger growth and merging (Slim et al. 2013). Ultimately, the dissolution flux
decreases as the system becomes saturated (Hidalgo et al. 2013). The nature of the
convection shutdown depends on the system considered. For 2D box models the
flux decays as � t�ðnþ 1Þ=n where n is an exponent that characterizes the dependence
of density with the concentration (Hewitt et al. 2013). However if the dynamics of
the CO2 gravity current is considered flux, decays first diffusively and later
sub-diffusively (Szulczewski et al. 2013).

Heterogeneity and chemical reactions have an impact on dissolution. The
presence of horizontal obstacles in the aquifer decreases the magnitud of dissolution
fluxes (Elenius and Gasda 2013). The magnitude of the reduction depends on the
size and distribution of the barriers. Moderate chemical reactions inhibit finger
growing but favor tip splitting. This enhances convection and increases the dis-
solution flux. With increasing efficiency of chemical reactions, finger formation is
suppressed and dissolution is controlled by diffusion (Andres and Cardoso 2011).
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Chapter 6
Laboratory Experiments

Philippe Gouze, Katriona Edlmann, Christopher Ian McDermott
and Linda Luquot

Abstract The hydro-thermo-mechanical and chemical properties of reservoir rocks
and the surrounding sealing units are important data for assessing the performance
of a CO2 storage. Laboratory measurements on rock samples are the first method to
assess these properties and evaluate the reservoir injectivity and storage potential.
Beyond standard techniques, this chapter also presents state of the art laboratory
experiments capable of reproducing the in situ conditions during CO2 injection. In
addition, these methods are also used to investigate the coupling between the
hydro-thermo-mechanical and chemical properties.

6.1 Introduction

The hydro-thermo-mechanical and chemical properties of reservoir rocks and the
surrounding sealing units are crucial data for assessing the performance of a CO2

storage. Laboratory measurements on rock samples are the first method to assess
these properties and evaluate the reservoir injectivity and storage potential. Then
laboratory experiments reproducing the conditions of CO2 injection can be per-
formed for characterizing the mechanisms of alteration of these properties and for
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determining the input parameters for predictive modeling. This chapter presents a
panel of methods and procedures of laboratory testing of rock and fluid samples that
can be applied during the exploration phase when boreholes are drilled and core
samples retrieved.

The properties of the geomaterials forming the storage system—the reservoir
and the caprock—prior to the CO2 injection are usually determined in the labora-
tory using samples cored while drilling the wells or samples taken from quarries or
other cored sites considered to be similar. Also, the changes of these properties,
triggered by the injection of CO2, can be assessed by laboratory experiments
reproducing the dynamic processes taking place during the different stages of the
storage and by studying geological systems that have been exposed to natural CO2

flooding. The well cement annulus that plays a key role in the storage confinement
is also an important component of the storage system.

The methods applied for measuring the properties of the storage system within
the framework of CO2 sequestration projects are to a large extent similar to those
routinely performed in oil and gas industry during the exploration of hydrocarbon
reservoirs. For instance, the characterization of the reservoir rock involves standard
investigations including petrographic characterization as well as the measurement
of hydrodynamic and mechanical properties. Basic properties such as porosity,
thermal conductivity, permeability and most of the mechanical properties require a
set of specific measurement tools that are relatively simple and similarly imple-
mented in many academic and industrial research institutes. Standard laboratory
measurements are also employed to determine fluid properties such as viscosity and
solubility for mixtures involving several components and phases. Conversely, the
evaluation of properties such as relative permeability (for parameterizing the flow
of two or several fluid phases) and mineral reactivity requires more complex
experimental protocols. They involve several steps and often rely on empirical
model and on the knowledge of some other properties related to the pore structure,
rock composition and fluid composition. Nevertheless these measurements follow
procedures that are quite well established and widely used, albeit each team may
operate alternative protocols.

Beside these basic measurements, CO2 underground storage triggered additional
challenges and promoted the development of new laboratory tools. Research
activities related to the injection of CO2 in reservoir, and consequently the devel-
opment of specific laboratory tools and protocols, were first initiated in the frame of
the development of enhanced oil and gas recovery using CO2. The specificity of
CO2 underground storage compared to standard oil and gas industrial activities is
twofold. First CO2 storage involves filling geological reservoirs with a fluid that is
potentially chemically aggressive and may cause strong and often irreversible
alterations of the storage system hydrodynamic and mechanical properties. Second,
the steric, thermic and dynamic effects, including buoyancy forces, caused by the
massive injection of supercritical CO2 (scCO2) may alter the mechanical properties
of the reservoir and cause confinement failure. Thus, the characterization of the
mechanical and chemical mechanisms that can alter the properties of the confine-
ment is a critical issue for CO2 underground storage. Specifically, the development

250 P. Gouze et al.



of fractures in the well cement and in the caprock layers, and the potentially induced
chemical alteration processes in case of leakage of CO2-rich brine and scCO2-brine
mixtures, must be investigated in detail using laboratory experiments because it is
impractical to be determined at field scale.

Laboratory experiments reproducing the complex dynamic of the storage system
have been developed mainly during the last decade. The main objective of these
experiments is to investigate the coupled thermo-hydro-mechanical and chemical
(THMC) mechanisms that are involved during the injection of the CO2 into the
reservoir. New experimental rigs allowing the simulation of the temperature,
pressure, fluid composition and fluid flow conditions while measuring the effects on
the change in the petrophysical, hydrodynamic and mechanical properties have
been designed and constructed, for instance within the frame of the MUSTANG
project. These tools have been used not only to explore the behavior of the reservoir
when invaded by scCO2 or CO2—enriched brine, but also (1) to simulate leakages
through fractured caprocks or damaged well cement annulus, (2) to study the
efficiency of the injection of remediation fluids (healing reagents) and (3) to
measure the hydro-mechanical coupling parameters during caprock fracturing.

The following sections will give an overview of the different laboratory tech-
niques and experiments that are essential not only for parameterizing the models,
but also to characterize the outcomes of complex processes that could not be easily
studied at depth in the course of field tests. Yet, it is important to keep in mind that
property measurements and mass transfer experiments performed in the laboratory
used samples of some cubic centimeters in volume and therefore the representa-
tiveness of the results relies on the quality of the sample. The representativeness of
the sample hinges on two main factors: the spatial heterogeneity of the studied
geological unit and the care taken during sampling in order to minimize the
alteration of the properties. The pertinent choice of the samples as well as the
number of samples and measurements needed to characterize a property or a pro-
cess is a critical step of the experimental protocol.

6.2 Measuring Hydrodynamical Properties

CO2 storage in geological formations involves numerous processes at a broad range
of scales. For example, at large scale and far from the injection well, fluid pressure
buildup will be sensitive to large scale permeability (Birkholzer et al. 2012),
whereas, at local scale, the CO2 and brine relative permeability will control the
dynamic of the system (Juanes et al. 2006). With time, CO2 will partially dissolve
into the water. This dissolution will be controlled by hydrodynamic parameters;
initially by molecular diffusion and then accelerated by dispersion (Hidalgo and
Carrera 2009; Riaz et al. 2006). Consequently, it is essential to evaluate all the
hydrodynamical properties of the reservoir to model (1) the CO2 dissolution rate
into the water; (2) the CO2 plume localization and (3) the fraction of CO2 in water
depending on the structural characteristics of the storage system and on the dynamic
conditions enforced by the CO2 injection.
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These measurements are quite similar to those routinely performed for evaluating
oil and gas reservoirs and specifically to assess the performance of enhanced oil
recovery using CO2. For instance, the theoretical aspects related to measurements of
porosity, absolute permeability, electrical properties (used to evaluate tortuosity and
formation factor), thermal and chemical diffusion, fluid saturation, interfacial ten-
sion, wettability, capillary pressure and relative permeability have been described in
detail in several books (Dandekar 2013; Sahimi 2011; Pinder and Gray 2008). In this
section we will presents briefly the objectives and methods for measuring the hy-
drodynamic properties of the reservoir rocks, the caprocks and the cements and then
focus on their use in the frame of CO2 underground storage where these properties
may evolve with time due to chemical reactions. For instance mineral dissolution
and precipitation can strongly modify pore connectivity and consequently (relative)
permeability, but also the diffusivity, the reactive surface area and virtually all the
properties of the material (Guarracino et al. 2014; Gouze and Luquot 2011; Luquot
and Gouze 2009; Navarre-Sitchler et al. 2009; Noiriel et al. 2009).

6.2.1 Porosity and Structural Parameters

6.2.1.1 Porosity and Tortuosity

Porosity denotes the volume fraction of void in a rock. Usually there are inter-
connected pores and isolated pores. The former designates the fraction of the
porosity in which fluid(s) can flow if a pressure gradient is applied. The value of
connected porosity / and its geometrical properties are of primary interest for
characterizing hydrodynamic processes. Connected porosity is routinely measured
using gas (helium or nitrogen) porosimeter. This is a fast and cheap method where
the Boyle’s law ðp1V1 ¼ p2V2Þ is used to determine the porosity from pressurizing
at pressure p1 a tank of known volume V1 containing a rock core of known total
volume VT , then opening this tank to a second tank of known volume V2 and
measuring p2. The connected porosity is:

/ ¼ V�1
T 1� V1 þ p2V2ð Þ= p2 � p1ð Þð Þ½ � ð6:2:1Þ

Another standard method for investigating the porosity and the pore structure is
mercury intrusion porosimetry (MIP) which provides precious information on the
distribution of the pore access (Giesche 2006). This method consists of injecting
mercury (i.e. a non-wetting liquid) at increasing pressure into a rock core. This
corresponds to a drainage experiment (see Sect. 6.2.3). The porosity is known from
the total volume injected fluid while the size of the pore access (pore throat) is
inferred from the pressure p needed to force the liquid into capillaries-like throats of
radius r against the surface tension force using the Young-Laplace equation
rðpÞ ¼ 2cCosa=p, where c is the interfacial tension and a the contact angle
between the rock and the air. MIP is an invasive method and the sample cannot be
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used for other purposes after measurement, but it is a unique method for deter-
mining throat diameter ranging over five orders of magnitude from few nanometers
to hundreds of micrometers.

In addition to the value of the porosity, the geometry of the pore network (pores
and throats) controls the flow of single or multi-phase fluids. There are several
(complementary) approaches for measuring the average geometrical properties of
the pore space. The most studied ones are certainly the tortuosity factor and the
specific surface.

Tortuosity is a key parameter for characterizing macroscopically flow and
transport properties in rocks. There are many models for tortuosity estimation based
on the underlying physical process involved. The geometrical tortuosity sG denotes
the sample-averaged ratio of the length of the mean trajectory between two points to
the lineal distance between these two points. The mean trajectory is the curve that
lies at equal distance to the pore walls. Tortuosity is clearly related to the degree of
connection of the pore network such as the permeability is and thus a lot of research
work has been devoted to relate permeability to porosity and tortuosity (see Rashid
et al. 2015 for a critical review of these models). Albeit the definition of sG is
simple, measuring the geometrical tortuosity of porous media requires defining first
the geometrical skeleton of the pore space and consequently requires 3D imaging of
rock samples.

Other definitions of the tortuosity can be useful. For instance electrical tortuosity
(Sect. 6.2.1) and diffusional tortuosity (Sect. 6.3.1) denote the factor needed to
relate the effective diffusion (of electrical potential or a solute respectively) to the
diffusion that would be measured for a porosity of 1, i.e. in the fluid phase without
rock. The widely used terming of electrical and diffusional tortuosity may be
confusing; generally speaking they are geometrical factors which denote the
average tortuosity of the displacement of electrons or tracers respectively. In simple
structures such as bundles or networks of tubes displaying smooth changes in
diameter, the electrical and diffusional tortuosity factors denotes the sample-scale
geometrical tortuosity of diffusion paths. However, in more complex structures such
as in carbonate reservoirs or even more in tight rocks such as forming the reservoir
caprocks (tight carbonates, marl and claystones) the diffusional (or electrical) tor-
tuosity factors encompasses constrictivity effects that are usually impossible to
measure independently.

6.2.1.2 Electrical Tortuosity

Electrical conductivity re of a water-saturated rock of known porosity / is widely
used to infer tortuosity using the generalized Archie’s law:

ro=re ¼ /�m ð6:2:2Þ

where ro denotes the conductivity of the water or the brine filling the connected
porosity of the rock and m is a constant that depends on the geometry of the pores.
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The ratio ro=re is called the formation factor (F) because it typifies a given
reservoir formation. Values of F are generally lower than about 100 for reservoir
rocks while the formation factor values of caprocks are very high and denote the
complexity and the high tortuosity of the claystone, tight carbonate and marl.
Rashid et al. (2015) reported values ranging from 23 to 2565 with an average value
of 313.

If the rock contains a low fraction (i.e. less than around 15 %) of nonconductive
phases such as oil or CO2, the porosity (/) in the Archie’s law denotes the fraction
of the pore saturated with the brine. Thus the electrical conductivity is a method for
measuring residual oil or gas saturation but requires knowing the value of m mea-
sured at brine saturation. The exponent m, called the cementation exponent,
increases as the connectedness of the pore network decreases. For reservoir rocks,
the value of m ranges from 1.5 to 2.5 for sandstones but can reach values as large as
5 for carbonates (Glover 2009). While / and m are characteristic properties of the
rock explicitly given by Eq. 6.2, electrical conductivity measurements are habitu-
ally performed to extract the electrical tortuosity s factor. Various models have been
proposed in the literature to link the electrical tortuosity with the formation factor,
e.g. F ¼ sn=/, (Clennell 1997), but the usual definition of the electrical tortuosity
assumes n = 1 and therefore s is explicitly obtained from the electrical conductivity
measurement of the water saturated sample. Accordingly, the tortuosity s is
ubiquitously related to the porosity: s ¼ /ð1�mÞ.

Electrical conductivity measurements are quite easy to implement and there is a
huge amount of literature discussing the technical and methodological aspects of
this technique. The fundamental step is the measure of the sample conductivity
using the Ohm’s law, re ¼ I=ðSDVÞðL=SÞ by imposing a difference of potential
DV between the two edges of a sample of section S and length L and measuring the
current density I. Yet, there are two main limitations. First, the presence of sig-
nificant fractions of clay mineral triggers non-negligible surface conductivity (rs)
mechanisms at the pore-rock interface. In this case Archie’s law must be modified,
re ¼ rs þ r0=F and it is necessary to perform the measurements at different values
of r0 for evaluating F. The second difficulty is the possible alteration of the rock
sample by the brine used for the measurements specifically in carbonates and
clay-rich sandstones. In any case it is recommended to use solutions that are in
thermodynamic equilibrium with the rock-forming mineral to minimize fluid-rock
reactions.

It is worth noticing that there are several different types of notation for the
relation between the formation factor and the porosity. For instance it is often
proposed the following relationship F ¼ a=/m, where m is the cementation factor
and a is named cementation intercept, lithology factor or sometimes improperly
designated as the tortuosity factor. But this approach is not valid because this would
indicate that F ¼ a for / ¼ 1 or in other words that r0 ¼ are whereas by definition
r0 ¼ re in the absence of solid.
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6.2.1.3 Specific Surface

The pore-mineral interface area is a critical property of reservoir rock for modeling
chemical reactions such as dissolution reactions triggered by the acidification of the
brine during CO2 storage. Knowing the geometry of the pore surface is also useful
for modeling relative permeability, capillary pressure and wettability mechanisms
(see Sect. 6.2.3). The gas sorption method is often used for evaluating the area of
the surface of the pores connected to the sample boundaries. A given mass of inert
gas is injected in a sample and the amount of gas adsorbed is measured by volu-
metric, mass-flux or the most often pressure methods at one or several temperatures
(isotherms). The raw data are processed following the BET method (Brunauer et al.
1938) in order to extract the specific surface area, i.e. surface area per unit mass.
The interface between the pore and the solid phases can be also evaluated by
processing microscopic images of thin sections or X-ray 3D microtomographic
images (see Sect. 6.2.1). In both cases the calculated surface area is controlled by
the optical resolution of the imaging technique and a fraction of the surface
roughness is not resolved while BET method probes the solid surface area with a
nanometer scale resolution.

6.2.1.4 Properties Extracted from X-Ray Micro-tomography
Techniques

Since a decade X-ray micro-tomography (XRMT) has become a highly regarded
mean for assessing pore structure geometry. Form the 3D X-ray absorption images
the first step is to produce binary images where the solid and the void phases are
identified. From these binary images many parameters, such as the connected and
unconnected porosity, the surface to volume ratio and the geometrical tortuosity of
the connected porosity can be extracted easily (Nikolaidis and Pitas 2001). Other
morphological descriptors of the pore structure such as proposed in Torquato
(2002) can be implemented for measuring the distribution of some characteristic of
the pore size. For instance Lu and Torquato (1993) discussed the calculation and the
use the chord-length distribution and the free-path distribution functions and of
their momentum for macroscopically characterizing the microstructures in relation
with transport problems.

XRMT images are often used to extract the porosity skeleton (Fig. 6.1). The
skeleton denotes the one-dimensional reduction, centered inside the porosity body,
of the connected porosity that keeps some relevant geometrical and topological
features of the pore properties (Siddiqi and Pizer 2008; Lee et al. 1994). It is a
powerful tool for analyzing large microtomography images of porous media (e.g.
Lindquist and Venkatarangan 1999). The skeleton can be defined in tip voxels
having exactly one neighbor, regular voxels having exactly two neighbors and node
voxels having more than two neighbors. Tip, regular and node voxels are usually
associated with porosity dead-ends, throats and pores respectively. More generally
the fraction of each of these types of skeleton voxels is an interesting indicator of
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the overall complexity of the pore space structure. For instance, Luquot et al. (2014)
used this method for identifying and characterizing the change of the porosity
geometry triggered by the injection of CO2-rich brine into reservoir rock samples.
While the skeleton is obtained the radius of the largest inscribed spheres centered at
each voxel forming the skeleton can be computed using for instance the Euclidean
distance transform algorithm introduced by Meijster et al. (2002). This enables to
derive the pore size distribution in the sample and detect the preferential flow paths.

More evolved data processing can be applied to evaluate the pore size distri-
bution and the connectivity as well as the thermal and chemical diffusion coefficient
and the diffusional tortuosity by solving the Laplace equation using for example
random walk methods (Dentz et al. 2012; Sen 2004). More computation-demanding
simulations, using for instance Finite Volume or Lattice Boltzmann methods (e.g.
Gharbi 2014; Pan et al. 2001; Succi 2001) can be performed using the XRMT
binarized images in order to calculate the permeability by solving the Navier-Stokes
equation (e.g. Gharbi 2014), the hydrodynamic dispersion (e.g. Gjetvaj et al. 2015)
and the elastic mechanical properties (e.g. Wojtacki et al. 2015). However, the
investigated volume is inversely proportional to the complexity of the mathematical
problem to be solved due to computation limitations. For example the determina-
tion of the diffusional tortuosity can be typically performed on images containing
many thousands of pores, while permeability calculation is limited to sub-volumes
of few hundreds of pores and mechanical properties to sub-volumes of few tens of
pores. For comparison, electrical conductivity measurements, permeability mea-
surements and mechanical tests performed in the laboratory on typical 1–2 inch
diameter cores sample give properties averaged over 105–107 pores.

Moreover it is worth noticing that the representativeness of the results is highly
dependent on the imaging quality and resolution and even more importantly on the
accuracy of the image binarization or segmentation (e.g. Schlüter et al. 2014).
Nevertheless the possibilities offered by both the imaging equipment and the
numerical processing of data are continuously improved and the so called numerical

Fig. 6.1 Left Connected porosity of a 2563 voxel sample of Fontainebleau sandstone (voxel side
size 5.06 µm) and right the corresponding skeleton
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core analysis is now widely used, specifically because it is a non-invasive technique.
Because of this remarkable advantage, XRMT can be used to monitor the changes of
these properties with time in the course of dynamic experiments involving the
displacement of immiscible phases or chemical rock alteration. For instance XRMT
imaging has been successfully used to measure the phase saturation during imbi-
bition and drainage experiments performed for evaluating relative permeability
(Silin et al. 2011; Perrin and Benson 2010). The direct imaging of the spatial dis-
tribution of the phases (ex: CO2 and brine) during such experiment is a powerful tool
for understanding, for instance, hysteresis mechanisms or to tackle experimental bias
such as induced by the finite size of the sample when performing imbibition and
drainage experiments. Similarly, XRMT has been used intensively for measuring the
change of porosity and other hydrodynamic properties caused by the dissolution and
the precipitation of minerals linked to by the chemical disequilibrium triggered by
the CO2 injection (see Sect. 6.4).

6.2.2 Hydrodynamical Properties for Single Fluid Flow

6.2.2.1 Permeability

Intrinsic (or absolute) permeability is a fundamental property which is needed for
parametrizing reservoir models. The widely use technique for determining perme-
ability from core samples is steady state flow tests using aqueous liquids or gas.
When using an incompressible liquid such as water, the fluid is injected using a
constant flow rate Q [m3 s−1] through the sample and the pressure drop DP [Pa]
between the inlet and the outlet of the sample is measured. Permeability k [m2] is
evaluated from applying Darcy’s law:

k ¼ ð4lQLÞ=ðpd2DPÞ ð6:2:3Þ

where L and d denote the length and the diameter of the core sample and is l the
viscosity [Pa s]. Note that l depends on the pressure, temperature and the com-
position of the fluid. Water permeability is generally an accurate method, specifi-
cally when performing the measurement for different flow rate. Doing so allows
verifying that the applied flow rates are in the range where Darcy’s law is valid by
checking the linear relation between k and DP. However the use of water can trigger
chemical reactions with the rock-forming mineral and consequently alter the esti-
mated value of k (Al-Bulushi et al. 2012) and makes the measurement a destructive
one. Therefore it is recommended to use water previously thermodynamically
equilibrated with the rock-forming minerals. Some permeameters allows the
application of axial and radial confining pressures to reproduce the mechanical
constrains at depth.
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Conversely, constant pressure injection while measuring the flow rate, for
instance using a mass flow meter, is performed when using gas (usually nitrogen or
helium). The advantages of gas permeametry are that gas does not alter the rock and
the measurements are easy and fast. Nevertheless, the relation between the mea-
sured values of Q and k cannot be modeled by Darcy’s law but require models that
take into account the low density and the compressibility of the gas. The standard
approach for processing the measured values of DP and Q in order to evaluate
k involves the following steps (Jones and Roszelle 1978):

• Measure Q for four or five different values of the inlet and outlet gas pressures
(Pin and Pout);

• Evaluate the so called gas permeability kG using for instance the Scheidegger’s
law (Wu et al. 1998; Scheidegger 1974): kG ¼ ð8lQLPoutÞ=ðpd2ðP2

in � P2
outÞÞ.

The value of kG depends on the pressure and to lesser extent to the type of gas
used;

• Calculate the mean gas pressure Pav in the core for each measurement and plot
the gas permeability against the inverse of the mean gas pressure in order to
evaluate the coefficient b of the relation kG ¼ kð1þðb=PavÞÞ that is known as
the Klinkenberg’s correction for the pressure-dependent slip effect of the gas at
the pore-solid interface (Klinkenberg 1941). The value of the intrinsic perme-
ability is obtained by evaluating the value of kG at the origin: k = kG when
(1/Pav) ! 0, i.e. extrapolating the measurement for an infinite pressure for
which gases behave as a liquid.

The accuracy of the method depends strongly on the effective linearity of the
measured values of the couple kG and 1=Pav. Often the values are very badly
aligned which indicates that the law (Scheidegger’s law) used to evaluate kG is not
appropriate or highlight large inaccuracy of the measurements (Bloomfield and
Williams 1995). This technique can be used for rocks with permeability ranging
from about 0.1 mD to 10 D.

Similar values of permeability can be measured using the so called
probe-permeameter or micro-permeameter. This technique consists in measuring
the pressure decay while forcing a flow of gas through a small injection tip pressed
and sealed against the surface of a rock sample. By construction the method is
applied to unconfined samples and the measured value may different from the value
at the reservoir pressure specifically for claystones. Yet, this is a fast and simple
method that can be used directly on the field to evaluate the permeability of cores
(Halvorsen and Hurst 1990).

Measuring the low values of permeability of the tight rocks (i.e. permeability
smaller than 0.1 mD down to about 10−5 mD) forming the reservoir caprocks is not
a routine task. Such measurement cannot be performed using steady-state gas flow
techniques because the duration required to reach steady state is too long.
Non-steady-state gas flow techniques applied to cores confined at reservoir pressure
can be used. The method consists in monitoring at both edge of the sample, the
pressure change caused by a pressure pulse, a pressure increment or an oscillating
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pressure perturbation applied at on edge of the sample using a piston pump. The
permeability as well as the storativity is calculated using models that require a
precise knowledge of the sample size and porosity (Metwally and Sondergeld 2011;
Fischer 1992). For extremely low permeability rocks, i.e. ranging from 10−5 to
10−6 mD, transient gas flow techniques can be applied to crushed-rock and consists
in monitoring the pressure decay following a pressure pulse into a closed container
containing crushed-rock particles of size less than 1 mm (Cui et al. 2009).

6.2.2.2 Diffusivity

Diffusion is a ubiquitous mechanism. Mass transfer by diffusion is the dominant
process in low permeability materials such as claystones and cements, but is also
essential in reservoir where advection is very low (i.e. for low value of the Peclet
number, see Sect. 6.4.1), for instance far from the injection well.

The effective diffusion coefficient or diffusivity coefficient is routinely measured
at laboratory scale using specific diffusion cell, such as displayed in Fig. 6.2a,
where the rock sample is sandwiched between two reservoirs, one of them con-
taining the solute tracer while the other one contains tracer-free water (Tinker
1969). As diffusion is a slow process, the thickness of sample is usually small (few
centimeters) in order to make the measurement tractable. Even though, diffusion
measurement in tight rocks requires monitoring the tracer concentration for several
tens of days. Whereas the principle is simple its set up is not straightforward
specifically for permeable media (reservoir rocks) for which avoiding advection due
to pressure gradient or buoyancy effects is challenging. Measuring the effective
diffusion in claystone or other tight rocks displaying very low pore size porosity
requires some great care as well. For instance, tracer molecule or ion of different
sizes can probe different portions of the porosity and ion exclusion phenomenon

Fig. 6.2 a Diffusion cell apparatus for steady-state diffusion measurement. b Concentration
versus time in the outlet reservoir displaying the linear increase of concentration occurring when
the mass flux of tracer is steady state
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can occurs. For example, such a phenomenon prevents chlorine and iodine anion
from having access to the same porosity as a water tracer like tritiated water
(HTO) or deuterium oxide (HDO). Furthermore, the intensity of the exclusion
mechanism usually depends on the ionic strength of the water saturating the pores
(Van Loon et al. 2003).

The simple way for measuring the breakthrough curve in the outlet reservoir is to
install electrodes that measure cation or anion concentration. Nevertheless, the use
of specific tracers (e.g. organic or radioactive) or mixture of tracer may exclude the
use of an in situ monitoring probe and therefore implies sampling the outlet
reservoir fluid. The calculation of the effective diffusion coefficient De is based on
Fick’s second law assuming one-dimensional transport geometry:

/
@C
@t

¼ De
@2C
@x2

ð6:2:4Þ

where C is the tracer concentration [mol m−3], t the time [s] and De the effective
diffusion coefficient [m2 s−1]. Usually the measurements are performed with the
initial condition C(0 � x � L, t = 0) = 0, where L denotes the sample of length.

Using reservoirs of large volume allows assuming that there is a finite interval of
time during which the concentration boundary can be considered as constant C
(x = 0, t > 0) = Ci with Ci the initial tracer concentration in the inlet reservoir and
C(x = L, t > 0) = 0 if there is no tracer in the outlet reservoir initially, while the flux
of tracer U is constant U ¼ �De@C=@x ¼ DeCi=L (Crank 1975; van Brakel and
Heertjes 1974). For this period of time, the concentration of tracer in the outlet
reservoir, Co, increases linearly with time CoðtÞ ¼ DeCiSt=VoL (Fig. 6.2b), where
Vo denotes the outlet reservoir volume and S the surface of the sample in contact
with the reservoir. Accordingly, the effective diffusion coefficient is given by:

De ¼ VoL
CiS

@CoðtÞ
@t

ð6:2:5Þ

Analytical solutions of the complete transient diffusion problem (Eq. 6.2.4),
including the change of concentration in the reservoir and the change in the
reservoir volume if samplings are performed, can be obtained in the Laplace
domain and then numerically inversed in order to be fitted to the experimental data.
In this case both the porosity and the effective diffusion coefficient can be evaluated.
Also it is worth noticing that the formal equivalence between the Fick’s law and the
Ohm’s law (Sect. 6.2.1) allows the evaluation of the value of De from knowledge of
the electrical tortuosity: De ¼ /D0=s, where D0 denotes the molecular diffusion of
the tracer in water (e.g. Garrouch et al. 2001).
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6.2.2.3 Dispersion

Evaluating the coefficient of dispersion of the Fickian advection-dispersion equa-
tion (see Chap. 3) is not straight forward because this coefficient is strongly
dependent on the measurement scale. Considering samples of characteristic size and
time the tracer need to cross a rock sample of few centimeters long for usual flow
rates (<1 md−1), the asymptotic dispersion is usually not reached and therefore is
not possible to determine the Fickian dispersion coefficient (Gjetvaj et al. 2015;
Cortis and Berkowitz 2004; Levy and Berkowitz 2003; Berkowitz et al. 2000). Still,
dispersion mechanisms can be studied by performing tracer tests that are similar to
those used for diffusivity (Sect. 6.2.2) but applying a constant flow rate at one edge
of the sample. While the steady state flow in sample is reached, a pulse of tracer is
injected as close as possible to the sample inlet. The main technical issues are (i) the
injection of a pulse of tracer of very short duration while minimizing the flow
perturbation, (ii) avoiding spurious dispersion before the tracer enter the sample and
(iii) assuring a homogeneous concentration at the sample inlet surface. Thus the
volume of the traced fluid to be injected must be small and the concentration of the
tracer sufficiently high to allows the measurement of the effluent tracer concen-
tration over, at least, 3 orders of magnitude in concentration, but sufficiently low to
avoid density effects (Tenchine and Gouze 2005). Furthermore, the tracer must not
interact with the rock-forming minerals, i.e. avoiding sorption and chemical reac-
tions such as dissolution and precipitation. For these reasons fluorescent dies are
often used because their low reactivity and because optical techniques using high
sensitivity sensors allows measuring a large range of tracer concentration values
down to values as low as 10−10 mol of tracer per mole of water.

There are two methods to perform tracer tests. The standard method, named
flow-through tracer test, consists in injecting the tracer at one side of the core and
measure the breakthrough curve at the opposite side of the core. However, it can be
useful to perform push-pull experiments in order to better characterize the long-time
behavior of the dispersion mechanisms and compare the reversible part of the
dispersion due to the hydrodynamic spreading of the tracer to the irreversible part of
the tracer dispersion triggered by diffusion (Gouze et al. 2008).

The equipment displayed in Fig. 6.3 is designed to allow both flow-through and
push-pull experiments without any change in the circuit when changing experiment
type. Water is pumped into the circuit with two piston pumps, passes through tracer
injection point, sample core and out of the system. Arrows indicate the direction of
flow for different experiment stages. Blue arrows indicate flow direction in the
branches of the circuit where flow direction is always the same, green arrows
indicate flow direction during a flow-through experiment and during the pull phase
of push-pull experiment, while red arrows indicate flow direction during push phase
of push-pull experiment. The TELOG sensor (ICARE Lab. Montpellier) is a high
resolution optical for measuring fluorescent dye implementing pulsed light sources
and a high sensitivity photomultiplier for measuring tracer concentration from 10−6

to 10−10 mol of tracer per mole of water.
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For flow-through experiment configuration the water arrives at the top of the
sample. The given volume of tracer is injected with a micro syringe to precisely
dose the tracer volume and control the duration of the injection. Then, the solute
passes through the sample and the outlet concentration is measured by the TELOG
sensor. For the push phase of a push-pull experiment, flow direction valve is placed
in position to direct flow at the bottom of cell. There is another injection point just

Fig. 6.3 Top Schematic diagram of the tracer test equipment layout with arrows indicating flow
direction. Blue arrows-permanent flow direction; green arrows-flow direction for flow through
experiments and the-pull phase of push-pull experiments; red arrows-flow direction during the
push phase of push-pull experiments. Bottom Example of breakthrough curves (concentration
versus time) measured during a passive tracer dispersion experiments in carbonate cores of
diameter 90 mm and length 557 mm for different flow rates. Details of the experiments are given
in Gouze et al. (2009)
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between the TELOG and sample. Tracer is push for a period of time depending on
flow rate, permeability and length of sample in order to investigate as much as
possible of the porous media without any tracer leaving from the sample at the other
side. At the end of push period the control valve is switched and the water starts to
flow from the top of the sample like during flow through experiment. In order to
emphasize dispersion due to diffusion a resting time (no flow) between the push
phase and the pull phase can be done.

Usually, the measured breakthrough curves (BTC), i.e. the tracer concentration
in the effluent versus time, display strongly asymmetric shapes with long tails (i.e.,
for times larger than the time corresponding to the advective peak arrival ta) that
appears to decrease more or less as a power law of time Cðt � taÞ� t�b, and
indicates an apparently infinite variance. These are characteristics of non Fickian
dispersion and the interpretation of these data must be done in the framework of
non-Fickian models. Non-Fickian dispersion properties, their origin and their
relation to the geological heterogeneity are the source of debates. Authors have
explored different approaches for better modeling pre-asymptotic processes that
result from (long-range) spatial correlation of geological structures and conse-
quently of fluid velocities. Often these models leads to non-local in time transport
equations that are solved using random walk approaches such as Continuous Time
Random Walk (Berkowitz et al. 2000) or Time Domain Random Walk (Russian
et al. 2016). The results of dispersion experiments are useful for parametrizing the
models presented in Chap. 5, such as based on the Multirate Mass Transfer,
Continuous Time Random Walk or Fractional Advection-Dispersion Equations
approaches.

6.2.3 Measuring Capillary Pressure and Relative
Permeability for scCO2-Brine Systems

The objective of this section is to present the methods for measuring the relative
permeability versus saturation data that are required for applying the extended or
generalized Darcy law to biphasic flow (see Chap. 3 and Sect. 5.5). Two and three
non-miscible phases flow in porous rocks involves complex mechanisms (e.g.
Sahimi 2011) and thus measuring relative permeability requires demanding labo-
ratory and data processing works.

In the following we will assume that the porosity of rock is saturated with a

mixture of two immiscible fluids: CO2 and brine. The relative permeability kðrÞi ðSiÞ
is a dimensionless measure of the effective permeability of phase i (i = C for CO2

or b for brine) for a saturation ðSiÞ and is defined as kðrÞi ðSiÞ ¼ kðeÞi ðSiÞ=k� where

kðeÞi ðSiÞ denotes the effective permeability of phase i and k� the reference perme-
ability (in m2). The choice of reference permeability is not critical as soon as it is

consistent with the model in which the values of kðrÞi will be implemented, but often
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the intrinsic permeability is used or alternatively the CO2 permeability measured at
irreducible brine saturation. Similarly, relative permeability of CO2 and brine are

usually expressed as the function of the brine saturation kðrÞi ðSbÞ.
The (relative) displacement of CO2 or brine is controlled by a range of physical

and chemical factors that yield viscous forces and capillary forces. Their respective
control on the hydrodynamics of the fluid pair is scaled by the capillary number
Ca ¼ lm=r, where l, m and r denote the average dynamic viscosity [Pa s], the
average fluid velocity [m s−1] and the surface or interfacial tension between the two
fluid phases in [N m−1 or Pa m]. Usually, capillary forces dominate in natural
reservoir flow (Hilfer and Øren 1996; Ca < 10−8). However, in the vicinity of the
injection well the value of Ca increases as v increases.

6.2.3.1 Wettability and Capillary Pressure

Capillary forces arise from the interactions between the fluid pair and the
rock-forming minerals in contact with the fluids. When two fluid phases are present,
the wettability denotes the contact angle hfs of the fluid f with the solid phase
s. Wettability results from surface tension due to attractive forces between the fluid
molecules and the solid surface while cohesive forces takes place within each of the
fluid phase and create an interfacial tension r. If hfs < 90° for a given fluid phase
and a given solid phase, then this fluid preferentially covers the solid phase and it is
named the wetting fluid. Like for interfacial tension, wettability depends on pres-
sure and temperature. Under typical reservoir conditions most of the rock-forming
minerals such as quartz, feldspar, calcite, dolomite and clay minerals are brine wet
and the CO2 as a gas or a supercritical phase is the non-wetting fluid. Examples of
CO2 wettability values for reservoir and seal rocks as well as discussions of the
potential wettability alteration due to the flushing of rocks by CO2 are given in
Iglauer et al. (2015), Chiquet et al. (2007), Zhu et al. (2011) and Wang et al. (2012).

When one of the fluid pair displaces the other one, capillary forces triggers
differential pressure between them that is named the capillary pressure Pc (in Pa). Pc

is defined as the pressure difference between the non-wetting phase and the wetting
phase. At equilibrium, i.e. without any external forces such as an advective fluid
flow, the Young–Laplace equation gives the capillary pressure as the function of the
interfacial tension r, the wetting angle h of the brine on the surface of the capillary
and the curvature radii of the respective fluids. In a capillary of the radius r the
Young–Laplace equation is written Pc ¼ ð2rCoshfsÞ=r. These parameters are
defined at pore scale, but macroscopic equivalent values are needed for describing
multiphase flow in porous media. At macroscopic scale Pc is primarily controlled
by the extension of the interface area between the fluid pair and the solid and thus
depends on both the fraction of each of the phase saturating the pore space and the
porosity topology. Evidently pores in rocks are not capillary-shaped and pore and
throat diameters are (highly) variable. From the seminal works of Leverett (1941)
and Bear (1972) there have been many different derivations of the capillary pressure
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in porous media using geometrical and, or, thermodynamic considerations (see for
example Hassanizadeh and Gray 1993). These model are useful for instance to
evaluate the pore size distribution from capillary pressure measurements such as
mentioned in Sect. 6.2.1.

Sample scale capillary pressure curves are typically measured by performing
drainage experiments which consists in forcing the displacement of a wetting fluid
by a non-wetting fluid, using centrifuge methods or mercury (Hg) injection
porosimetry (MIP). For the later, the pressure needed to inject Hg in the vacuumed

sample gives the Hg/air capillary pressure PðHg=aÞ
c versus the (cumulative) volume

of Hg injected at room temperature. These data can be extrapolated to CO2/brine

capillary pressure PðC=bÞ
c at relevant temperature (and pressure) using the relation

given by Washburn (1921):

PðC=bÞ
c

PðHg=aÞ
c

¼ rðC=bÞ cos hðC=bÞ

rðHg=aÞ cos hðHg=aÞ ð6:2:6Þ

The values of the interfacial tension can be found in the literature for the given
fluid, pressure and temperature (rðC=bÞ ≅ 3 � 10−2 N m−1 in reservoir conditions
and rðHg=aÞ ≅ 0.5 N m−1 at room temperature; e.g. Georgiadis et al. 2010), but
values of the contact angle for the system CO2/brine/rock under consideration are
often not known and usually it is assumed that hðC=bÞ ¼ hðHg=aÞ (Hingerl et al. 2016;
Krevor et al. 2012; Pentland et al. 2011). The capillary pressurePc

(C/b) versus brine
saturation Sb data are commonly fitted using the Brooks-Corey model (Brooks and
Corey 1964):

PðC=bÞ
c ¼ PðC=bÞ

min
1� Sð0Þb

Sb � Sð0Þb

 !1=A

ð6:2:7Þ

where PðC=bÞ
min , Sb and Sð0Þb denote the minimum pressure needed for the CO2 to

penetrate the sample, the actual brine saturation and the residual brine saturation,

respectively. Sð0Þb is also often termed critical brine saturation or irreducible brine
saturation, and denotes the maximum brine saturation at which the brine remains
immobile while the sample is flushed with CO2. In Eq. 6.2.7 A is a fitting (positive)

parameter named the pore size distribution index. PðC=bÞ
min can be regarded as a fitting

parameter or can be evaluated from drainage experiment such as described below.

Note that Eq. 6.2.7 denotes a simple monotonic decreasing function PðC=bÞ
c Sbð Þ and

consequently it is sometimes impossible to fit experimental data with the
Brooks-Corey equation (e.g. see an example in Krevor et al. 2012).

Drainage experiments using brine and CO2, as well as imbibition experiments

(flushing CO2 with brine) can be performed in order to measure the PðC=bÞ
c versus
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Sb. These experiments are also used to measure relative permeability kðrÞi versus Si
(i = CO2 or brine) as it will be explained in the next section (Sect. 6.2.3).

Figure 6.4a displays a typical capillary pressure curve PðC=bÞ
c versus Sb. Starting

from fully brine saturated rock sample, the primary process (noted D) is the forced
drainage of the brine by the CO2 which ends when only residual brine saturation

Sð0Þb is reached and gives the maximum capillary pressure. The second stage (noted
SI) displays the spontaneous imbibition where the brine invades the rock due to

capillary forces until PðC=bÞ
c = 0, then the third process (noted I) is the forced

imbibition for which the brine displaces the CO2. Eventually the brine saturation

reaches an asymptotic value corresponding to the residual CO2 saturation Sð0ÞC .

6.2.3.2 Experimental Evaluation of the CO2 and Brine Relative
Permeability

Several methods have been proposed for the calculation of relative permeability
from capillary pressure data, stating from the seminal works of Purcell (1949), then
discussed for instance in Li and Horne (2002). Most of these models relate directly
on the evaluation of the pore size distribution derived that can be derived from MIP
(Brooks and Corey 1966) or centrifuge experiments (Pinter and Bodi 2012). The
calculation of relative permeability from capillary pressure versus saturation data
have been largely used to unsaturated flow of water in soil applications using
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Fig. 6.4 a Schematic representation of capillary pressure versus brine saturation. Label D, SI and
I denotes the forced drainage, spontaneous imbibition and forced imbibition stage respectively.
b Schematic representation of relative permeability curves for CO2 and brine versus brine
saturation for a given value of the capillary number and wettability. Plain arrows indicate the
expected change of the shape of relative permeability curves when the value of the capillary
number increases. Lower wettability will tend to shift the curves toward lower values of the brine
saturation
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models relating capillary pressure to saturation such as proposed by Brooks and
Corey (1964), Durner (1994), Kosugi (1996), Seki (2007) and van Genuchten
(1980). Applications to the flow of oil and brine in reservoir rocks are discussed in
Honarpour et al. (1986) and a review of these methods can be found in Li and
Horne (2006). The op. cit. authors concluded that these methods give acceptable
results for drainage but are less accurate for imbibition.

Specific experiments using the brine and CO2 at pressure and temperature of the
targeted reservoir are often preferred to extrapolations from mercury injection or
centrifuge methods using brine and air at room conditions. The basic procedure for
measuring relative permeability is to perform imbibition (displacing CO2 with
brine) and drainage (displacing brine with CO2) experiments or injecting mixture of
CO2 and brine into a rock sample. The effective permeability must be measured
over the largest-as-possible range of fluid saturations in order to construct the
relative permeability curves. Fluid displacement experiments, i.e. drainage or im-
bibition performed at different intrusion pressure, are named transient methods
(Berg et al. 2013; Johnson et al. 1959) while simultaneous injection of the two
phases at given fractions are named steady state flow methods (Virnovsky et al.
1995; Dake 1978).

As already mentioned, the transient flow of two immiscible fluids depends on the
sample-scale capillary pressure (and consequently on the geometry of the pore
network), on the wettability of the fluids for this given rock sample, and on the
interfacial tension between the CO2 and the brine. These complex mechanisms
together with the thermodynamic properties of the fluids hinder the measurement
procedure. Hereafter are listed some major issues related to the experimental
appraisal of relative permeability. Wettability depends on the brine composition
(e.g. some solute components can act as surfactants) and furthermore both wetta-
bility and interfacial tension depend on temperature (e.g. Hamouda et al. 2008).
Thus, it is recommended to perform the measurements at temperature close to that
of the reservoir using brine of composition corresponding to the thermodynamically
equilibrated reservoir brine. For CO2 underground storage applications, the CO2 is
in supercritical state and furthermore the brine and the CO2 must be thermody-
namically equilibrated under experimental pressure and temperature conditions
prior to be pumped into the sample in order to avoid drying of the residual brine
saturation, specifically for drainage experiments. This implies that a fraction of CO2

dissolves in the brine and creates an acidic fluid that can promote the dissolution of
minerals such as carbonates (see Sect. 6.4.4). Also, relative permeability experi-
ments usually start from cleaned cores and a specific attention must be played to the
cleaning protocol which may alter the wettability of the surface of some minerals.
Furthermore, capillary effects occurring at the sample edges where the fluid(s) are
injected and produced can hamper the measurement if not treated properly using
adapted experimental techniques and data processing (Huang and Honarpour 1998).
These mechanisms are named capillary end-effects and can be the source of high
uncertainty in the results if not recognized and corrected appropriately. Finally it is
important to mention that hysteresis mechanisms triggered by the existence of
residual phase fraction and multiple metastable configurations of the (pore-scale)
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distribution of the phases depending on the saturation history (Cueto-Felgueroso
and Juanes 2016; Moebius and Or 2012; Morrow 1970; Haines 1930) may require
performing both drainage and imbibition measurements at different flow rates (e.g.
Pini and Benson 2013). Finally, it is recommended to apply a differential pressure
much smaller than the average operating pressure in order to minimize errors on the
volume calculations of the CO2 which is a compressible fluid at the pressure and
temperature of the reservoirs. All together these different issues make the mea-
surement of relative permeability challenging and induce the use sophisticated
equipment, experimental protocols and data processing. Therefore, the procedures
are noticeably variable from one research center to another with specific technical
and theoretical adaptations to improve the measurement accuracy for the different
types of rocks and reservoir conditions. For example the multiple-core method
known also as the Penn State method, consists in sandwiching the rock sample with
two other rock samples to reduce capillary end-effects at the inlet and outlet of the
central sample during steady state experiments where two fluid phases are pumped
through the sample at constant flow rates. In any case, relative permeability ex-
periments are time-consuming, e.g. from several hours for high permeability rocks
to weeks for the low permeability rocks.

The unsteady state method inherits from capillary pressure measurements and is
the most used method for measuring relative permeability because it is usually
noticeably faster than the steady state method. For CO2 storage applications the
optimal experimental protocol includes a drainage stage followed by an imbibition
stage. The core sample is initially saturated with brine under vacuum, then brine is
injected at different pressure in order to measure the intrinsic permeability k using
Darcy law. Subsequently, CO2 is pumped at constant flow rate or at constant
pressure while the pressure drop across the sample or the total flow rate as well as
the fraction of CO2 and brine produced are monitored. Note that applying constant
pressure minimizes the source of error due to the compressibility of the CO2 phase.
CO2 is injected until the fraction of brine produced at the sample outlet is zero and

allows evaluating Sð0Þb the residual brine saturation and keCðSð0Þb Þ the effective per-
meability of CO2 at the residual brine saturation. Then a similar procedure is
applied but with the injection of the brine. When the fraction of CO2 produced at
the outlet reach zero one obtains the value of the permeability of the brine at the

residual CO2 saturation kðeÞC ðSð0Þb Þ. The residual saturation of CO2, Sð0Þb is an
important parameter because pore scale residual trapping of CO2 (as micrometer-
sized bubbles hold by capillary forces in the rock pores) is a key mechanism for
prevents the CO2 from leaking back to the surface.

The value of the flow rate must be set according to the objective of the study. For
CO2 storage application it is important to obtain relative permeability curves for
conditions corresponding to low value of Ca in order to model the hydrodynamics
of the reservoir far from the injection location (usually Ca < 10−8). However high
flow rates are usually preferred for minimizing the impact of capillary end-effects
that may take place at the sample edges that are in contact with the single phase
fluid. Yet high flow rate may trigger the displacement of fine particles that may be
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present into the pores and consequently compromise the measurement. To deter-
mine the appropriate flow rate it is recommended to perform few preliminary
experiments at increasing values of the flow rate in order to determine when cap-
illary end-effects are negligible while keeping in the range of value that are rep-
resentative of the targeted reservoir. Together with the complexity of the data
processing that will be discussed below, the main disadvantage of unsteady state
methods, where a fluid displaces another fluid of distinctly different thermodynamic
properties, is that this configuration can promote flow localization (fingering)
mechanisms caused by the interplay of gravity and viscosity segregation effects and
the porosity heterogeneities. Thus, the phase with the higher mobility (i.e. the CO2)
may bypass regions of low permeability. In this case the measured relative per-
meability will not be representative of the entire sample (Chang et al. 1997) and
furthermore not representative of the reservoir because these localization mecha-
nisms are also amplified by the finite-size nature of the sample.

In the course of drainage-imbibition experiments capillary pressure in the sample
is space and time distributed and there are several methods (often named data
reduction methods) used to process the experimentally measured time-resolved data
(i.e. the flow rate, the cumulative injected volume, the phase fraction produced and
the pressure drop DP) and evaluate the effective and relative permeability values
versus saturation. For high flow rate experiments the most used processing methods
are those proposed by Welge (1952), Johnson et al. (1959) and Jones and Roszelle
(1978). These methods are built from assumption-based simplifications of the
Buckley-Leverett model of two phases displacement; the main assumption being to
neglect capillary pressure effects. Eliminating inaccuracies caused by the capillary
end-effect, specifically for low flow rate experiments, has been investigated by
several authors (e.g. Ramakrishnan and Cappiello 1991; Virnovsky et al. 1995). As
a general description, these methods need an evaluation the phase saturation at the
edge of the sample using empirical relationships requiring the calculation of the
fractional flow that is defined as the derivative of the produced flow rate of the
drained phase by the flow rate of the injected phase. Then the relative permeability
is expressed as the function of fractional flow, the viscosity and other
model-specific parameters through iterative (or history matching) methods using
trial-and-error simulations (e.g. Zhang et al. 2012). The derivation of these different
models is complex and several softwares and graphical methods have been
developed to assist the processing of the experimental data, most of them being
specifically adapted to a given experimental protocol developed by a given research
center. While unsteady state method is fast relative to the steady sate method, it is
often practically impossible to perform measurement for the low end of the brine
saturation values.

Conversely, the steady state method requires more complex equipment and more
importantly involves longer experimental durations, but allows simple data pro-
cessing and often produce more reproducible and potentially accurate results. The
principle of the steady state method is to measure the effective or relative perme-
ability of the two fluids at different saturation values when the capillary pressure
along the sample is negligible, i.e. the fraction CO2 and brine is the same along the
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sample. The duration of the experiment is typically ten times longer than for the
high flow rate unsteady state experiments and makes this method restricted to high
permeability rocks. The first steps of the experiment are similar to those described
for the unsteady state method for drainage: the core sample is saturated with brine
under vacuum, and then brine is injected to measure the intrinsic permeability k.
Next, brine and CO2 are co-injected starting from low value of the CO2/brine ratio.
It is usually required to pump a volume of mixture corresponding to 4–6 times the
sample pore volume before steady state is reached, i.e. when the phase fraction of
the produced mixture and the pressure drop are constant. This procedure is repeated
for increasing the CO2/brine ratio until 100 % CO2 is injected and the value of the
residual brine saturation and the permeability of the CO2 at residual brine saturation

kðeÞC ðSð0Þb Þ are measured. Note that some rocks displays fast growing capillary
pressure when the brine saturation decreases and thus it is difficult to avoid satu-
ration gradient along the sample when injecting the highest CO2/brine ratios
because high pressure is needed to overpass the high interfacial tension between
CO2 and brine and the low viscosity of the CO2; this is an open issue discussed for
instance in Levine et al. (2014), Pini and Benson (2013) and Krevor et al. (2012).
The same procedure can be repeated but with decreasing the CO2/brine ratio to
simulate an imbibition process, until 100 % brine is injected and the value of the
residual CO2 saturation and the permeability of the brine at residual CO2 saturation

kðeÞC ðSð0Þb Þ are measured.
Albeit the difficulties of measuring the relative permeability of CO2 at residual

brine saturation mentioned above, the processing of the experimental data is quite
simple because of the steady state nature of the biphasic flow in the rock. Indeed at
steady state the saturation of each phase and the capillary pressure are constant
along the core and the pressure drop for each of the phase equal the total pressure
drop DP. Thus, the relative permeability of phase i (i = CO2 or brine) at each

saturation stage is given by the generalized Darcy’s law: kðrÞi ffi ðliLQiÞ=ðkADPÞ
where L and A are the length and the edges surface of the sample and li and
integration of the heterogeneityQi denotes the viscosity and the flow rate (in
m3 s−1) of the phase i. Capillary end effects steady state methods can be as sig-
nificant as for the unsteady state method, (Kamath et al. 1995), but can be handled
using adequate experimental protocol such as proposed by Pini and Benson (2013).
Some results comparison between these two methods for CO2-brine systems are
given in Mathias et al. (2013) and Burnside and Naylor (2014). Figure 6.4b dis-

plays a typical relative permeability curve kðrÞi versus Sb where the effects of cap-
illary number Ca and wettability are outlined.

For both steady and unsteady state methods, X-ray attenuation can be used to
determine the distribution of the phase within the core sample. Usually X-ray
absorbents, such as NaBr, are added to the brine to increase the contrast between the
phases. It is specifically useful for verifying that no gradient of saturation exits
along the sample for steady state experiments and for determining the amplitude of
the capillary pressure end-effects (Berg et al. 2013). Imagery methods are

270 P. Gouze et al.



specifically helpful for obtaining relative permeability data in low-permeability
rocks (Zhang et al. 2014) where the effect of capillary pressure are dominant due to
tightness of the pores and throats and the capillary end-effect significant (Akin and
Kovscek 1999). X-ray tomography, which allows a 3D characterization of the phase
distribution, is also a very promising technique to help processing both the unsteady
state and the steady state permeability experiments, giving crucial information on
the displacement of the front and properties of the interfaces between the phases,
but also to study the CO2 trapping mechanisms as the function of the properties of
the pore network (Andrew et al. 2014; Hingerl et al. 2016; Iglauer et al. 2011;
Krevor et al. 2012; Rahman et al. 2016).

Once the experimental values of CO2 and brine relative permeability versus
brine saturation are obtained, heuristic models are usually employed to interpret the
relative permeability curves and extrapolate them to brine saturation values not
achievable experimentally. Several models have been proposed starting from the
simple formulation proposed by Corey (1954) where the two fitting parameters are
the exponents n and m of the following power law equations:

kðrÞb ¼ kð0Þb S�b
� �n ð6:2:8Þ

and

kðrÞC ¼ kð0ÞC 1� S�b
� �m ð6:2:9Þ

with S�b is the normalized water saturation defined as

S�b ¼ Sb � Sð0Þb

� �
= 1� Sð0Þb � Sð0ÞC

� �
ð6:2:10Þ

Other models with higher degree of freedom are often required to model the data.
For examples the exponential models proposed by Chierici (1984) involves two
fitting parameters per phase while the more recent LET model (Lomeland et al.
2005; Ebeltoft et al. 2014) involves three fitting parameters per phase (Ii, Li and Ei):

kðrÞb ¼ kð0Þb S�b
� �Lb

S�b
� �Lb þEb 1� S�b

� �Tb ð6:2:11Þ

kðrÞC ¼ kð0ÞC 1� S�b
� �LC

1� S�b
� �LC þEb S�b

� �TC ð6:2:12Þ

A comparative analysis of the performance and associated uncertainty of these
models using steady state relative permeability measurements can be found in
Moghadasi et al. (2015).
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6.3 Experiments for Solid Matrix Mechanical Properties

This section summaries state-of-the-art experimental techniques for solid matrix
mechanical testing, followed by a discussion on implications and remaining issues
for mechanical properties within the context of CO2 storage. The experimental
equipment and conventional methods to determine static elastic moduli, dynamic
elastic moduli and strength parameters will be only briefly outlined as they have
been described in several publications (e.g. Jaeger et al. 2007) and used for decades.

Experimental measurements of rock mechanical properties determine the elastic
moduli and strength parameters. The elastic moduli define the rocks ability to resist
and recover from deformations produced by applied stress. These are primarily
represented by the modulus of elasticity (E) which is a measure of the stiffness of
the sample, i.e. the samples resistance against being compressed by a uniaxial stress
and Poisson’s ratio (m) which is a measure of the lateral expansion relative to
longitudinal contraction. The strength parameters define the rocks resistance to
deformation, defining how well cemented the rock is. They are primarily repre-
sented by the uniaxial compressive strength, triaxial stress factor, cohesion and
angle of internal friction. The uniaxial compressive strength (Co) is the maximum
stress the rock sample can withstand. If shear failure occurs the greatest shearing
stress always occurs on the planes that contain the r2 axis which means in practice
fractures generally form at an angle between 45° and 30° to the principal axes. With
reference to Mohr-Coulombs work, the shearing stress can be related to the concept
of internal friction, which suggests that at failure the relationship between the
magnitude of shear stress (s) and normal stress (rn) is:

sj j ¼ Soþ lrnj ð6:3:1Þ

where So is the inherent shear stress of the rock, termed cohesion and µ is the
coefficient of internal friction. The angle of internal friction (u) is related to the
coefficient of internal friction l by:

Tanu ¼ l ð6:3:2Þ

The triaxial stress factor (k) is expressed in terms of the principal stresses (r1 and
r3) which generated the normal and shear stresses (rn and s) at failure and is
directly related to the angle of internal friction (u) by:

k ¼ ð1þ SinuÞ=ð1� SinuÞ ð6:3:3Þ

The same basic test facility is used for both elastic deformation and strength
parameter determination. The samples are loaded into a pressure vessel and axial
stress is transferred to the ends of the rock sample via hardened steel platens within
a pressure vessel held within a servo controlled stiff testing machine. Radial stress
(confining pressure) is transmitted to the rock sample via oil retained in the annular
space between a rubber sleeve surrounding the sample and the body of the pressure
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vessel and applied through hydraulic fluids generated by a servo controlled pressure
intensifier. Strain gauges applied to the surface of the rock sample allow axial and
radial strain changes during testing to be recorded. For conventional rock
mechanical testing the Hoek-Franklin triaxial cell is used which allows a stress state
of r1 > r2 = r3 to be realized (Hoek and Franklin 1968). The true in-situ stress
state of r1 > r2 > r3 cannot be achieved in a Hoek cell, however the true triaxial
pressure vessel, (Smart et al. 1999) has an array of 24 trapped tubes where selective
pressurisation of the tubes enables differential radial stresses to be generated, while
axial stresses are applied as conventionally, through steel plates.

6.3.1 Static Elastic Moduli Testing

Samples are loaded hydrostatically (the axial and radial confining stress are the
same) in increasing increments, once each hydrostatic stress level is reached the
axial stress is increased and decreased by approximately 3 kN to induce vertical and
horizontal strain. The axial (ra) and radial (rr) strains are measured by the strain
gauges. The modulus of elasticity (E), is calculated as the ratio of the change in
axial stress (ra) to the change in axial strain (ea) and Poisson’s ratio (m) is calculated
from the ratio of the accompanying change in radial strain (er) to the change in axial
strain (ea).

The velocity of elastic waves in a rock is a function of its density and elasticity,
therefore the mechanical parameters of modulus of elasticity (E), Poisson’s ratio (m),
shear modulus (G), bulk modulus (K) and compressibility (Cb) can also be deter-
mined if the bulk density (qb) of the rock is known. Elastic properties derived from
acoustic measurements are known as dynamic elastic moduli. There is a wide range
of experimental evidences to show that static and dynamic moduli of rocks are
different, (Fjar et al. 1992). In general the static elastic modulus for dry rocks is less
that the dynamic modulus. The most common reason for the described is ascribed to
the presence of microcracks.

6.3.2 Strength Parameter Testing

A basic compressive strength test involves loading a sample to failure at a constant
value of confining pressure. This results in a single pair of maximum and minimum
principle stresses and the determination of stress at failure, i.e. the uniaxial com-
pressive strength. This straightforward test does not facilitate the determination of
any other strength parameters which require the construction of a Mohr’s failure
envelope, generated from several Mohr’s circles determined on the same sample at
different confining pressures. The uniaxial compressive strength (UCS) can be
calculated by dividing the load at failure by the cross sectional area of the sample.
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From the multi-failure axial stress/confining stress results, a linear function is fitted
to the data, which can be expressed in terms of the principle stress as follows
(Fig. 6.5):

ra ¼ UCSþ rrk ð6:3:4Þ

where ra is the axial stress, rr the radial (confining) stress, UCS the uniaxial
compressive stress and k the triaxial stress factor. Cohesion (So) is calculated from:

So ¼ UCS=ð2
ffiffiffiffiffi
kÞ

p
ð6:3:5Þ

and the angle of internal friction (u) is calculated from Eq. 6.3.3.
Along with conventional rock mechanical testing procedures, there are a number

of further mechanical tests that enhance our understanding of the mechanical
properties of storage reservoir and cap rocks:

• Acoustic emission (AE) describes the sound waves produced when a material
undergoes stress as a result of an external force. Acoustic emission sensors
detect stress waves motion that cause a local dynamic material displacement and
convert this displacement to an electrical signal. Acoustic emissions can be used
to detect plastic deformation indicator and crack propagation rate.

• Dynamic rock mechanical properties low and ultra-low (static) frequency ex-
periments can be conducted to increase accuracy of the dynamic moduli mea-
surements. This is because both P-wave and S-wave velocities increase as
frequency increases from low frequency to ultrasonic frequencies. Ultrasonic
data can overestimate velocities at lower frequencies, changing Young’s mod-
ulus (less so for Poisson’s Ratio).

• Compressibility is a measure of the relative volume change of a fluid or solid as
a response to a stress change. The compression measurement procedure requires
the servo hydraulic controlled stiff compression rig to have a double acting
attenuator, with an integral displacement transducer (LVDT) incorporated in the
actuator providing an electrical signal proportional to the piston rod displace-
ment, this facilitates the determination of the sample compressibility.
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6.3.3 Implications and Remaining Issues for CCS

All the experimental methods described above will provide mechanical property
input data for the reservoir model, however they are snapshot measurements and it
is important to remember that the CO2 injection and storage system is a dynamic
system that changes over time. As injected CO2 changes the in-situ stress state,
temperature, fluid density and formation water pH the fluid/rock/chemical inter-
actions instigate changes in the porous network and in turn the elastic and strength
properties of the rocks. It is important to understand how these mechanical prop-
erties evolve over time within the storage system.

6.3.3.1 Rock Mechanical Changes on Exposure to CO2

Reservoir rock will not fail due to fluid flow alone, but as a result of stresses acting
in the near well bore area. These stresses are caused by the pressure difference
between the formation fluids and wellbore, fluid frictional forces, the reservoir
stress state, thermal stresses and changing chemistry. When the magnitude of the
combined forces exceeds the strength of the formation, the rock will fail. The key to
wellbore stability is that the stresses acting on the rock surrounding the wellbore
must not exceed the strength of the rock. There are a number of wellbore stability
(sanding) predictors that require the rock mechanical input data of uniaxial com-
pressive strength, dynamic shear modulus, poisons ratio, bulk modulus, modulus of
elasticity, cohesion and angle of internal friction, Table 6.1.

Although the required rock strength and required mechanical input data can be
experimentally determined before injection by the testing methods described above,
they do not take account of the changing nature of the mechanical parameters as
CO2 injection progresses and the fluid/rock/chemical interactions instigate changes
in the porous network and in turn the elastic and strength properties of the rocks. An
empirical relationship must be developed between the reservoir and cap rock and its
change in mechanical properties due to CO2 exposure over time under in-situ
conditions. There is no single downhole tool that can directly measure the rock

Table 6.1 Inputs in stability prediction models

Wellbore stability prediction
model

Calculation—required mechanical inputs

Stein and Hilchie (1972) Dynamic shear modulus

Stein et al. (1974) Dynamic shear modulus

Tixier et al. (1975) Poisson’s ratio, shear modulus and bulk modulus

Coates and Denoo (1980) Poisson’s ratio, modulus of elasticity, shear modulus and
bulk modulus

Risnes et al. (1982) Cohesion and angle of internal friction

Morita et al. (1987) Poisson’s ratio, modulus of elasticity

Weingarten and Perkins (1992) Cohesion and angle of internal friction

Sarda et al. (1993) Effective stress, uniaxial compressive strength
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elastic and strength properties of the in-situ reservoir rocks and fewer to capture the
changing in mechanical properties with CO2 injection.

Mechanical properties can be determined by the following downhole methods:

• Deformability tests that apply load to the rock surface exposed on the borehole
wall and measure the resulting deformation. This can derive static mechanical
properties, but this is limited to the modulus of elasticity and can only be
conducted before cement casing.

• Acoustic travel times and bulk density from downhole logging, can be applied
to empirical relationships relating compressional wave velocity, shear wave
velocity and bulk density to the dynamic elastic parameters of modulus of
elasticity, Poisson’s ratio, bulk compressibility and shear modulus.

• Application of empirical correlations of porosity, composition and texture to
calculate mechanical properties, (Edlmann et al. 1998).

• Indirect measurements contributing to the understanding of the mechanical nature
of the reservoir such as borehole integrity from the calliper log, lithology deter-
mination and fracture identification from core, logging and wellbore imagery.

In addition to poor down-hole measurement of the mechanical properties there is
little understanding of how the changes in fluid and matrix properties with the
injection of CO2 will impact on these measurements and these issues need
addresses.

6.3.3.2 Remaining Mechanical Issues for Underground CO2 Storage

There are limited studies into the effect of CO2 injection on the mechanical prop-
erties of reservoir and caprock and the important highlights of these investigations
are:

• Oikawa et al. (2008) conducted tri-axial experiments using Berea sandstone
under simulated geological storage conditions and found the Modulus of
Elasticity and Poisson’s ratio to be suppressed slightly in the presence of CO2.

• To undertake rock physics modeling of CO2 bearing rocks the fluid substitution
model is normally used to predict rock modulus change with a change in pore
fluids, Hossain (2012), centered on Gassman’s equation (Gassman 1951) input
parameters are the effective bulk modulus of the rock matrix the shear modulus
of the CO2 bearing rock and the porosity. However these are input as static
values and the impact of how the CO2 bearing fluid may change these properties
are not included but may have an important influence over time.

• The thermal, hydrodynamic and chemical process described in Chaps. 3 and 4
will contribute to altering the mechanical properties of the reservoir and cap
rock during the CO2 injection and storage process. Understanding the dynamic
relationship between CO2 exposure and mechanical properties influenced by
mineralogy, grain size, porosity, cement depositional environment, etc. is a
crucial area of research.
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6.4 Fluid-Rock Interactions and Properties Changes

This section gives an overview of the experimental techniques used for investi-
gating the mass transfers between the water-CO2 mixture flowing in the pore space
and the rock-forming minerals. Standard techniques using static or flooded reactors
(batch reactor) dedicated to measure mineral solubility values and speciation will
be only briefly outlined because they have been described in several publications
and used for decades for applications ranging for instance from subsurface pollu-
tion, ore-deposit studies and hydrothermal processes (Sect. 6.4.2). Conversely we
will focus on specific equipment dedicated to reproduce both the hydrodynamic and
thermodynamic conditions expected during CO2 storage operations (Sect. 6.4.3).
More specifically, this type of a laboratory apparatus is designed to reproduce the
pressure, temperature, fluid flow and chemical conditions. Accordingly, this kind of
equipment, which is also used for studying other dynamic reactive geological
settings, such as hydrothermal systems, are often called flow-through rock (or
reaction-percolation) experimental bench or for specific application to CO2 geo-
logical storage: CO2 sequestration evaluation flow system. In the following we will
use the acronym FTS (flow-through system) for simplification.

The experimental protocols attached to FTS aim at measuring the chemical
fluxes and the changes of the rock properties, i.e. the change of the petrophysical,
hydrodynamical and mechanical characteristics induced by the alteration of the
solid fraction of the porous or fractured geomaterial under consideration. Some
companies propose this type of equipment derived from those used in oil-industry
for simulating multiphase flow or testing enhanced oil recovery techniques, the
injection of scCO2 being one of these techniques. Yet, experimental tools fully
dedicated to study CO2 underground storage are often designed and operated by
academic research centers for specific objectives and therefore might display dif-
ferent technical characteristics. Nevertheless, the concepts are similar and we will
outline the general technological characteristics and illustrate the use of these tools
for studying mass transfer processes occurring into the reservoir during CO2

injection, but also for studying scenarios of leakage into fractured caproks and well
cement annulus (Sect. 6.4.4).

The rationale (Sect. 6.4.1) for developing specific equipment and performing such
experiments coupling flow and reaction emerges from the complexity of the
thermo-hydro-chemical mechanisms controlling the alteration of the rocks in the
context of the forced injection of potentially highly reactive water-CO2 mixture into
potentially heterogeneous geomaterials. As a consequence modeling such mecha-
nisms at reservoir scale is still challenging and requires not only a pertinent param-
eterization of the continuum approach-based modeling codes, but also to determine
the validity of the underlying concepts and the accuracy of the numerical tools.
Uncertainties concern essentially the integration of the heterogeneity into the
macroscopic models (Chap. 5), the verification of the validity of the hypothesis used
to derive the continuum approach formulation (Chap. 3) and the measurement of the
effective parameters, such as the reactive surface area for example.
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6.4.1 Rationale

The injection of CO2 into deep reservoirs leads to large chemical disequilibrium and
consequently can cause noticeable mass exchanges by mineral dissolution and
precipitation that in turn may change strongly and often irreversibly the hydrody-
namical and mechanical properties of the reservoirs. This is particularly important
in the vicinity of the injection well where both the disequilibrium between the
pore-fluid enriched in CO2 and the rock-forming minerals and the fluid velocity (i.e.
the renewing of the reactants) are large. Well cement and caprock can also
encounter dissolution and precipitation in case of leakages through fractures either
induced by overloading pressure during injection or reactivated by tectonic events.

In such conditions some of the usual assumptions supporting the validity of the
macroscopic or continuum scale mass conservation equations may not be satisfied.
For instance, the full mixing assumption, implying that the concentration is
homogeneous at the scale of the support volume, used to derive the continuum scale
advection-dispersion-reaction equation that model solute transport in porous media
(see Chap. 3) may be invalid. For these dynamic systems displaying
far-from-equilibrium conditions, not only pore scale concentration gradients may
take place but mass fluxes controlling the return to equilibrium are non-linearly
related to local concentration. Self-organized dissolution features, that tend to
noticeably increase the hydrodynamic and mechanical properties heterogeneity, are
expected. In other words, CO2 injection in deep reservoir can trigger conditions in
the reservoir, caprock and well cement for which the continuum scale (at which the
pore scale structure and mass transfer mechanisms are averaged) approach may not
preserve some aspects of the dynamics at the micro-scale. Yet the system will
ubiquitously tends to return to equilibrium and therefore a very large range of
conditions of flow, solute transport and dissolution-precipitation reactions are
expected along the flow path from the injection well to the far field. Figure 6.6
illustrates typical trends of the Peclet (Pek) and Damköhler (Dak) numbers as the
function of the distance to the injection point. These two parameters are classically
used to evaluate the hydrodynamic and hydrochemical conditions respectively. The
Peclet (Pek) number for a support volume of characteristic distance k is conven-
tionally written

Pek ¼ Vk=D ð6:4:1Þ

where V [m s−1] is the average velocity and D [m2 s−1] denotes the dispersion or
the diffusion coefficient depending on the studied scale. The Damköhler number
(Dak) denotes the ratio of the characteristic time of the reactant renewing process at
the reactive surface of the mineral to the characteristic time of reaction. Different
formulations can be found in the literature depending on whether the renewing of
the reactant is controlled by diffusion or advection, i.e. depending on the value of
Pe. Here we propose a generalized definition of the Damköhler number:
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Dak ¼ jk=V 1þPe�1� � ð6:4:2Þ

where j is the effective reaction kinetic velocity [s−1]. The expression of j is
generally derived from the Transition State Theory (see Sect. 6.4.2). Figure 6.6
shows that a large range of conditions combining different values of Pek and Dak
can be expected. Close to the injection, large flow rate acts to maintain the system
far from equilibrium whereas thermodynamical equilibrium is reached at a certain
distance from the injection. Between these two extremes situations mass transfers
locally dominated by diffusion, dispersion, advection or kinetically controlled
reactions may occur. Similarly, a large range of hydrodynamic and hydro chemical
conditions can be expected in fractures crossing caprock layers or well cement
annulus depending on the differential pressure acting at the fracture boundaries and
on the aperture.

A large number of experimental and theoretical studies, not specifically applied
to CO2 storage, has been devoted to study the influence of dissolution processes on
the physical and chemical properties of porous media (e.g. Noiriel et al. 2004;
Hoefner and Fogler 1988; Rege and Fogler 1987; Schechter and Gidley 1969). For
instance, leading mechanisms such as pore coalescence (Schechter and Gidley
1969) and the formation of highly conductive flow channels (Carroll et al. 2013;
Golfier et al. 2002; Renard et al. 1998; Daccord et al. 1993) involve particularly
complex feedback effects. Yet, as a matter of fact the large number of studies related
to CO2 storage has boosted the construction of experimental apparatus specifically
designed for using brine and CO2 mixture for a large range of pressure and tem-
perature. An overview of the equipment and studies is proposed in Sects. 6.4.2 and
6.4.3.

Fig. 6.6 Peclet (Pek) and Damköhler (Dak) numbers as the function of the distance (r) from the
injection point. Because the fluid velocity is proportional to the inverse of the distance in radially
divergent flow, Pek / 1=r. Conversely, the Da values may display more complex ternds as the
function of r. Here we assume for matter of illustration that j decreases exponentially with the
distance to the injection (k / e�ar) but in reality the expression of jðrÞ is the result of complex
coupling between the hydrodynamic transport and the multi-component reactions. Nevertheless it
is expected that jðrÞ is a monotonic decreasing function of r because the system tends to
equilibrium (i.e. j = 0) far from the injection

6 Laboratory Experiments 279



6.4.2 Batch Experiments

This section outlines the batch experiments undertaken to investigate the rock—
CO2 fluid interactions, the theory of which has been presented in Chap. 3. A brief
summary of batch reactor and reaction kinetic theory is presented followed by
descriptions of experimental batch equipment and analysis techniques used for
instance within the MUSTANG project to characterize the fluid–rock interactions
processes.

6.4.2.1 Batch Reactors

A batch reactor is a heated vessel where reactants are placed and reactions are
allowed to proceed for a given time. It is designed for recurrent sampling of the
fluid for analysis. The concentration and temperature are assumed to be uniform
(sometimes the vessel is equipped with a stirrer) and all elements spend the same
time in the reactor to ensure the same residence time. From a thermodynamic
standpoint, a batch reactor represents a closed system. The system will tend to
thermodynamic equilibrium with time. Batch reactors are typically used to study
reaction kinetics under controlled conditions. It can be used to find reaction rate
constants, activation energy and to determine the order of the reactions.

6.4.2.2 Rate Law Basics

For nearly all forward reactions, the rate is proportional to the product of the
concentrations of the reactants, each raised to some power. For the general reaction:

aAþ bB $ cCþ dD ð6:4:3Þ

The instantaneous sample-averaged mass-transfer rate R [mol m−3 s−1] can be
modeled using the transition state theory (Lasaga 1998):

R ¼ rð1� IÞ�m ð6:4:4Þ

where r is the effective rate constant and I the saturation index, I ¼ IAP=Keq, with
IAP the Ion Activity Product and Keq the equilibrium constant. The higher the
r value is, the faster the reaction proceeds. The effective rate is usually defined as
the product of the intrinsic kinetic constant r′ [mol m−2 s−1] that denotes the net
flux of the reactant, by the reactive surface area r [m2 m−3]. For CO2 storage
conditions, values of r′ determined from batch experiments for different dissolution
and precipitation reactions can be found in Pokrovsky et al. (2009) and references
herein.
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Two types of analysis are usually involved for determining the rate law for a
given reaction:

• Integral method—A reaction rate is assumed and the initial ratios of concen-
tration are known. If the final molar concentrations are plotted against time and
the data fits a straight line, then the assumption of second order kinetics is true
and the rate constant may be calculated from the slope of the line.

• Differential method—A reaction rate order is assumed, concentration versus
time data from the batch experiments are plotted and tangents drawn at various
points. The slopes of these tangents are the rate of reaction at these
concentrations.

Chemical reactions are often classified according to their kinetics order:

• Zero order—the reaction rate is independent of the reactant concentration val-
ues. A change in temperature is the only factor that can change the rate of a zero
order reaction.

• First order in the reactant—The reaction rate is proportional to the concentration
of one reactant, e.g. radioactive decay.

• Second order in the reactant—the reaction rate is proportional to the product of
the concentration of two reactants, or to the square of the concentration of a
single reactant. Many dissolution and precipitation reactions are second order
reactions.

6.4.2.3 Equipment Overview

Different batch reactor systems have been designed to investigate a wide variety of
rock-CO2-brine interactions under a large range of in-situ pressure and temperature
conditions up to 20 MPa and 200 °C respectively. The experiments involve brine
and/or CO2 and powdered (to provide the maximum surface area for reaction)
single minerals or multi-mineral rock, rock chips or rock samples. Similar exper-
iments can be performed to study the reactions with well cement materials.

The reactor itself can be as simple as a tube (stainless steel, titanium or hastelloy)
equipped at one end by a CO2 inlet with close off valve and at the other end a 60
micron filter and a pressure release valve set at a given pressure. The tube is
wrapped by a heating tape with a thermostat. More sophisticated types of reactor are
often used to improve the sampling or the control of the fluid composition. For
instance a reaction vessel within a pressure vessel such as presented in Fig. 6.7 can
be used perform single phase experiment (only CO2-rich brine and rock) and allow
the sampling of the brine in the course of the experiment without modifying the
pressure.
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6.4.2.4 Analysis Techniques

There are a number of analytical techniques for measuring the fluids, gases and rock
chemistry. The fluid analysis is divided into fluid element and gas composition
analysis:

Element Concentrations

Major elements are routinely measured using ICP-AES (inductively Coupled Plasma
Atomic Emission Spectrometry). A plasma source is used to dissociate the sample
into its constituent atoms or ions exciting them to a higher energy level. They return
to their ground state by emitting photons of a characteristic wavelength depending
on the element present. The light is recorded by an optical spectrometer which when
calibrated against standards provides a quantitative analysis of the sample.

Minor and trace elements are measured with ICP-MS (Inductively Coupled Plasma
Mass Spectrometry). A plasma source is used in the same way as the ICP-AES,
however the emitted ions are extracted through a series of cones into a mass spec-
trometer, usually a quadrupole. The ions are separated on the basis of their mass-to-
charge ratio and a detector receives an ion signal proportional to the concentration.

Titration method is also often used, for example to measure the alkalinity and the
chlorine content. Chemical equilibrium is a function of the concentrations of the
fluids in equilibrium. The equilibrium constant value can be determined if any one
of these concentrations can be measured. The concentration of the fluid in question
is measured for a series of solutions with known analytical concentrations of the
reactants. Titration is performed with one or more reactants in the titration vessel
and one or more reactants in the burette. Knowing the analytical concentrations of
reactants initially in the reaction vessel and in the burette, all analytical concen-
trations can be derived as a function of the volume (or mass) of titrant added.

Fig. 6.7 High temperature, high pressure brine and CO2 batch equipment. Left ICARE Lab stirred
and non-stirred reactors. Right Reactor equipped with deformable titanium jacket
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Gas Compositions

In situ Raman analysis: A spectroscopic technique based on inelastic scattering of
monochromatic light, usually from a laser source. Inelastic scattering means the
frequency of photons changes on interaction with a sample and the frequency of the
re-emitted photons are shifted in comparison with the original monochromatic
frequency called the Raman Effect. Which when calibrated against standards pro-
vides a quantitative analysis of the sample.

Infra-red analysis: Infrared spectroscopy exploits the fact that molecules absorb
specific frequencies that are characteristic of their structure. These absorptions are
resonant frequencies, i.e. the frequency of the absorbed radiation matches the
transition energy of the bond or group that vibrates. The exact frequency at which a
given vibration occurs is determined by the strengths of the bonds involved and the
mass of the component atoms

Gas chromatography: Gas chromatography is a method of separating the com-
ponents of a solution and measuring their relative quantities. A sample is rapidly
heated and vaporized to separate the components by distributing the sample
between two phases: a stationary phase and a mobile phase. The mobile phase is a
chemically inert gas that serves to carry the molecules of the sample through a
heated column. Sample components are separated based on their boiling points and
relative affinity for the stationary phase, which is most often a viscous liquid
(wax) within the column. The higher a component’s affinity for the stationary
phase, the slower it comes off the column. The components are then detected and
represented as peaks on a chromatogram.

6.4.2.5 Rock Mineralogy Analysis

The rock mineral analysis can be undertaken on powdered samples or using thin
sections of solid samples. Whole rock analysis is not actually a complete analysis of
the rock, but describes a specific method of ore preparation followed by analysis for
eleven common rock-forming elements. The procedure involves a lithium borate
fusion process on a small portion of pulverized solid material. The values for the
rock-forming elements are then expressed as their more common oxide compound.

Powder is used also for X ray diffraction (XRD) for identifying mineral types.
XRD is based on Bragg’s Law, where the atomic faces of crystals cause an incident
beam of X-ray beams to interfere with one another as the leave that crystal at certain
angles of incidence (h):

nk ¼ 2d sin h ð6:4:5Þ

where d is the distance between atomic layers and (k) is the wavelength of the
incident X-ray beam and n in an integer. XRD measurements are based on
observing the scattered intensity of an X-ray beam hitting a sample as a function of
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incident and scattered angle, polarization, and wavelength or energy. X-ray Powder
diffraction facilitates qualitative identification of minerals in all rock types, measure
the average spacing between layers of atoms, determine the orientation of a single
crystal and determine the crystal structure.

X-ray fluorescence (element quantification): X-ray fluorescence (XRF) is when a
sample is exposed to X-rays of high energy. As the X-ray (or photon) strikes an
atom (or a molecule) in the sample, energy is absorbed by the atom. If the energy is
high enough, a core electron is ejected out of its atomic orbital. An electron from an
outer shell then drops into the unoccupied orbital, to fill the hole left behind. This
transition gives off an X-ray of fixed, characteristic energy that can be detected by a
fluorescence detector. The energy needed to eject a core electron is characteristic of
each element, and so is the energy emitted by the transition.

Thin sections are used for microscopy observation, specifically using electronic
microscopes. Scanning Electron Microscopy (chemical observation and structural
properties): A tungsten filament source produces a stable and high current electron
beam. When the electron beam interacts with the sample, the electrons lose energy
by repeated random scattering and absorption within a teardrop-shaped volume of
the specimen known as the interaction volume. The size of the interaction volume
depends on the electron’s landing energy, the atomic number of the specimen and
the specimen’s density. EDS (energy dispersive) X-ray analysis: The PGT Spirit
EDS X-ray analysis system allows qualitative and quantitative mineral analysis as
well as X-ray imaging of samples. The number and energy of the X-rays emitted
from a specimen are measured by an energy-dispersive spectrometer. As the energy
of the X-rays are characteristics of the difference in energy between the two shells,
and of the atomic structure of the element from which they were emitted, this allows
the elemental composition of the specimen to be measured.

6.4.3 Flow-Through Experiments

A flow-through experiment consists in injecting a fluid at a controlled flow rate
through a sample of permeable rock, usually of cylindrical shape, called a core. The
fluid can be a single phase fluid, such as liquid water containing dissolved ions and
gases or a mixture of phases. The permeable sample can be a core of porous
reservoir rock or a core containing natural fractures or fractures made artificially to
mimic natural hydraulic discontinuities. The main goal of these dynamic experi-
ments involving reactive fluids is to determine the time-elapsed change of the
sample properties at macroscopic scale (i.e. core scale) such as permeability and
porosity and to measure effective reaction rates in dynamic conditions. Moreover,
these experiments can be associated with X-ray microtomography in order to
observe directly the spatial distribution of the mass transfers with a resolution of
some microns. The cores are usually imaged before and after the experiment. X-ray
non-absorbent confinement cells can also be used to perform recurrent imaging and
tackle simultaneously the changes of the pore structure and the absolute
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displacement of the different phases in the porosity. Nevertheless, the use of this
technique is presently limited by several factors such as the duration of the
experiment, the possibility of working at elevated pressure and temperature and the
duration of the scan (largely dependent on the X-ray source flux and the sample
size) during which it must be assumed that mass transfers are negligible. In any
case, the sample size must be decided in order to fit the field of view of the camera;
higher is the targeted resolution, smaller is the core diameter. In most of the cases
core diameter (D) ranges from few millimeters to few centimeters and the geo-
metrical resolution ranges from 0.5 to 20 microns depending on the applied imaging
techniques.

The duration of the experiments typically ranges from some hours to weeks. For
example, the alteration of a carbonate rich reservoir core flowed by a CO2-saturated
brine at 50–90 °C can be studied in few days, while the same conditions applied to
the study of sandstones or fractured cements and claystones may require weeks.

6.4.3.1 FTS Equipment

As a general rule, the system includes motorized pumps equipped with displace-
ment encoders which allow an accurate control of the inflow rate, a confinement cell
were the sample is installed, heated and pressurized and a back pressure system
allowing to control the outlet pressure while allowing the fluid to be withdrawn
from the circuit and sampled for chemical analysis. A schematic representation of a
flow-through apparatus is given in Fig. 6.8.

Fig. 6.8 Schematic representation of the ICARE Lab CO2 sequestration evaluation flow system
(model ICARE 1, design R. Leprovost, U. Montpellier)
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A standard circuit requires up to 20 valves, most of them being usually
electro-pneumatic valves (EPV); their opening and closing being mastered by the
computer program which also control the pump flow rate.

The back pressure system is probably the most critical part of the FTS and
different techniques can be used as it will be explained below. The second critical
issue for reproducing the range of reservoir conditions is the flow rate. Modern
computer controlled piston pump can deliver flow for a large range of values, but
the main issue is often the capability of controlling the very low flow rates required
to mimic in situ condition in small sized samples. Delivering low flow rate
implicates the use of pumps having small pistons and high-technology motors and
position encoders. Going down to flow rate of less than about 10−11 m3 s−1

(*10−3 mL min−1) requires specialized equipment using high-end pumps and a
precise control of the temperature.

Others issues to be considered when designing such experimental bench for
temperature up to 150 °C include the corrosive nature of the fluid (usually low pH
brines) and the need of accurate temperature control and adapted circuit geometry
when mixtures of scCO2-water (or brine) are involved. Usually corrosion resistant
alloys such as Hastelloy- C276 are used at least for the most exposed parts such as
the pumps, the valves, and the pressure sensor membranes. The use of accurate and
well calibrated pressure sensors is also required in order to obtain accurate values of
the permeability over 2 or possibly 3 orders of magnitude. For some applications it
is beneficial to set the pressure gradient instead of the flow rate. In this case the flow
rate is measured from the displacement of the pump piston or counting the motor
axe rotation using optical or electronic encoders.

Inlet Pumps: A combination of two piston pumps is required to obtain a constant
flow rate for injection volumes larger that the volume of one pump. In this con-
figuration, one of them pumps the liquid through the sample, while the other one
refills from and external fluid tank. This procedure is controlled by a micropro-
cessor installed in the pump electronic control card or directly by a computer. The
objective of these experiments being to inject brines and CO2 through the sample
for a large and controlled range of partial pressure values, the question of mixing
the CO2 with the brine is a central issue. Two cases can be distinguished.

If the objective is to pump brine in which the partial pressure is lower than the
total pressure, then the pumped fluid is a single phase. In this case the issue is to
dissolve CO2 into the brine in order to obtain a given constant CO2 partial pressure
whatever the total pressure is. Two main techniques can be applied. First the CO2-
brine mixture can be prepared in a tank by pressurizing the volume of brine required
for the entire experiment with CO2 at a pressure corresponding to the targeted CO2

partial pressure. For values larger than the pressure of commercial CO2 bottles
(about 6 Mpa), the use of a pressure booster withdrawing and compressing liquid
CO2 from a bottle equipped with a plunger is necessary. This mixture will be used
to refill the piston pumps. An alternative solution consists in adding to the FTS a
piston pump refilled with liquid CO2. The mixture will be obtained by running the
brine and CO2 pumps at the flow rates corresponding to the fraction of CO2 needed
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to obtain the desired CO2 partial pressure. As the volume of CO2 to pump is only
few percent of the volume of brine, the pump dedicated to the liquid CO2 must have
a minimal flow rate about two orders of magnitude smaller than the minimum flow
rate needed for the experiment. This is the limiting factor of this technique (the
minimum flow rate is here conditioned by the CO2 pump characteristics) which
conversely allows changing easily the CO2 partial pressure in the course of the
experiment.

For experiments requiring the injection of scCO2-brine mixture, i.e. the injection
of a biphasic fluid, an additional supercritical CO2 pump is required. Such pump
consists in a cooled pressure booster that pumps liquid CO2 from a
plunger-equipped bottle and a heating system allowing the pressurized liquid CO2

to reach the supercritical phase. Note that the differential density between liquid and
supercritical CO2 must be taken into account for calculating the effective flow rate.
The use of scCO2 in FTS will be discussed in more detail below.

Back Pressure: Back pressure is necessary to reproduce the conditions at depth. It
is also required for avoiding degassing of the CO2 in the circuit; the total pressure
must be higher or equal to the partial pressure of CO2 to perform single phase
experiments. Mainly three techniques can be used to control the total pressure of the
outlet circuit. All of them produce pressure fluctuations but with distinctly different
amplitudes and frequencies. As the objective is to maintain a pressure as constant as
possible, all the different systems described below must be associate with a pressure
damper that usually consists in a cylinder with a free mobile piston separating the
flowing fluid from a volume of pressured gas. If the pressure fluctuations are small,
then the free-piston cylinder can be replaced by a membrane.

The simpler one consists in using constant pressure valves. However this type of
low-cost tools may be not sufficient for maintaining a sufficiently constant pressure
at low and high flow rates. These valves are also temperature sensitive. As a result,
large amplitude, low frequency pressure fluctuations are expected. Moreover
freezing of the valve can occur when large amount of supercritical or liquid CO2

have to be released by the valve. Micro-particles, for instance produced by the rock
dissolution, may prevent the full closing of the valve and therefore may jeopardize
irreversibly the experiment.

The second system that was experienced in the frame of the MUSTANG project
is the use of a combination of two EPV in series, separated by a tube of limited
volume, that alternatively open and close in order to deliver a flow rate that adapts
to the pressure at the outlet of the sample while keeping it in a constant range of few
tenths of MPa. Using a pressure damper containing 1 L of pressured gas is usually
sufficient to obtain fluctuations of less than 0.1 MPa. This system is efficient and
relatively cheap, but the valves are aging very fast because of their frequent acti-
vation (usually several hundred of operation for a standard experiment).

The third system consists in using back pressure piston pumps; ideally two
piston pumps acting similarly to the dual injection pumps described above. These
pumps will be programmed to maintain the desired pressure by continuously
adapting the pistons displacement. Yet, the use of a single piston pump can be
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preferred for decreasing costs. In this case, a pressure damper containing about 1L
of pressurized gas will allow pressure fluctuation to be less than 0.1 Mpa.

Sampling: sampling for cations analysis can be performed after degassing at the
outlet of the circuit. However it is often necessary to sample the pressurized brine
mixture or brine-CO2 mixture, for evaluating the remaining CO2 partial pressure,
for instance. High pressure syringe with a screw-moving piston can be used.
A simple technique for evaluating the CO2 partial pressure is to equip the syringe
with a micrometric screw gauge and a pressure sensor (or manometer) and measure
the volume of gas released from the adiabatic decompression of the sample. The
partial pressure (PCO2) is:

PCO2ðP; T; sÞ ¼ Pe � Pd � Vdg=R� T � VL � mCO2ðP; T ; sÞ ð6:4:6Þ

where Pe and Pd denotes the pressure of the experiment and the pressure after
decompression, Vdg and V denotes the volume of gas after decompression and the
volume of the fluid sampled, R is the gas constant, T is the temperature and mCO2 is
solubility of CO2 (Duan et al. 2006; Sun and Dubessy 2010).

Core Sample Holder: There are several designs of sample holder, named also
confinement cell. Several providers propose standard designs such as Hassler type or
Hoek type core holders adapted to different core sample sizes. Research laboratories
are also developing core holders/confinement cells, usually to fit non-standard
sample size. Whereas these different types of cells differ from each other in terms of
technical details impacting mainly the protocol for the sample installation, the
principle is similar for all the sample holder types. The cylinder of rock is installed
into a flexible tube (or jacket) that can be made of different substance such as silicon,
Teflon or vulcanized materials and then positioned in between two flow diffusers
such as displayed in Fig. 6.8. This configuration allows applying an external pres-
sure on the jacket ensuring that the fluid will not flow around de sample but is
distributed equally over the sample diameter. This applied pressure is also used to
reproduce de confinement pressure at depth (radial confinement pressure). Axial
pressure mimicking the effect of the overburden along the sample axis can also be
setup (Fig. 6.8). The axial and radial pressure can be operated by external piston
pumps, gas tanks or made proportional to the inlet flow pressure using a pressure
multiplier such as shown in Fig. 6.8. This later solution has two advantages; first it is
unexpansive compared to the purchase of piston pumps and second it ensures that
the confinement pressure increase (or alternatively decrease) proportionally to the
fluid pressure during the operation of pressure loading (or unloading) at the
beginning and end of the experiment, avoiding deviatoric stresses that may damage
the sample irreversibly. In general it is sufficient to apply axial and radial pressures of
about 110–115 % of the pore pressure for ensuring both a total sealing of the
sample-jacket interface and reproduce natural pressure configurations.

Control of the Composition of the Inlet Fluid: Controlling the composition of the
inlet fluid (brine) is important to reproduce the natural conditions. The ionic content
can be set easily, but controlling the partial pressure of the gas requires some
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attention. This aspect, often disregarded in flow-through experiments, is important
for example to reproduce anoxic conditions such as almost always the case in
reservoirs, or even impose partial pressure of secondary gases such as methane of
hydrogen to reproduce reducing conditions. A specific device has been developed
in the frame of the MUSTANG project in order to make a controlled precondi-
tioning of the brine, before being mixed with the CO2. This device, called ICARE
Lab Fluid Preconditioner, permits removing or adding dissolved gases or tracers in
the fluid and keeping this volume of fluid (up to 5 L) under a pressure of 0.8 MPa
during the duration of the experiment. The piston pumps will be refilled from this
pressurized tank.

Use of scCO2: The conceptual design made by the different functional parts of a
flow-through bench presented above (synthetized by the schema given in Fig. 6.8)
is designed primarily to single phase flow experiments for which the partial pres-
sure of CO2 can be set from zero up to the minimum value of the pressure in the
circuit, i.e. the pressure set by the back pressure system. However, one may want to
simulate the flow of pure scCO2 or mixture of scCO2 and CO2-saturated brine. In
this case one must install a scCO2 pump that is made of three components. The
central part of the pump is a pressure booster that withdraws liquid CO2 from a CO2

bottle equipped with a plunger. To ensure a perfect functioning, the booster pump is
cooled down to few Celsius (generally 4 or 5 °C) by a cooling system. On the high
pressure side of the pressure booster the CO2 is heated to the desired temperature
(above 32 °C) to produce scCO2. In order to avoid any scCO2 trapping in the circuit
and ensure a perfect mixing the scCO2 must be injected as close as possible to the
sample through a diffuser.

6.4.3.2 Measurements and Data Analysis

The two main measurements allowed by flow-through experiment are the moni-
toring of the pressure drop in the sample and the recurrent sampling and compo-
sition analysis of the outlet fluid. The fluid analyses are performed using the
different methods presented in Sect. 6.4.2.4. The pressure drop is measured by a
differential pressure sensor recording the pressure difference DPðtÞ between the
inlet and the outlet of the sample. Permeability k(t) is obtained from the differential
pressure using the Darcy law (Eq. 6.2.3) for porous media.

In case of fractured low permeability rocks (usually <10−19 m2 for cements and
claystones), the permeability and fracture aperture ahðtÞ are estimated using the
cubic law approximation:

ahðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12lQL
wDPðtÞ

3

s
ð6:4:7Þ
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and

kðtÞ ¼ a2hðtÞ
12

ð6:4:8Þ

where w is the width of the fracture.
The time-resolved porosity of the sample cannot be measured directly, but in

certain cases the change of porosity (@/=@t) can be evaluated from the fluid
composition. The simple case is when the only chemical process is the dissolution
of a single mineral. Let assume that the rock sample is made of Magnesium-rich
calcite CaaMgbCO3, where and a and b denotes the fraction of Ca and Mg
respectively in the calcite. The volume of dissolved calcite VðtÞ is:

VðtÞ ¼ tQ
Zt0¼t

t0¼0

aDCCaðt0Þ þ bDCMgðt0Þdt0 ð6:4:9Þ

where t is the calcite molar volume and DCCa and DCMg denotes the difference of
calcium and magnesium concentration respectively between the outlet and the inlet
fluids. The sample-scale porosity change of porosity is given by:

@u ðtÞ
@t

¼ 1
Vs

@ VðtÞ
@t

ð6:4:10Þ

where Vs is the total sample volume (i.e. Vs ¼ p LD2=4). To evaluate the
time-resolve porosity /ðtÞ one must integrate Eq. (6.4.10) which requires the
knowledge of the value the porosity at a given time t, usually at t = 0. This can be
achieved by non-invasive laboratory measurement using a gas porosimeter for
example, or calculated from the analyses of XMT images.

When the dissolution process involves several minerals sharing the same cations
or when both dissolution and precipitation occurs simultaneously, the mass balance
(Eq. 6.4.9) is much difficult to calculate. However this can be completed if both the
composition of the involved minerals and the stoichiometry of the reactions are
known. Accurate chemical analysis of the rock sample combining different tech-
niques such as chemical imaging using electronic microscopy, X-ray diffraction and
bulk analysis may provide the necessary data. Then, if the value ViðtÞ for all the
dissolved and precipitated minerals i can be calculated, then the change of porosity
(@/=@t) is obtained by Eq. (6.4.10) where the second member @ VðtÞ=@t is replaced
by the sum

P
i @V=@t.

290 P. Gouze et al.



6.4.4 Examples of Experimental Studies of Fluid-Rock
Interactions

6.4.4.1 Experimental Investigation into the Sealing Capacity
of Naturally Fractured Shale Caprocks Under scCO2 Flow

A high pressure and temperature CO2 flow rig was designed and built to investigate
the sealing properties of naturally fractured caprocks under in-situ conditions and
supercritical CO2 and gaseous CO2 flow (Edlmann et al. 2013; McCraw et al.
2016). One unfractured (sample B-c) and two naturally fractured caprock 38 mm
diameter core samples (Samples B-a and B-b) were obtained from the North Sea
East Brae field at a depth of circa 4 km, Fig. 6.9.

In addition to the flow results, petrophysical and mineralogical data was col-
lected from the caprock matrix and fracture surface before and after exposure to
CO2. Porosity is around 17 %, the mean pore radius around 900 nM and X-Ray
Diffraction (XRD) investigations of both the caprock matrix and fracture fill
material show that quartz (43 %) and illite (
25 %) are the primary minerals that
make up the Kimmeridge clay caprock, with minor chlorite (8 %) and kaolinite
(8 %).

Fig. 6.9 Images of the three
core samples of caprock from
East Brae

6 Laboratory Experiments 291



The flow experiments were run in 4 phases:

• Phase 1—Increasing to in-situ scCO2 conditions
• Phase 2—Maintaining in-situ scCO2 conditions
• Phase 3—Maintaining in-situ gaseous CO2 conditions
• Phase 4—Re-run of the increasing upstream CO2 fluid pressure and lock in

under supercritical and gaseous conditions to investigate wettability changes
after CO2 exposure along the fracture face

The results of Phase 1, 2 and 3 for samples B-a and B-b are presented as
confining pressure (in MPa, MegaPascal), upstream pressure (MPa) and down-
stream pressure (MPa) on the primary axis and temperature (°C) on the secondary
axis all against time (Figs. 6.10 and 6.11). There was no detectable flow of CO2

(downstream pressure) measured across both fractured samples, even with a pres-
sure differential across the fractured of 43 and 51 MPa, for samples B-a and B-b
respectively, which equates to a pressure gradient of 866 and 942 MPa/m. As soon
as the fluid pressure, confining pressure and temperature were dropped to gaseous
CO2 conditions of 20 MPa confining pressure, 5 MPa upstream pressure (the same

Fig. 6.10 Results of the fractured caprock sample B-a, plotted as confining pressure (MPa),
upstream pressure (MPa), downstream pressure (MPa) and temperature (°C),with time

Fig. 6.11 Results of the fractured caprock sample B-b, plotted as confining pressure (MPa),
upstream pressure (MPa), downstream pressure (MPa) and temperature (°C), with time
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15 MPa pressure difference as with the supercritical lock in) and 20 °C tempera-
ture, the downstream pressure immediately and steadily increased over the 30 days
towards that of the upstream pressure. This introduces the possibility that for these
particular naturally occurring fractures gaseous CO2 does flow across the fracture,
whereas there was no supercritical CO2 flow across the fracture, even when the
fracture aperture is held under the same differential pressure.

During phase 4, the re-run after gas phase CO2 exposure to the fracture, the same
pattern of pressure (flow) across the fracture was observed during the second run as
was seen during the first run, Figs. 6.12 and 6.13. There was no flow measured
under increasing scCO2 flow even with pressure differentials of 37 and 42 MPa for
samples B-a and B-b respectively. This was also under conditions of fluctuating
fracture aperture linked directly to a fluctuating difference in pressure between the
upstream fluid and confining pressure. There was little or no detectable flow of
scCO2 measured across both fractured samples under scCO2 lock over 30 days.
However under gaseous CO2 lock in (with the fracture aperture held under the same
pressure difference between the upstream fluid pressure and confining pressure as it

Fig. 6.12 Results of the second flow run on fractured caprock sample B-a, plotted as confining
pressure (MPa), upstream pressure (MPa), downstream pressure (MPa) and temperature (°C),with
time, to investigate any wettability effects after CO2 exposure along the fracture face

Fig. 6.13 Results of the second flow run on fractured caprock sample B-b, plotted as confining
pressure (MPa), upstream pressure (MPa), downstream pressure (MPa) and temperature (°C), with
time, to investigate any wettability effects after CO2 exposure along the fracture face
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was under supercritical conditions), the same pattern of immediate and increasing
downstream pressure towards that of the upstream pressure was observed.

This indicates that under these experimental conditions and timescales, the
wettability (and in turn capillary entry pressures) of these natural fractures was not
influenced by exposure to gaseous CO2.

Table 6.2 presents the average mineral weight percent of the caprock matrix
material and fracture material before and after the CO2 flow experiments on sample
B-a from SEM energy dispersive X-ray elemental analysis. It can be ascertained
that although there was a slight reduction in Silicon (2 %) and corresponding
increase in Aluminum (2 %) after exposure to CO2 as cation exchange occurs.
However it is not significant enough to cause fracture/matrix pore network opening
or closing that would influence the CO2 flow through the duration of the
experiment.

This lack of any chemical reactivity is borne out by comparing the sample
dimensions before and after the experiment, the confining pressure data logs also
corroborate the lack of any volume changes within the samples at equilibrium
during experimentation.

The conclusions we can draw from the experimental work undertaken so far on
the sealing capability of naturally fractured shale caprocks to supercritical CO2 flow
are that:

• Supercritical CO2 did not flow through these particular tight natural caprock
fractures under supercritical reservoir conditions.

• When the temperature and fluid pressure were reduced to below the critical
point, CO2 in its gas phase did flow through the tight natural caprock fractures
(even with a constant pressure difference between the confining pressure and the
upstream fluid pressure of 15 MPa under both supercritical and gaseous
conditions).

• This contradicts the expected flow profile of a supercritical fluid having
enhanced flow properties.

• The contradictory experimental observations are linked to the complex interplay
between the fluid conductivity response of the CO2 phase to the fracture
properties, the influence of stress on the fracture aperture, the chemical inter-
action between the rock minerals and the CO2 fluid, the fluid pressure
influencing the fracture permeability, the influence of CO2 phase on the capil-
lary entry pressure and the relationship between CO2 phase on the wettability,
interfacial tension and contact angle.

Table 6.2 Average mineral weight percentages for sample B-a matrix and fracture before and
after CO2 exposure

wt% Al wt% Si wt% Ca wt% Mg wt% Fe

Sample B-a matrix before CO2 exposure 7.45 37.30 0.51 0.54 0.68

Sample B-a matrix after CO2 exposure 9.51 35.24 0.47 0.61 0.83

Sample B-a fracture before CO2 exposure 8.21 35.86 0.55 0.51 1.17

Sample B-a fracture after CO2 exposure 10.40 32.65 1.07 1.33 0.99
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• To facilitate the observed result of gaseous CO2 flow and inhibited supercritical
CO2 flow it is likely that the interplay between normal stress and pore pressure
controlling fracture aperture and the density of CO2 being inversely proportional
to permeability were the dominant influencing factors.

• Calculations indicate that there is a large decrease in hydraulic conductivity as
the aperture size reduces, indicating that it is aperture size that is the dominant
controlling factor in fracture flow of CO2. It is possible that there is a critical
threshold of fracture aperture size which controls CO2 flow along the fracture.
Above the critical aperture size scCO2 and gaseous CO2 will flow, on or near the
critical fracture aperture size we see gaseous flow but not scCO2 flow and below
the critical aperture size we would see little or no gas or scCO2 flow along the
fracture and flow would become matrix dominated.

• This has significant implications for the planning of CO2 storage projects in the
North Sea basin, in that the CO2 should be stored at pressures and temperatures
(depth) comfortably above the CO2 critical point.

6.4.4.2 Experimental Investigation of the Role of Local
Heterogeneities on Reactive Transport

Understanding the fundamental processes governing the fluids-rocks interactions is
a crucial stake to model, for various temporal and spatial scales, the transport and
the storage of CO2. One of the major difficulties is the identification and the
hierarchical organization of the involved imbricated physical and chemical mech-
anisms. Consequently, an essential step is to perform experiments in controlled
conditions for which results can be analyzed from pore-scale to the scale of the
samples.

Several percolation experiments of acid fluid (CO2-rich brines) through different
type of rock samples reproducing in situ conditions (T < 200 °C, P < 20 MPa) will
be present here to enlighten the use of experimental results for characterizing the
role of heterogeneities on transport and reactions processes (dissolution, precipi-
tation, redox reactions). All the flow-through experiments presented here have been
performed using the ICARE Lab CO2 sequestration evaluation flow system pre-
sented in Sect. 6.4.3 and described in more details in Luquot and Gouze (2009).

The different analytical techniques mentioned in this chapter have been used in
order to characterize the mineral rock composition, the pore structure and geometry,
the connectivity of the core before and after each percolation experiment. Besides
the classical analytical methods, SEM (Scanning Electron Microscope), Raman
spectrometry, Mossbauer, Ionic probe, TEM (Transmission Electron Microscope),
have been used as well as X-ray Microtomography images (XMT). As explained in
Sect. 6.2.1, one can extract key parameters such as the total porosity, the effective
porosity, the pore size distribution, the pore/rock interface surface, the tortuosity,
the effective diffusion coefficient, the permeability and other morphological and
geometrical parameters such as capillary pressure and pore surface curvature, by
processing the 3D micro-tomographic images.
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The methodology and experimental approach previously mentioned have been
first applied to characterize the different dissolution patterns that occurred during
CO2-rich brine injection through limestone core samples (from Paris Basin). Various
flow-through experiments have been performed using a same Peclet number but
changing the Damköhler number. All the experiments have been done under CO2

storage conditions (T = 100 °C, P = 12 MPa, 2.5 < PCO2 < 10 MPa). Various
dissolution patterns have been described during the different dissolution experiments
depending of the Da number. These dissolution features have been correlated to the
flow conditions and initial chemical fluid properties: from localized wormhole for-
mation (PCO2 = 10 MPa) to homogeneous dissolution (PCO2 = 2.5 MPa). The main
results of these set of experiments were published in Gouze and Luquot (2011) and
Luquot and Gouze (2009). In particular, the authors demonstrated that porosity,
permeability and reactive surface area changes due to dissolution reaction are con-
trolled by initial chemical conditions of the injected fluid and initial parameters
(Fig. 6.14). A memory effect has been observed in the variation of all these
parameters with time. A phenomenological relationship between porosity and per-
meability (Fig. 6.15) and reactive surface area have been proposed and later vali-
dated by others authors.

Gouze and Luquot (2011) showed that permeability changes during dissolution
process are controlled by tortuosity changes in case of heterogeneous dissolution
(wormhole localization formation) and to the hydraulic pore diameter in case of
homogeneous dissolution (Fig. 6.15).

Fig. 6.14 a Log-permeability versus log-porosity for the dissolution experiments D1 (circles), D2
(squares) and D3 (diamonds). Inset Focus on the experiment D2 data for t > te. For t > t*, data
deviate progressively from the power law model. b Exponent n versus Da(0) for experiment D1
(circles), D2 (squares) and D3 (diamonds). The range of Da(t) for each of the experiment is
reported (horizontal lines) as well as the overlapping between experiments D1–D2 and D2–D3
(from Luquot and Gouze 2009)
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Others experiments have been performed using different types of limestones
confirming that the initial rock structure strongly controls the dissolution pattern
and specifically the development of preferential paths and thus controls the
permeability-porosity relationship (Fig. 6.14). Furthermore, experiment with lower
CO2 partial pressure using limestone samples characterized by smaller pores have
be run in order to try observing homogeneous dissolution processes, but here again
the formation of preferential flow path was observed (Fig. 6.16).

From these results on can propose a phenomenological relationship between
tortuosity change Ds and PCO2 and speculated that the porosity–permeability trend
is mainly controlled by the change in the effective hydraulic diameter during dis-
solution with low PCO2 (Fig. 6.17). These results cast doubt on the use of the Peclet
and Damköhler numbers to predict dissolution pattern independently on other
information on the structural properties and the heterogeneity of the rock (Luquot
et al. 2014).

Andreani et al. (2009) and Luquot et al. (2012) studied sandstone core samples
coming from potential CO2 storage reservoir in Australia and dunite samples
coming from San Carlos, Arizona, respectively. The interesting point of these two
different rocks is the complex mineralogy and the large range of chemical processes
that can occur in contact with CO2-rich brine.

The sandstone rock was coming from de Pretty Hill Formation from Otway
Basin and was mainly composed of quartz and feldspar and almost 10 % of Fe-rich
chamosite (chlorite) and Laumontite (Ca-rich zeolite). Two interesting processes
were observed during CO2-rich brine percolation through this sandstone: the first
one was the feldspar alteration into kaolinite which induces a permeability decrease
which was described for the first time. The second key result of this study was the
redox reaction characterized between CO2 and iron-rich chamosite mineral. The
results show that a fraction of CO2 was stored as reduced carbon (graphite) using

Fig. 6.15 a Sample-scale averaged porosity versus permeability for experiments D1, D2 and D3.
b Values of exponent a (indicator of hydraulic radius increase) and b (indicator of tortuosity
increase), with n ¼ aþ b, for experiments D1, D2 and D3 (from Gouze and Luquot 2011)
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Fig. 6.16 Representation of the nodes of the main components of the skeleton, i.e., parts of the
skeleton coinciding with connected components of the void space that were exposed to dissolution
at macroscopic scale. The color map corresponds to the radius of the largest sphere centered at
each node inscribed inside the void space (brightest points correspond to largest radii, logarithmic
scale in voxel unit), from Luquot et al. (2014)
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realistic conditions for CO2 geological storage (Fig. 6.18). This study allows
highlighting the role of local mineral heterogeneity on chemical reactions. As
observed in Fig. 6.18, the redox reaction occurred very locally closed to chamosite
dissolution features.

The study of CO2-rich brine reaction with dunite was performed at very low flow
rates and high temperature and pressure conditions. The rock sample was almost
composed of olivine so in this case the initial rock was not characterized by an
initial mineral heterogeneity. Nevertheless, various reactions can take place after
olivine dissolution triggerd by the CO2-enriched water: mainly serpentine precip-
itation (olivine hydration mechanism), carbonate precipitation (mainly Mg, Fe,
Ca-carbonates), iron oxide precipitations, hydrogen production. In this study,
Andreani et al. (2009) observed the localization of the different reactions depending
of the local transport conditions. In zones were transport was controlled by
advection, i.e. where the reactant renewal was high, olivine dissolution rate,
hydration reactions and iron oxide precipitation were observed. Conversely, car-
bonate precipitation was observed were the reactant transport was controlled by
diffusion such as in dead-end structures (Fig. 6.19). These results clearly indicate
that local transport conditions controlled the product of the chemical reaction and
that the assumption of full mixing discussed in Sect. 6.4.1 is hardly valid in such
highly reactive system involving high CO2 concentration fluids.

More recently, Luquot et al. (2016) confirmed the role of local chemical/
mineralogical heterogeneity on reactive processes but also the importance of the
local transport conditions. They performed CO2, sulfate-rich brine percolation
experiments at different injection flow rates through sandstone core rock samples
coming from Heletz formation in Israel (MUSTANG test site). Experiments were
performed under in situ Heletz storage conditions (60 °C and 15 MPa). The authors

Fig. 6.17 Left figure Change of the exponent n of the permeability–porosity relationship versus
PCO2 . Right figure Tortuosity versus PCO2 . In black, the results for experiments P1, P2, P3, and P4
are presented and in red the results for experiments G&L-D1, G&L-D2, and G&LD3 from Luquot
and Gouze (2009) and Gouze and Luquot (2011). The blue curve represents the equation
Ds ¼ y0 þA expðB� PCO2 Þ, with y0 ¼ �7:83, A ¼ �33:14 and B ¼ 0:37 (from Luquot et al.
2014)
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observed that different reaction processes took place depending on the transport
conditions. First, they concluded that dolomite and ankerite dissolution (the two
main minerals displaying fast kinetics) was controlled the hydrodynamic transport
of the reactants; second, they observed that dissolution processes were rather
homogeneous at high flow rates whereas the dissolution pattern appears to be more
localized (wormhole-like) for the lowest flow rate injection experiments; third,
permeability increases during all experiments, regardless of flow rate and brine
type, but at high flow rates, some particles were apparently dragged through the
samples, causing sporadic decreases in permeability due to local pore clogging.
Furthermore it was observed that the precipitation of the secondary minerals
(kaolinite, muscovite and smectite) as well as the dissolution of K-feldspar was
larger at low flow rate injection than at high flow rate. The authors attributed this
behavior to dissolution/precipitation localization mechanisms in the immobile
zones where local chemical micro-environments may subsist.

Fig. 6.18 TEM image of the chlorite fibers and precipitated magnesite surrounded by amorphous
and poorly crystallized carbon. On the left Chemical analysis associated with the TEM image,
a magnetite chemical analysis, b carbon chemical analysis and c chamosite chemical analysis.
Raman spectra of precipitated carbon near chlorite compared with epoxy-resin spectra and
disordered carbon spectra (from Luquot et al. 2012)
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The conclusions we can draw from this set of experimental results are:

• For the duration of the experiments, the changes in porosity, permeability and
reactive surface area values caused by the dissolution reactions are controlled by
the composition of the injected fluid but also by the initial properties of the rock;
a memory effect of the initial heterogeneity of the samples has been observed in
the variation of all these parameters with time.

• These experiments are quite unique for evaluating the permeability-porosity
relationship associated with the dissolution process, while permeability-porosity
relationships are generally obtained from cross-plotting permeability and
porosity values measured on sets of sampled rock, i.e. not considering the
dynamic of the process.

• One can speculate that the porosity–permeability relationship can be para-
metrized at first order by the effective hydraulic diameter and tortuosity changes
triggered by the rock-forming mineral dissolution. Porosity–permeability rela-
tionship associated with precipitation mechanisms is presently not settled.

• The type of reactions experimented here cannot be modeled easily by a con-
tinuum approach. Local chemical environments triggering strong local con-
centration gradients at pore scale triggered by the heterogeneity of the velocity
field and consequently the spatial variability of the local values of the Pe and Da
numbers.

Fig. 6.19 TEM images of the main reaction textures (a–c) observed in the samples after the
experiment end. For each reaction texture, a sketch diagram shows the main type of hydrodynamic
zone in which the texture is observed and the corresponding reactants and products identified. This
illustrates the variability of transport-reaction processes controlled by the structural heterogeneity
of the sample (from Andreani et al. 2009)
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Chapter 7
Site Characterization

Auli Niemi, Katriona Edlmann, Jesus Carrera, Christopher Juhlin,
Alexandru Tatomir, Iulia Ghergut, Martin Sauter, Jacob Bensabat,
Fritjof Fagerlund, Francois H. Cornet, Victor Vilarrasa
and Christopher Ian McDermott

Abstract A necessary first step in qualifying a specific site for CO2 storage and for
quantifying its relevant properties is a proper site characterization. Site characteri-
zation provides the ultimate input data for reservoir modeling and for all the predic-
tions concerning the storage complex and its surroundings. It also provides baseline
information for monitoring the behavior of injected CO2. It also incorporates input
from laboratory experiments described in Chap. 6. This chapter gives an overview of
site characterization procedures with respect to geological storage of CO2, by starting
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from regulatory requirements and guidelines and proceeding to specific methodolo-
gies for assessing the sites properties in terms of CO2 geological storage.

7.1 Background

A necessary first step in qualifying a specific site for CO2 storage and for quantifying
its relevant properties, is a proper site characterization. Site characterization provides
the input data for reservoir modeling and for all the predictions concerning the storage
complex, as well as baseline information for monitoring the behavior of the injected
CO2. Site characterization models can be divided into static models, describing the
existing geological conditions and fluid properties, and dynamic models where the
dynamic behavior of fluid flow, stress field and the like are addressed by means of a
dynamic reservoir simulations, by using the static model as the input data.

For site evaluation of the large scale structures, i.e. the caprock and the reservoir
stratigraphy, their petrophysical and fluid properties must all be characterized.
There is a range of relevant data sources that cover measurement scales from
seismic data at the scale of kilometers to thin sections at the scale of microns, each
capturing specific features and the heterogeneity of the reservoir. Site characteri-
zation methodologies are well known from a number of other geological and
geo-engineering applications. In addition, geological storage of CO2 poses some
specific requirements in terms of site’s suitability.

In the European perspective, detailed instructions on what should be addressed in a
CO2 storage project have been outlined in the EU directive for CCS (EU 2009). There,
the procedure is divided in the steps of (i) data collection, (ii) building the
3-dimensional static model and (iii) characterization of the storage dynamic behavior,
sensitivity characterization and risk assessment. In terms of data collection it is defined
that sufficient data should be collected to construct a static model for the storage site,
including the caprock, the surrounding area and the hydraulically connected areas. The
data should cover at least geology and geophysics; hydrogeology; reservoir engineer-
ing; geochemistry; geomechanics; seismicity; presence and conditions of possible
leakage pathways. The 3-dimensional geological model should characterize the storage
complex in terms of the EU directive EU (2009) which includes: (a) geological
structure of the physical trap; (b) geomechanical, geochemical and flow properties of
the reservoir overburden (caprock seals, porous and permeable horizons) and sur-
rounding formations; (c) fracture system characterization and presence of any
human-made pathways; (d) areal and vertical extent of the storage complex; (e) pore
space volume (including porosity distribution); (f) baseline fluid distribution; (g) other
relevant characteristics. The third step, step for characterization of the storage dynamic
behavior, sensitivity characterization and risk assessment is defined that it shall be
based on dynamic modeling of CO2 injection into the storage formation, using the
above geological model. The directives also state what phenomena needs to be mod-
eled. Dynamic modeling is discussed elsewhere in this book (Chap. 4 in particular).
Here we will only exemplify the construction of the structural geological model as well
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as give examples of data that is needed for the modeling. DNV (2010) has given
guidelines for site selection and quantification of sites and projects for CO2 storage,
largely referring to the above EU directives. They also point out that the specific data
required to address the requirements may depend on the site and that the developer
should therefore be given discretion to select techniques necessary to be used to obtain
the information and meet the objectives set.

In the US perspective, NETL (2013) in their recommendations for Best Practices
for Site screening, Site selection and Initial Characterization for Storage of CO2 in
Deep Geologic Formations divide the steps of characterizing a potential CO2

storage site as discussed below. The first ones of these steps are not actual site
characterization but will nevertheless provide relevant information for site char-
acterization, and are therefore included here.

According to NETL (2013) site screening is a stage where regional geological data
is evaluated and analyzed in terms of (i) Injection formation: identifying regional and
sub-regional formations that have suitable characteristics for storage; (ii) Adequate
depth: it is ensured that formations have regional depth sufficient so that CO2 remains
in supercritical state; (iii) Confining zone; ensuring that there is adequate confining
zone with sufficient lateral extent to avoid vertical migration of the CO2 and
(iv) Prospective storage resources: calculating the prospective storage resources to see
that the reservoirs have sufficient pore volumes and can tolerate the pressure changes
to accommodate the planned injection volumes. Table 7.1 summarizes in shortened
form the NETL guidelines for Site Screening in terms of the regional geological data
(excluding the regional and social aspects of site screening that are also discussed in
the original report). Some of the issues identified are specific to the conditions in the
US but can still be used as reference framework for other locations as well.

Next step, the site selection, is a stage to further evaluate the previously selected areas
and develop a shorter list of sites that can be taken further to initial site characterization.
The analyses related to geological data at this stage are summarized in Table 7.2. Initial
characterization in turn is a stage after site selection stage. The subsurface data analysis
is expanded to integrate the elements of the baseline data analysis, including geological,
geochemical, geomechanical, hydrogeologic and flux data. Table 7.3 summarizes the
issues to be addressed at this stage, in terms of the geoscientific data. Site
Characterization then builds on the previous studies to develop a more detail charac-
terization of the site. This could include additional drilling and testing of wells, to
analyze geochemical and geomechanical properties, including stimulation testing to
analyze injectivity, possible additional seismic surveys and brine injection tests to study
the interference and pressure responses. At this stage continuity of the injection zones
and confining zones needs to be established and potential leakage issues identified.
NETL (2013) does not go into the details of this actual site characterization phase.

In the following sections we will describe some important site characterizations
methods, in terms of geological storage of CO2. We do not attempt to give a full
account of all the site characterization techniques, partly as many of these methods
are known from a number of different geoscientific and geoengineering applica-
tions. We also want to refer to a book specifically focusing on site characterization
in the context of geological storage of CO2 by Surdam (2013). The methods
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Table 7.2 NETL guidelines for site selection in terms of geoscientific aspects (shortened from
NETL 2013)

Element Guidelines for site selection—geoscientific aspects

Injection zone
(reservoir)

Define injection zones based on public and acquired regional well
data. Analysis should include at minimum the development of a
regional stratigraphic column identifying potential storage types and
injection and confining zone(s), potential USDWs (underground
sources of drinking water); structure and isopach maps of injection
and confining zone(s); regional cross-sections; regional tectonic maps,
reservoir dip, and analog well data such as lithology, porosity,
permeability, pressure, temperature, and dynamic formation
evaluation data (DST, well test, production/injection data)

Confining system Establish the areal extent, thickness, lithology, porosity, permeability,
capillary pressure data, and other factors that might affect integrity of
the confining system with confining zone(s). Perform a faulting and
folding analysis based on tectonic history and analogs. Utilize existing
well bore, core, outcrop and regional analog data to identify and map
confining zone(s) tops, bases and thicknesses

(continued)

Table 7.1 NETL guidelines for site screening in terms of geological factors (shortened from
NETL 2013)

Element Guidelines for site screening—geoscientific aspects

Injection formation Identify formation types for potential injection. Utilize readily
accessible data from public sources or from private firms. Data should
include regional lithology maps, injection zone data (thickness,
porosity, permeability), structural maps, information about structure
closure and features that might compartmentalize the reservoir such as
stratigraphic pinch outs, regional type logs, offset logs, petrophysical
data, and regional seismicity maps

Adequate depth Assessment of minimum depth of the injection zone to protect
drinking water resources. In addition depths of at least 800 m
generally indicate CO2 will be in a supercritical state and may be more
cost-effectively stored. Shallow depths (<800 m) may add to the risk
profile because CO2 could be in gas phase and the injection zone may
be closer to drinking water sources

Confining system Injection zones should be overlain by confining system comprised of
one or more thick and impermeable zones of sufficient lateral extent.
Confining systems can be identified from the same types of
information used to identify injection formations. Wells that penetrate
potential confining systems should be identified (sources e.g. oil and
gas regulatory agencies). Faulting and folding information that may
impact confinement integrity should be mapped along with potential
communication pathways. Confining system integrity may be
validated by presence of nearby hydrocarbon accumulations

Prospective storage
resources

Candidate CO2 formations should contain enough prospective storage
resources beneath a robust confining system. Prospective storage
resources (and injectivity if permeability data is available) should be
estimated at the sub-regional scale utilizing existing data (e.g. state
geological surveys) to populate basic numerical models.
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Table 7.2 (continued)

Element Guidelines for site selection—geoscientific aspects

Trapping
mechanisms

There are several mechanisms that effectively “trap” injected CO2,
including physical barriers, as well as physical and geochemical
processes. Evaluation of trapping mechanism should be based on the
local well, outcrop and any available regional reservoir analyses
including analogs in similar formations

Potential injectivity Utilize collected data and analyses to estimate potential
permeability-thickness of target injection zone and identify boundary
conditions that will affect injection estimates; assess well stimulation
and completion scenarios to achieve target injection rates

Evaluate existing
seismic

Existing regional seismic data could be used to validate the regional
stratigraphic and structural framework. All available seismic attribute
data should be integrated with the injection zone, structure, confining
system and capacity evaluations. If existing seismic data is not
available, it is recommended that a project developer wait to acquire
data during the initial characterization stage—unless regional geology
warrants information earlier in process

Prospective storage
resources

Prospective storage volumes should be calculated utilizing acquired
data, reporting resource volume ranges (low/medium/high) with
identification of uncertainties in calculations. The reservoir evaluation
should be used in calculation of prospective storage with all
parameters and sources defined, such as “efficiency” calculations.
Calculations should be reported assuming a maximum storage
pressure and either an open or a closed system for brine displacement
as endpoints. For more details for methods of calculation see NETL
(2013)

Table 7.3 NETL guidelines for initial site characterization in terms of geoscientific aspects (after
NETL 2013)

Element Guidelines for initial characterization—geoscientific aspects

Geological Develop site specific geologic baseline of qualified site(s) including type
log/stratigraphic column; detailed correlation of reservoir architecture
including injection intervals within the injection zone and potential
confining zones within confining system; detailed structural maps;
interpreted depositional model and facies distribution; porosity maps for
potential injection intervals and zones; and porosity/permeability log
transforms. This evaluation should be updated as additional information is
acquired (seismic and well data). During initial characterization any
additional data from a new well tests should also be integrated into
previous analyses

Geochemical Develop baseline of groundwater in all overlying aquifers using fluid and
fluid level data collected in shallow aquifer formations in offset wells. If
available, collect rock and fluid property data (composition, geochemistry,
pH, conductivity, mineralogy) from the injection zone to model formation
fluid-CO2- rock reactions in the injection zone and at confining zone
interfaces

(continued)
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discussed is Sects. 7.2–7.5 also have a special emphasis on some of the methods
developed within the EU FP7 MUSTANG (www.co2mustang.eu) project that has
been the starting point of this book. There is also focus on what can be defined as
characterizing the dynamic properties of the site in terms of CO2 transport and
trapping (Sects. 7.3–7.5). In terms of building up the geological models and
assigning their properties we refer to the number of example sites studied in the
previously mentioned MUSTANG project and some of the related Deliverables
(Erlström et al. 2010, 2011). A comprehensive site characterization for one of these
sites, a research scale CO2 injection site at Heletz, Israel, is summarized in Niemi
et al. (2016), including demonstrating the use of old data from oil investigations and
new data specifically collected for the purpose of CO2 injection studies. Section 8.6
of this book that describes the Frio, USA CO2 injection experiment also gives a
good example of the relevant site characterization in the injection experiment scale.
Other examples of thorough site characterization work can be seen in e.g. the US
Regional Partnership Studies on CO2 storage.

7.2 Geological Characterization

Katriona Edlmann, Christopher Ian McDermott and Christopher Juhlin

Geological characterization or construction of the static model of a CO2 storage site
uses data sets, such as cores, wireline logs, seismic and production data along with
insight from outcrop analogues to characterise the geological architecture of the
storage complex. The input data sources, in decreasing scale are:

Table 7.3 (continued)

Element Guidelines for initial characterization—geoscientific aspects

Geomechanical Develop baselines for injection rates and pressures utilizing drilling data on
formation strength and modeling. Analyze advanced logging suites from
offset wells and characterization wells (if any exist) to identify faults and
fractures. Analyze new or existing core to determine the existing stress
state and assess the impact of changes in pore pressure on stress

Hydrogeological Determine fluid compositions and injection zone flow units from new or
offset well data, fluid samples, and hydrologic and other tests; integrate
into dynamic injection zone models and compare to the existing
hydrological model. Conduct multi-well tests where possible. Injection
zone fluids and hydraulic tests should be further investigated during the
site characterization phase and fluid samples should be collected if a new
well is drilled or an existing well(s) is further tested

Flux baselines Plan a monitoring system to establish baseline readings of near surface,
ground level, and shallow subsurface fluxes. Baseline monitoring should
be conducted during initial characterization and conducted for at least a
year to account for changes in flux reading due to seasonal changes.
Nearby urban, industrial or agricultural expansions and developments may
require re-establishing a baseline prior to injection
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1. Seismic data to determine the large scale 3D geometry of the site, combined
with an understanding of the geological depositional environment, tectonic
history and stratigraphy.

2. Geomechanical facies analysis where different tectonic settings exert different
depositional process controls within the tectonic basin, which in turn influence
CO2 storage site suitability in terms of basin architecture, caprock architecture,
reservoir quality, stress state, mechanical characteristics, fractures, burial depth,
geothermal gradient, risk of orogenic modification, structural stability and
preservation potential.

3. Wireline log data to provide information on the geology and stratigraphy,
including reservoir and caprock thickness and distribution along with reservoir
scale measurements of the petrophysical properties.

4. Production data to provide information on initial reservoir fluids and pressure, as
well as possible flow barriers.

5. Core data to provide more detailed petrophysical information.

7.2.1 Large Scale Geology

It is necessary to characterise the geology of the storage complex at both local and
regional scales. The local scale geological characterisation concentrates on geom-
etry of the storage formation along with the caprock and overburden extent and
structural compartmentalisation. The regional scale geology will identify basin wide
CO2 migration patterns and enable the bulk residual and solubility storage potential
to be calculated.

7.2.1.1 Seismic Data

The primary data source for large scale geological characterization is seismic data.
Acquiring such data, in its simplest form, involves a surface source generating
seismic waves which propagate downwards and are reflected in the subsurface at
geological boundaries. The reflections propagate upwards and are recorded on
surface sensors as a function of time. Large amounts of data are normally acquired
and processed. The processed data provide structural images of the subsurface
where different reflections generally correspond to different subsurface lithologies.
These processed images can be displayed in 2D or 3D, depending upon the
acquisition geometries of the sources and receivers, and as a function of time or
depth. If displayed as a function of depth, then the seismic velocity of the media
needs to be estimated. This can be done by analyzing the data itself to provide a
general estimate of the velocity function for the data set. However, it is also useful
to have borehole logs and borehole seismic data to increase the accuracy of the
estimated velocity function for the surface seismic data. Ideally, a 3D depth
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converted image should be used for interpretation. In addition to the image, seismic
attributes can be determined from the data which can aid in the interpretation.
Examples of such attributes are reflection strength, changes in amplitude with offset
(AVO) and instantaneous frequency (for further details see Sect. 8.2.2).

The amplitude of a reflected wave depends on the contrast in velocity and
density at the boundary of the two media. Normally if the velocity increases the
density will also increase, but there are also exceptions. It is the product of the
velocity (v) and density (q) which controls the reflection amplitude and this product
is known as the impedance (Z). For waves that impinge on a boundary between two
media at right angles the reflection coefficient is usually defined as:

R ¼ ðZ2 � Z1Þ
ðZ2 þ Z1Þ ð7:2:1Þ

where Z2 is impedance in the medium below the boundary and Z1 is the impedance
in the medium above the boundary. With this definition, reflections from interfaces
in which the impedances increase below it will have a positive reflection coefficient
and reflections for which the impedance decreases below it will have a negative
one. This can be used to identify material boundaries. Hard limestones and tight
sandstones, for example, generally have high impedances while soft shales and
highly porous sandstones have low impedance. Coal layers have generally very low
impedance.

An important consideration when interpreting seismic data is the data resolution,
both in the vertical and horizontal directions. The reflection coefficient defined
above assumes the recorded reflection waveform is from a single interface.
However, if the layer is thin, the reflection at the base of the layer will interfere with
the reflection off the top of the layer (Fig. 7.1). This interference may either
decrease or increase the apparent reflection strength of the layer and it becomes
difficult or impossible to separate the reflected signal from the top and bottom of the
layer. When the two cannot be separated the vertical resolution limit of the data has
been reached, this being governed by the velocity of the media and the frequency of
the seismic waves propagating through it. This limit is generally defined as one
quarter of the wavelength (k) of the signals in the data. The wavelength is
dependent upon the velocity of the media and the frequency (f ) of the signal so the
vertical resolution limit (kR) will be:

kR ¼ m
4f

: ð7:2:2Þ

The greater the frequency of the generated seismic waves the better the reso-
lution. For a typical seismic survey the velocity of the media may average 3000 m/s
and signal frequencies of 50 Hz may be generated. The resolution would then be
15 m. That is, layers thinner than 15 m cannot be resolved. Note that they will be
detected by the seismic method, but one will not be able to quantitatively measure
their thickness. The horizontal resolution also needs to be considered when
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interpreting seismic data. Horizontal resolution will generally decrease as a function
of depth due to spherical spreading of the wave fronts. In general, the horizontal
resolution will be less than the vertical resolution.

There are many examples of how seismic data have been used to characterize
CO2 injection sites of different scales. Both depleted gas fields (e.g. Urosevic et al.
2010) and small scale saline aquifer sites (e.g. Alcalde et al. 2013; Doughty et al.
2008; Juhlin et al. 2007) have been characterized. In the Decatur project in Illinois,
USA a relatively large 3D seismic survey was performed prior to injection of about
1 million tons of CO2. For depleted oil and gas fields there will often exist previous
seismic data, but of older vintage. Therefore it may be necessary to acquire new
data, both for characterization and as baseline for future monitoring. For saline
aquifer injection sites there will generally be limited previous seismic data avail-
able, especially if there are no overlying producing petroleum accumulations. In
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Fig. 7.1 Example of how reflections from interfaces close to one another interfere with one
another. Panel 1 shows the velocity as a function of depth, panel 2 shows it as a function of time,
panel 3 shows the reflection coefficient as a function of time assuming that the density is constant,
panel 4 shows the resulting seismic response for a wavelet that has a dominant frequency of
30 Hz. Note how the reflections from the top, at the bottom of the high velocity layer at about
1250 m depth interfere with one another, producing a composite reflection
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most of these cases it will be necessary to acquire new 3D seismic data in order to
properly characterize the site.

In spite of the resolution limits, a great deal of information about the subsurface
structure can be gained from a seismic survey. The information content can be
increased by combining the seismic data with borehole data and information on
regional geology. Sedimentary processes in any given depositional environment
will have a characteristic distribution of sediment types, termed facies, which can be
utilized to provide input data for the large scale geology. These facies can often be
identified in the seismic data. Combining the seismic data with an understanding of
the depositional environment and regional geology can provide a more detailed
picture of the subsurface geology.

7.2.1.2 Depositional Environments and Facies Analysis

Different tectonic settings (Fig. 7.2) exert different depositional process controls
within the tectonic basin. These in turn will influence the suitability of the CO2

storage in terms of basin and caprock architecture, reservoir quality, stress state,
mechanical characteristics, fracturing, burial depth, geothermal gradient, risk of
orogenic modification, structural stability and preservation potential (Hallam 1981).
The different tectonic settings include (i) extensional tectonics resulting in oceanic
basins, passive continental margin basins and terrestrial rift basins; (ii) convergent
tectonics resulting in trench basins, forearc basins, back arc basins and foreland
basins and the (iii) wrench tectonics creating strike slip basins. Geological sedi-
mentary deposits are not randomly formed, but control is exerted by the influence of
tectonics over the depositional and structural processes. This leads to the formation
of layers of strata which can be grouped together according to their engineering
characteristics. By examining the typical characteristics of the geomechanical facies
within the different tectonic settings, it is possible to compare and contrast the
different tectonic settings to appraise global CO2 storage opportunities and predict
which tectonic settings will be the most suitable for CO2 storage (Edlmann et al.
2014).

Using the geomechanical facies approach, inputs crucial to the primary CO2

storage requirements of storage volume and storage security can be evaluated and
graded as (i) good, (ii) moderate and (iii) poor, based on an assessment of their net
contribution towards providing ideal CO2 storage conditions. Work by Edlmann
et al. (2014) show that foreland basins and passive continental margin basins are
more likely to be suitable basins for CO2 storage than other tectonic settings and
should therefore be prioritized for investigation. Strike-slip basins, terrestrial rift
basins and back arc basins are also suitable for CO2 storage with oceanic basins and
fore-arc basins being moderately suitable and trench basins unsuitable tectonic
settings for CO2 storage. The geomechanical facies approach is discussed in more
detail in Chap. 9.
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7.2.1.3 Wireline Logs

Wireline logs are continuous instrument measurements of the downhole formation
where the physical properties of the formation rocks can be inferred from the
instrument response. The direct wireline instruments include borehole imaging,
electrical resistivity, acoustic response, natural radioactivity, radioactivity response,
electrical potential, neutron magnetic resonance and calliper response. These allow
the inference of lithology, bulk density, porosity, permeability, fluids type and

Fig. 7.2 Schematic of the basin types formed under the three primary tectonic settings
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saturation, stress state, fracture network and mechanical strength. Wireline logs
provide a continuous recording of parameters with depth and as such they are very
useful for geological characterisation. They provide stratigraphic information
through the reservoir and facilitate well to well correlations that can cover the whole
field, where intervals of different wells are matched for similarity or characteristic
log responses to lithological markers. The wireline logs are also used to provide a
geological check to the seismic interpretation. Below some examples are given of
what information can be obtained from wireline logs in terms of geological
characterization.

To differentiate between the porous and permeable reservoir rocks and the
non-permeable clays and shales and to indicate the shaliness of the rocks, the
Spontaneous Potential (SP) log and the natural Gamma Ray (GR) are used. The
Spontaneous Potential (SP) log shows the electrical potential (voltage) produced by
the formation and drilling fluids along with the shales. The natural Gamma Ray
(GR) in turn indicates the natural radioactivity of the formation, most of which is
within shales as radioactive elements tend to concentrate in clays and shales.

The LithoDensity log measures the density and the photoelectric absorption index
of a formation. The density log primarily responds to porosity and pore fluid and
secondarily to the rock matrix (lithology) properties, the photoelectric absorption
primarily responds to the rock matrix properties and secondarily to the porosity and
pore fluid. From these a clear indication of the likely lithology can be obtained.

The neutron, density and sonic logs can be used to determine lithology through
the use of crossplots, where various combination of logs respond to lithology. The
neutron-density crossplot allows the identification of sandstone, limestone and
dolomite. The sonic-density crossplot is particularly useful to identify evaporates.
The sonic-neutron and the density-photoelectric crossplots are also useful at facili-
tating the identification of sandstone, limestone and dolomite (Schlumberger 1991).

7.2.2 Reservoir Petrophysics from Well Log-Scale
Observations

Commonly determined petrophysical parameters from logging tools include:
Shale Content: There are primarily two logs that are used in shale identification:

1. The Spontaneous potential (SP) log which measures the difference between
electrical potential of a movable electrode in the borehole and the electrical
potential of a fixed surface electrode indicates the presence of shales, where
shales usually show a straight line on the SP log trace and porous formations
will deviated from this shale baseline.

2. The gamma ray log (GR) which records the natural radioactivity of the for-
mation which depends on the concentration of potassium, thorium and uranium,
which tend to concentrate in clays and shales.
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Rock Porosity: Rock porosity can be obtained from the sonic, density and
neutron logs.

1. The sonic log is a recording versus depth of the time taken for a sound wave to
traverse 1 ft of formation known as the interval transit time which is a function
of lithology and porosity.

2. The density log response is determined by the electron density of the formation
which is related to true bulk density which depends on the density of the rock
matrix, porosity and fluid density.

3. The neutron log reflects primarily the amount of hydrogen in the formation
which is due to the fact that neutrons loose most energy when they collide with a
hydrogen nucleus.

Lithology Determination: the measurements of the neutron, density and sonic
logs depend not only on porosity but also on the formation lithology and crossplots
can be used to demonstrate how various combinations of logs respond to lithology.

Stratigraphic Determination: All logs will reflect sedimentary features; how-
ever their vertical resolution is not sufficient to detect thin beds. The dip meter tool
is designed to provide detailed downhole information and enhances resolution of
strata based on micro resistivity measurements.

Fracture Determination: The array sonic tool can be used to identify fracture
zones, where high signal strength at the receiver suggests a competent rock. The
calliper tool which measures the borehole shape can also identify breakout or
fractured areas within the formation.

Elastic Constants: Dynamic elastic constants can be determined from the
measurement of elastic wave velocities from the sonic logging tools.

7.2.3 Reservoir Petrophysics—Core-to-Pore Scale
Observations

The physics of deposition and the wide range of geological environments lead to a
vast range in geological heterogeneities at different scales of investigation. Within
the reservoir analysis there are three primary scales to consider:

• The pore scale, which considers the grain and pore size distribution and shape
and is at the micron to millimetre scale, where the laminae scale geological
structures are dominant.

• The core scale, where the geological structure of the rock becomes apparent.
This is the centimetre scale and depositional bedding structures are dominant
and the heterogeneity of the system has increased.

• The reservoir/log scale, where heterogeneities are on the meter to kilometre scale.

These different scales of measurement can, to a certain extent, be addressed by
tying scales of data to each other as a calibration. For example, high resolution core
data can be used to refine wireline data.
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There is a wide range of core analysis that provide petrophysical input data.
Typically, a rotary coring bit is used to recover the core, which is hollow in the
centre, called the core barrel, where the core is stored and retrieved. The process of
coring is expensive and normally only performed through the reservoir interval.
Side wall cores of around 1 in. (note; 1 in. = 2.54 cm) in diameter can also be
obtained directly from the reservoir.

Any core plug samples are likely to be fully saturated with the drilling fluids.
The coring process will also damage the rock, which is not always discernible and
there will be a stress release during retrieval which in extreme circumstance may
mean the rock is no longer representative of the in situ rock properties. Damage will
occur through stress, pore pressure and temperature release and exposure to
non-native fluids. This will have an impact on the petrophysical measurements to be
performed on the cores. Ideally experiments should recreate the in situ stress
conditions, but this is not practically possible and must be considered during
analysis, paying attention to the importance of a particular damage mechanism to
the rock property being measured, for example a mechanism that changes the
structure of the pore fill material will have a great impact on permeability and less
so on the mechanical property of the rock.

Routine core analysis procedure involves initial core gamma logging to provide
a tie between core depth and logging depth. Then the core plugs are taken and
porosity, permeability and saturation are measured. The core is then sliced and core
photographs are taken in both white and ultra violet light for both documentation
and core description. For more complex reservoir measurement, Special Core
Analysis can be undertaken which provides capillary pressure, relative perme-
ability, electrical properties, wettability and nuclear magnetic resonance. In addition
rock mechanical testing, miscible gas and chemical flooding and further detailed
thin section petrography can be conducted to provide as much information as
possible about the rocks.

7.3 Dynamic Characterization—Hydraulic, Tracer
and Thermal Properties

Jesus Carrera, Alexandru Tatomir, Iulia Ghergut, Martin Sauter
and Jacob Bensabat

This section deals with field tests performed to characterize the hydrodynamic
properties of the aquifer prior to actual injection. The most important parameters for
the purpose of CO2 storage are permeability, porosity and geomechanical proper-
ties. Permeability of the aquifer controls the injection pressure, the rate at which
CO2 will dissolve into the native brine, and the regional pressure buildup.
Permeability of the caprock, together with entry pressure, controls the efficacy of
the caprock in containing the injected CO2. It also controls the migration of brine to
overlying water bodies. Porosity determines the storage capacity of the aquifer.
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Geomechanical properties control the maximum sustainable injection pressure
(rock strength) and the associated deformation (Young’s modulus and Poisson
ratio). In addition to these parameters, it is also necessary to characterize retention
properties, which control capillary trapping and, reactive surface, which controls the
rate of chemical reactions.

The evaluation of these properties at the core scale has been described in Chap. 6.
However, as discussed in Chap. 5, core scale parameters are rarely the representative
ones at the field scale. Heterogeneity, notably fractures or high permeability chan-
nels cause small scale (laboratory) parameters to be different from those effective at
the field scale. Evaluating these requires field tests. The types of field tests that can
and are being used for characterizing CO2 storage sites include:

1. Hydraulic tests
2. Tracer tests, using both conservative and reactive tracers
3. Thermal tests
4. High pressure injection tests
5. CO2 injection tests.

The first three of these are described in the following sections while the fourth
and fifth type of test are discussed in Sects. 7.4 and 7.5.

7.3.1 Hydraulic Tests

Jesus Carrera and Alexandru Tatomir

For almost a century, hydraulic tests have successfully been relied upon for diag-
nosing aquifer characteristics based on the evaluation of aquifer response data.
These tests are commonly performed by pumping or injecting water out of a well
while measuring the changes in water level (drawdown) in this well or, if present, in
nearby observation wells. The drawdown can be analyzed using various models to
obtain estimates of the aquifer parameters, which characterize the transmissive and
storage characteristics of the aquifer and the flow system boundaries (Fig. 7.3).

7.3.1.1 Conventional Pumping Tests

The conventional pumping test is performed by pumping an ideally constant flow
rate from a fully penetrating well. Hydraulic parameters are determined by
matching the measured time-drawdown curves with known type curves of appro-
priate models or solutions to the groundwater flow equation. The solutions for the
type curves require simplifying assumptions such as homogeneity and infinite areal
extent. Water is assumed to be released instantaneously from storage with decline
of hydraulic head.
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The simplest and most widely used analytical solution to well hydraulics is the
one of Theis (1935), which yields the aquifer response to constant pumping from a
fully penetrating well in a confined aquifer (Fig. 7.3). The influence of pumping
extends radially from the well with time, according to:

s ¼ Q
4pT

Z1
u

e�y

y
dy ¼ Q

4pT
W uð Þ ð7:3:1Þ

where s is drawdown, Q is pumping rate, S is storage coefficient, T is transmis-
sivity, u ¼ Sr2

�
4Tt; and W(u), implicitly defined by Eq. (7.3.1) is called “well

function”.
A relevant and enlightening approximation to the well function was proposed by

Jacob and Cooper (1946):

s ¼ 2:3Q
4pT
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2:25Tt
Sr2

� �
¼ 2:3Q
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R
r

� �
¼ 2:3Q

4pT
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t
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� �
ð7:3:2Þ

where R is the radius of influence R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:25Tt=S

p
and t0 ¼ Sr2

�
2:25T is the

response time.
Equation 7.3.2 shows two essential properties of the aquifer response to

pumping (or injection) (Fig. 7.4). First, when drawdown is plotted versus log t, it
tends to display a straight line whose slope m is inversely proportional to trans-
missivity and whose intercept is t0. From these, transmissivity and storativity can be
obtained as:

T ¼ 2:3Q
4pm

¼ 0:183
Q
m

ð7:3:3Þ

S ¼ 2:25Tt0
r2

ð7:3:4Þ
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Fig. 7.3 Hydraulic tests are performed by pumping (or injecting) a flow rate Q from a well, and
measuring the resulting drawdowns. (s) Parameters are obtained by fitting a model to
measurements, which is frequently done graphically using log–log or semi-log graphs

324 A. Niemi et al.



The second interesting property of Eq. (7.3.2) is that drawdown will also plot as
a straight line, with slope equal to 2.3Q/2pT, when plotted versus log r. That is,
pumping causes a cone of depression that is displaced downwards (i.e. its pressure
drops) as time evolves, but whose shape does not change with time. The cone is
always centered at the well and its external radius evolves with R. As we shall see,
this property (unchanged shape) remains true even in heterogeneous aquifers.

Data can be represented in several ways to obtain the maximum information
from the drawdown (pressure buildup, in the case of injection) data. The traditional
method consists of plotting drawdown versus time, both in logarithmic scale (Log-
log plot, Fig. 7.3). Ideally, data should be identical to Theis solution; allowing
superposition and estimation of T and S from the shift in the vertical and horizontal
axes, respectively. Perhaps the simplest representation consists of plotting draw-
down versus logarithm of time (semi-log plot). In this case, data should tend to form
a straight line for large times if flow is radial (Cooper–Jacob approximation).
Transmissivity can be obtained from the slope of this line, whilst the storage
coefficient results from its intersection with the log t axis.

The fact that drawdown versus log(t) tends to a straight line under radial flow
conditions, prompted Chow (1952) to propose using the derivative of drawdown
with respect to log time @s=@ ln t ¼ t@s=@t as an interpretation method. The concept
was generalized by Bourdet and his colleagues (Bourdet et al. 1983, 1989). They
analyzed the behaviour of the log-derivative for a large number of classical models
of flow around a pumping well. Doing so, they showed that the joint use of the
drawdown and its log-derivative can be highly informative and developed the
concept of diagnostic plots. A diagnostic plot (Bourdet et al. 1983) is a simulta-
neous plot of the drawdown and the logarithmic derivative of the drawdown as a
function of time in log–log or semi-log scales (Fig. 7.5). This plot is used to
facilitate the identification of the conceptual model best suited to interpret the data.
Detailed explanations on the method are provided by Bourdet et al. (1983) and
Renard et al. (2009). We will discuss them in some detail later. Prior to that, it is
convenient to discuss recovery tests.
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Fig. 7.4 Under radial flow conditions, drawdowns tend to plot as a straight line when plotted
either versus log (t), which allows defining the response time t0, or versus log(r), which allows
defining the radius of influence, R. As time grows, so does the cone of depression, but its shape
does not change
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7.3.1.2 Recovery Tests: Theis and Agarwal Methods

Recovery refers to the return of pressure to its natural state. Strictly speaking, it is a
“passive” test. However, data collected during recovery may be more informative
about the properties of the aquifer than those collected during pumping (or injec-
tion). Most aquifer test theory is based on the assumption that the pumping (or
injection) rate is constant, which is rarely true. Pumping rate is variable, especially
during the early portion of the test, which is often the most informative about
aquifer properties. As such early time may not be very reliable. Instead, recovery
only requires turning the pump off, which makes these data more reliable.

Solutions to recovery can be obtained in several ways. They generally rely on
superposition. The traditional Theis recovery method (Horner method in the pet-
roleum literature) consists of superimposing the head response to pumping and to
an injection that starts at the end of pumping (Fig. 7.6). A simple illustration of the
concept can be obtained using Jacob approximation (Eq. 7.3.2), which leads to

sR ¼ sPðtÞ � sPðt � tPÞ ¼ 2:3Q
4pT

log
t
t0

� �
� log

t � tP
t0

� �� �
¼ 2:3Q

4pT
log

t
t � tP

� �
ð7:3:5Þ

where sR and sP are the recovery and pumping drawdowns, respectively. This
equation, points that recovery data will also tend to a straight line when plotted
versus log t=t � tPð Þ. This leads to Theis recovery method that consists of deriving
transmissivity from such slope using Eq. (7.3.3). This estimate of transmissivity is
quite robust (Willmann et al. 2007). Notice that this approach ignores the estimation
of storativity, which indeed reflects that late time recovery is not sensitive to
storativity.
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Fig. 7.5 Diagnostic plots include drawdown and derivative graphs. Both log–log (left) and semi
log (right) graphs are useful. In the pure radial flow case, the derivative tends to a constant (m/2.3).
The 2.3 factor reflects that derivatives are taken with respect to ln(t), while the slope m is obtained
from the semi-log graph, where the logarithm is decimal
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This limitation can be overcome using Agarwal method, which is a somewhat
more sophisticated version of recovery that consists of computing head recovery (i.e.,
drawdown at the end of pumping minus drawdown during recovery, often termed
Agarwal’s drawdown) from the fact that drawdown during recovery is directly sPðtÞ
minus sPðt � tPÞ. Using Eq. (7.3.2) to approximate all terms involved, yields:

sA ¼ sPðtPÞ � sRðtÞ ¼ sPðtPÞ � sPðtÞ � sPðt � tPÞð Þ ¼ 2:3Q
4pT

log
tP t � tPð Þ

t0 � t
� �

ð7:3:6Þ

Notice that this solution is identical to the one of Eq. (7.3.2), except that time is
changed by Agarwal’s time tA ¼ tP t � tPð Þ=t. Therefore, Agarwal’s drawdown
should be very similar to the one caused by a constant pumping rate, provided that
tA is used instead of t. As it turns out, the solution is approximately valid well
beyond the Cooper–Jacob solution used here. The only limitations are that pumping
should be constant for some time prior to the stop in pumping and that, obviously,
Agarwal’s time is bound by pumping duration. In fact, the solution is not valid for
times close to tP. It is clear that Agarwal’s should be the method of choice, as it only
requires careful monitoring of recovery.

7.3.1.3 Effect of Heterogeneity

Heterogeneity is arguably the most ubiquitous feature of natural media. As such,
heterogeneity must be acknowledged when dealing with permeable media (recall
extensive discussion in Chap. 5). In the hydraulic testing context, two extreme

t 

sA 

+Q +Q -Q 

t tP tP 

Pumping 

Recovery

sP(t)
sR 

sP(tP)

Fig. 7.6 Superposition to obtain recovery plots. Theis recovery method consists of plotting sR
versus tp(t � tP), which results from Eq. (7.3.5). Agarwal method consists of plotting sP(tP)� SR
versus tP3(t � tP)=t, which should yield a graph very similar to that obtained with a constant
pumping rate, see Eq. (7.3.6) and makes it a very attractive method
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attitudes can be adopted: trying to identify heterogeneity (see, e.g., Yeh et al. 2000;
Alcolea et al. 2006) or seeking effective parameters.

The former requires many observation points and several pumping wells, which
can be realistic in CO2 storage project. The latter has been the focus of much
research and numerous methods have been developed. All these methods yield
similar results (Sánchez-Vila et al. 1995), but no one is generally accepted as best.

An important result from this type of work is the finding that the equivalent
transmissivity can be larger than the geometric average of point T values, whenever
high T values are well connected (Sánchez-Vila et al. 1996). This is expected to be
the rule, rather than the exception (think of fractured media, sedimentary materials,
with coarse sediments paleochannels, etc.). An explanation for this “scale effect” is
given in Fig. 7.7. Most wells will not intersect the most conductive fractures this
yielding relatively small transmissivities. If many wells were available and com-
puted their geometric average, TG (the traditional effective transmissivity for 2D
flow), it would be concluded that the aquifer transmissivity is small. In reality,
fluids would flow through the fractures. Therefore, one should expect Teq to be
larger than TG. In fact, Knudby and Carrera (2005) use the ratio Teq=TG to define
connectivity. The question is whether one can estimate equivalent transmissivity
from field data, which is addressed below.

The value of transmissivity one obtains from a pump test depends on whether the
test is interpreted using Theis, Jacob or Thiem method. That is, the resulting
transmissivity is as much a property of the real medium as of the adopted model.
The question is whether one can draw any general conclusion from such inter-
pretation. This question was addressed by Meier et al. (1998), who simulated
pumping tests in heterogeneous media by imposing a constant flow rate at one
mode and observing drawdown at all other nodes (Fig. 7.8). They then interpreted
the drawdown curves at all nodes using Jacob’s methods. They found:

Fracture 
network 

Wells

log (t/r2) 

s 

Fig. 7.7 Large scale transmissivity is controlled by preferential flow paths (long, permeable, well
connected fractures). The probability of intersecting these fractures is low. So that transmissivity
derived from injectivity or short term tests tends to be much smaller. Large scale transmissivity
may be derived from the slope of long term tests, which is the same regardless of whether the
pumping or observation wells are located in high or low permeability areas. Local features are
reflected in the early portion of the drawdown curve
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1. The resulting estimated transmissivities were identical at every mode. That is, T
estimated with Jacob’s method is independent of the location of the observation
point.

2. The estimated transmissivity is identical to the equivalent transmissivity for
parallel or radial flow.

3. Estimated storage coefficient reflects not only the actual storage coefficient,
which was assumed constant, but also the degree of connection (high T)
between the pumping well and the observation point.

In summary, conventional tests interpreted using Jacob method will yield highly
reliable values of effective transmissivity for radial distances given by R in
Eq. (7.3.2) or Fig. 7.4. Therefore, returning to Fig. 7.7, the important point is to
make the test long enough to make sure that the fracture network is effectively
tested. Unfortunately, the value obtained for storage coefficient is much less reli-
able, as it reflects the connectivity between pumping and observation well.

(c)

(b)

(a)Fast response = High T 
connec on (= Small Sapp) 

Slow response Low T 
connec on (= Large Sapp)

Fig. 7.8 Simulations of Meier et al. (1998) to show the effect of heterogeneity on pumping tests
interpretation. a Transmissivity field; b local region around the pumping well with a few
observation points; c semi-log drawdown plots. Note that all curves display the same late time slope
(i.e., yield the same T), but response times (t0) are highly variable (i.e., yield equally variable S)
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7.3.1.4 Perturbations to the Conventional Case

Up to here, we have analyzed the basic Theis case. In practice, a number of pertur-
bations affect this basic theory: wellbore storage may not be negligible; flow may not
be radial (e.g., because of fractures or leakage from the caprock), storage may not be
released instantaneously; test response may be affected by the presence of boundaries,
etc. In the following, and for the purpose of illustration, we discuss these effects.

Wellbore Storage: Theis (1935) neglected the volume of water stored in the
well. This assumption may not be valid if the diameter of the well is large (i.e., if
the volume of water stored in the well is large compared to the volume of water
pumped during the observation interval). Under these conditions, at the beginning
of the test, pumped water comes mostly from the well, rather than from the for-
mation. Therefore, drawdown at the well equals Sw = Qt/Aw, where Aw is the open
area of the well. That is, the well acts as a deposit, which implies that drawdowns
will plot as a straight line in arithmetic scale, and both drawdowns and their
logarithmic derivative will also plot as a straight line with slope equal to 1 in the
log-log plot (Fig. 7.9). Eventually, the drawdown becomes large enough to drive
water towards the pumping well, so that Theis solution becomes valid again.

Boundary Effects: Theis (1935) assumed the aquifer to be infinite. Real aquifers
are not. The drawdown cone will eventually reach some boundary. This is especially
relevant for deep formations which may be compartmentalized (i.e., separated by
no-flow boundaries) or intersected by permeable faults connecting the aquifer to
another more permeable water body (effectively becoming a prescribed head
boundary). The effect of these boundaries can be easily approximated using image
wells. An image well is a virtual well located symmetrically to the pumping well with
respect to the boundary. If water is injected at the image well with the same flow rate
as the pumpingwell, drawdowns along the boundary caused by the pumping well will
be compensated by head buildups caused by the image well. As a result, the boundary
will indeed act as a zero drawdown boundary. Elsewhere within the aquifer, obser-
vation wells will first notice the effect of the pumping well, with a response analogous
to that displayed in Fig. 7.3. Eventually, they will also notice the effect of injection at

sw s 
semi-loglog-log
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ds/dln(t)
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Fig. 7.9 Illustration of well bore storage effects. Well bore storage affects the shape of the
response curves while Qt is comparable to AwSw—during this period, both drawdown and
derivative plots display a straight line with slope equal to 1, in log–log scale. In semi-log scale, the
drawdown curve displays a concave shape, while the derivative curve displays a maximum
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the image well, which will cause the drawdown to become constant. Therefore,
drawdown plots (Fig. 7.10, top) are characterized by a constant drawdown (the
logarithmic derivative goes down as a straight line in the log–log plot).

If the image well is pumped with the same flow rate as the pumping well, flux
across the boundary will be compensated by superposition. As a result the boundary
effectively acts as a no-flow boundary. In this case, observation wells will also first
notice the effect of the pumping well, but the image well, which is also pumping, will
cause the drawdown to increase its rate. In fact, by superimposing the solutions to
pumping and image wells, it is easy to demonstrate that drawdown plots (Fig. 7.10,
bottom) are characterized by a sudden duplication in the slope of the drawdown
curve in the semi-log plot or by a step increase the logarithmic derivative. In fact,
distance to the image well can be derived from the time at which the effect of the
boundary becomes noticeable, using it in the equation for R in Eq. 7.3.2.

More complex configurations of boundaries can be reproduced with several
image wells. A case of special importance for CO2 storage is the one of a close
aquifer (i.e., full compartmentalization). In this case, by the time the effect of
pumping has reached the whole aquifer, the compartment starts acting as a deposit.
That is, drawdowns will tend to grow linearly with time, similar to what was
described in the wellbore storage case. The slope will now be equal to Q/(A�S),
where A is now the area of the compartment.

Leaky Aquifers: Theis (1935) assumed the aquifer to be confined by perfectly
impervious confining layers. In reality, Confining layers over- and underlying an

m
m

2 3m / .

m

2m

m

2m
m

2m

ds/dln(t)

Fig. 7.10 Illustration of boundary effects. A linear prescribed head boundary (e.g., a high
transmissivity fault connected to a constant head water body) can be identified by a zero derivative
(drawdown becomes constant). If that fault does not allow flow-through, the derivative is
multiplied by a factor of 2
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aquifer are never completely impermeable, they are somewhat “leaky”. When a
well in a leaky aquifer is pumped, water is withdrawn not only from the aquifer, but
also from the over- and underlying layers, thereby creating a hydraulic gradient also
in the aquitard. The flow is usually assumed to be vertical in the aquitard and
horizontal in the aquifer (Kruseman and De Ridder 1994).

Leaky aquifers are especially relevant for CO2 storage, because it is leakage
across the caprock what will cause pressure buildup in the aquifer to be bounded.
The effect of leakage is a slowdown in the rate of head drop, so that the derivative is
also reduced (similar to the fixed head boundary, Fig. 7.10, but depending on the
aquifer beyond the confining layer, drawdowns may eventually increase). The
traditional solution for the leaky aquifer is that of Hantush and Jacob (1955), who
neglected aquitard storage. The full solution was derived by Neuman and
Witherspoon (1969).

7.3.1.5 Flow Dimensions

Everything discussed up to here, except the leaky aquifer case, was based on the
assumption that flow is radial towards the pumping well (or at least that flow is two
dimensional). In reality flow needs not be 2D (see Fig. 7.11). Flow will be 1D along
a vertical fracture intersecting the well or 3D when pumping from a short interval in
a very thick aquifer. Since the extent of the drawdown cone grows as t1/2, its volume
will grow as td/2. Therefore, the logarithmic derivative will tend to become straight
with a slope equal to 1 − d/2 in log–log plot. That is, if flow is 1D, the logarithmic
derivative will tend to display a 0.5 slope. If flow is 3D, this slope will be −0.5.
Alternatively the dimension can be derived from this slope m, as d = 2 � (1 − m)
(recall that this is the slope of the logarithmic derivative in log–log scale, not to
confuse with the drawdown slope in semi-log scale).
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Fig. 7.11 Flow dimension effects
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The surprising observation is that the resulting dimension is often non-integer.
A body of literature has been developed to address this issue. The fact that the
volume of the drawdown cone increases with a non-integer dimension may reflect a
fractal connectivity pattern, which is not surprising in fractured media.

7.3.2 Tracer Methods for Characterization of the CO2

Storage Sites

Alexandru Tatomir, Iulia Ghergut and Martin Sauter

Tracer testing can be defined as the injection into the hydro-geological system of one
or more tracers, which usually are chemical compounds, but which can also be
energy/temperature, viruses, DNA, etc. Tracer methods are commonly used to study
the flow, transport and reactions of fluids and components in regions which are
difficult to access andmay extend over awide range of length scales, like in the case of
CO2 storage reservoirs. Tracer methods are suited both for site characterization before
CO2 injection and for monitoring and verification purposes during and after CO2

injection. The theoretical background of the tracermethods is well developed from the
fields of hydrogeology and petroleum engineering.However, for geological storage of
CO2, new challenges arise due to the complex phase behaviour and the range of
trapping mechanisms (i.e. structural, residual, solubility and mineral trapping).

The CO2 storage reservoirs, as well as other technology-relevant geo-reservoirs
in the realm of energy production (such as geological formations potentially suit-
able for spent-radionuclide disposal, gas storage or geothermal energy utilization)
contain several fluid and solid phases, as well as mobile and immobile-fluid regions.
The nature of utilization of the reservoir, the volumes and interfacial areas of the
fluid phases and/or fluid regions, and the processes occurring within the phases are
the factors which determine the lifetime of the reservoir. The lifetime of a
geo-reservoir subject to a particular utilization can be subdivided and categorized
into a hydraulic lifetime, a geomechanical, a hydrogeochemical, and a thermal
lifetime. Figure 7.12 schematically illustrates the potential uses of tracer tests to
answer fundamental questions related to each lifetime category and the comple-
mentarity that exists between the tracer test types. The tracer tests can be performed
as single-well injection withdrawal (SWIW), or simply push–pull, tests, or in
inter-well configurations. SWIW involves the injection and abstraction of tracer in
one well, whereas inter-well testing requires two or multiple wells.

The concept of reservoir lifetime, transferred from the field of geothermal
reservoirs, refers to an integral description of the reservoir properties and their
change with time due to natural or anthropogenic factors, such as management by
wells or CO2 injection. The key parameters controlling the storage performance are
the fluid flow pathways, the reservoir boundaries and hydrogeomechanical integ-
rity, the storage capacity of the reservoir, the heat exchange areas (if existing) and
fluid-rock and fluid-fluid interface areas. In designing and dimensioning tracer tests,
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one has to consider that not every test design and any tracer species can be equally
sensitive with regard to every fluid transport parameter. Therefore, when referring
to tracer sensitivity and applicability range a certain complementarity exists
between (Fig. 7.12):

1. Single-well and inter-well methods,
2. Equilibrium and non-equilibrium (kinetic exchange processes),
3. Volume (e.g. fluid phase saturation) and area parameters (e.g. fluid-fluid inter-

faces, fluid-rock interfaces).

7.3.2.1 Chemical Tracer Types

There is a wide spectrum of tracer applications, capturing various underlying
processes and physico-chemical and biological properties, as illustrated in
Table 7.4. Depending on their physicochemical and chemical behaviour, tracers can

Thermal 

Hydraulic

Hydrogeomechanic

Hydrogeochemic

Inter-well connectivity

Fluid residence time 

Fluid-fluid interface area

Fluid-rock interface area

Inter-well tracer tests

Single-well tracer 
push-pull tests

Heat interface area

Structural trapping

Solubility trapping

Residual trapping

Mineral trapping

Flow pathways, flow boundaries, 
hydrogeomechanical integrity

Fluid residence time 

Fluid-fluid interface area

Fluid-rock interface area

Inter-well tracer tests

Single-well tracer 
push-pull tests

Heat interface area

Reservoir Lifetime  Tracer test target parameters Tracer test type

CO2 trapping mechanism

Fig. 7.12 Overview of reservoir lifetime categories (upper left) and CO2 trapping mechanism
(lower left), the target parameters which can be determined by the tracer tests (middle), and the
respective tracer methods suitable for measuring them (right)
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principally be differentiated in conservative and non-conservative tracers.
Conservative tracers that are physically and chemically inert and are classically
applied for tracking connectivity and pathways for flow, for analyzing travel times,
groundwater drift, and flow velocities, for determining recharge and discharge as
well as for estimating hydromechanical reservoir properties such as dispersivity and
porosity. In contrast, non-conservative tracers experience physico-chemical pro-
cesses or chemical reactions during their transport. Therefore, they can provide
information on physicochemical reservoir properties and the water chemistry
(Schaffer 2013; Ptak et al. 2004; Divine and McDonnell 2005).

Table 7.4 gives an overview of the entire range of tracer types, their application
and target parameters (e.g., porosity, dispersivity, interfacial area, residual satura-
tion, etc.), the underlying process (e.g., adsorption on interface, hydrolysis), while
providing examples of tracer compounds (e.g., perfluorocarbons, esters, etc.) and
their most relevant properties (e.g., neutral molecules, water soluble, etc.).

7.3.2.2 Mathematical Models for Characterization of CO2 Reservoirs

The mathematical models describing the fate of tracers and CO2 injected into a
geological formation are constructed on the equations of reactive single-phase and
multi-phase flow and transport in porous and fractured media (Bear 1988). The
single-phase formulations are mainly relevant for the site characterization stage
while the multi-phase formulations apply more for the monitoring stage.

The mass balance equation for phase a in a multiphase flow porous media
system can be expressed as (see also Chap. 3 for more elaborate development and
definition of terms):

@ /qaSað Þ
@t

þr � qavað Þ � qaqa ¼ 0 ð7:3:7Þ

For accounting for dissolved component transport the mass balance equation is
written:

@
P

a /qaSaC
j
a

� �
@t

�
X
a

r � qavaC
j
a þ/qaD

j
arCj

a

� 	�
X
a

qaq
j
a ¼ 0 ð7:3:8Þ

where Cj
a is the concentration of the dissolved component k in the fluid-phase a.

The mathematical models in Eqs. 7.3.7 and 7.3.8 can be reduced to a single-phase
flow system by considering Sa equal to 1.

The source term qja contains contributions from intra-phase a (where a can be
wetting, w, or non-wetting, n) reactions and from partitioning between different
phases. Generally, intra-phase reaction rates need to be multiplied by porosity and
saturation to get the correct balance terms. Partitioning between phases can be at
equilibrium or kinetic.
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The Darcy velocity expressing the momentum conservation for fluid phase a is
written:

va ¼ � ka
la

rpa � qagð Þ ð7:3:9Þ

The key parameter porosity / is essentially a scaling factor in the storage term
(time variable), while the size of fluid phase interface densities, aab (e.g., between
CO2 and brine) and fluid-solid interface densities, aaS (Fig. 7.13) are coefficient
factors in several of their reaction and solute exchange flux terms.

7.3.2.3 Target Parameters of Tracer Tests

The first of these parameters, / is vital to any CCS project, in that it determines the
storage capacity of the target formation and CO2 plume spreading velocity under
given injection rates. The importance of the second parameter aab, the specific
interfacial areas between fluid phases or between CO2 and rock, may vary depending

(a) (c) (e)

(f)(b) (d)

Fig. 7.13 Symbolic representations of fluid-rock (a–d) and fluid–fluid (e–f) interface-area density
in porous media a a low specific contact surface area with the same bulk porosity as b high specific
contact surface area; c fractured porous media: fracture-matrix fluid-rock interface area with low
specific contact surface area and d high specific contact surface area, and the same bulk porosity;
e wetting (blue)–non-wetting interface-area, f upscaled REV phase saturations, interface-area and
exchange between phases (after Tatomir et al. 2015)
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on geological, hydrogeochemical and geotechnical details of the intended CCS site
operation and fluid conditioning before injection. Fluid-rock interfacial area (density)
aaS (the specific interfacial area between fluid phase a and solid phase S) is a lumped
averaged parameter, usually expressed in area per bulk reservoir volume, which
relates to the effects of fracture spacing, length and aperture (Fig. 7.13). The mineral
surface reactive area (aaS) is a key parameter for the mineral trapping (e.g., Xu et al.
2005; Luo et al. 2012). Term aab (the specific interfacial area between the two fluid
phases a and b, e.g., water and gas) in turn, as determined in the characterization
phase, can indicate the presence of a residual phase, such as oil or gas.

Apart from parameters /, aab and aaS the governing equations also contain,
among their main variables, fluid phase saturations Sa as well as temperature T.
These can also be treated as target parameters if, over the scale of a particular field
experiment, they can be assumed to remain approximately constant.

Prominent examples aimed at determining the residual non-wetting phase sat-
uration are the described in Tomich et al. (1973) for the residual oil saturation by
means of single-well reactive-partitioning-tracer push–pull tests, and in Zhang et al.
(2011) and Rasmusson et al. (2014) for the determination of CO2 saturation using a
combination of single-well hydraulic, thermal and partitioning-tracer push–pull
tests. The determination of reservoir temperature by means of thermosensitive
tracers is discussed in e.g. Nottebohm et al. (2012).

7.3.2.4 Tracer Tests for CO2 Site Characterization

Historically, the tracers applied for site characterization have been well described in
the field of hydrogeology (e.g., Leibundgut et al. 2009; Divine and McDonnell
2005). The use of liquid-phase conservative tracers, and the use of tracer diffusion,
sorption or equilibrium-partitioning is based on well-established principles, models
and application methods (Maloszewski and Zuber 1985, 1993; McCallum et al.
2005; Zuber and Motyka 1994; Carrera et al. 1998; Haggerty et al. 2001; Vulava
et al. 2002), and shall not be further detailed here. Examples of tracer uses for site
characterization is given in Table 7.5. Similarly, a synoptic view on the class of
tracers termed “thermal tracers” used for reservoir thermal characterization is given
in Table 7.6.

Generally, inter-well tracer tests are used to determine fluid residence time
distributions (RTD). The statistical moments of RTDs provide important infor-
mation about the reservoir (Ghergut et al. 2011), as follows:

1. The 0th-order RTD moment can tell something about reservoir boundaries.
2. The 1st-order RTD moment, or mean residence time (MRT) represents a

measure of reservoir size (the reservoir volume that can be used for fluid
storage).

3. The higher-order RTD moments provide information about reservoir hetero-
geneity. Traditionally, the 2nd-order moment is associated with flow-path dis-
persion (from hydrodynamic up to reservoir scale). From RTD analysis also a
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Table 7.5 Examples of tracer uses for site characterization

Target parameter Suitable
method

Suitable tracer
species

Limitations Application
examples

Transport-effective
porosity

Inter-well
tests;
single-well
inter-layer
circulation

(Liquid-phase only)
physico-chemically
conservative,
non-sorptive

Inter-well tracings
cannot be conducted
on a large scale at
CCS candidate sites;
tests remain limited
to small-scale, pilot
research projects;
heterogeneity cannot
be captured at
reservoir scale

Deep saline
aquifers in the
N-German
Sedimentary
Basin
(Horstberg, Gr.
Schönebeck);
geothermal:
Kocabas (2005);
oilfield: Kocabas
and Maier (2013)

Fluid-rock interface
area, fissure density

Inter-well
tests;
single-well
tests

(Liquid-phase only)
physico-chemically
conservative, with
contrast in sorption
and/or diffusion;
heat as a
conservative fluid
tracer

Parameter interplay;
geological
heterogeneity;
geological
uncertainty;
parameter inversion
requires the accurate
knowledge of
partitioning/sorption/
diffusion coefficients
independently of the
field test

KTB pilot hole
(heat and solute
tracers); Bruchsal
(attempted with
heat as a tracer)
(Behrens et al.
2014; Ghergut
et al. 2013)

Relative saturation,
fluid-fluid interface
area (where
applicable, in
multi-phase
systems)

Inter-well
tests;
single-well
tests

Partitioning tracers NAPL detection
in the subsurface:
Istok et al.
(2002),
Fagerlund
(2007), LaForce
et al. (2014)

Table 7.6 Summary of different meanings for thermal tracers and thermal characterization,
single-well tests (SWT), inter-well tests (IWT)

Target information Suitable
method

Suitable tracer
species

Limitations Application
examples

Site
characterization:
in situ
measurement of
thermal parameters
(as an alternative to
petrophysical
laboratory
techniques), for
single-continuum
descriptions

SWT Heat as a
conservative fluid
tracer (fluid
temperature signals)

May be disturbed by
the presence of
fractures/fissures

Kocabas (2005),
Freifeld et al.
(2008),
Oberdorfer (2014)

(continued)
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so-called flow-storage repartition (FSR) can be derived, which is sometimes
interpreted as representing reservoir shape (cf. Shook and Forsmann 2005;
Shook et al. 2004; Behrens et al. 2010).

Complementarily, single-well tracer push–pull tests are used to quantify pro-
cesses other than advection-dispersion. Typically, they are used to quantify

Table 7.6 (continued)

Target information Suitable
method

Suitable tracer
species

Limitations Application
examples

Site
characterization, cf.
Table 7.1
(transport-effective
porosity,
dispersivity), for
single-continuum
descriptions

IWT
SWT

Heat as a
conservative fluid
tracer (fluid
temperature signals)

Pulse size limitation;
not applicable on a
large scale

Aquifer
characterization:
Anderson (2005),
Read et al. (2013);
theoretical studies
of heat transport
in porous media,
esp. on the
incongruence
between heat
dispersivity and
solute
dispersivity:
Vandenbohede
et al. (2009);
thermal
interference tests:
Kocabas (2005),
Oberdorfer et al.
(2013)

Local
characterization of
single fractures;
fissure aperture,
fissure density in
fissured media

SWT Heat as a
conservative fluid
tracer (fluid
temperature signals)

Requires continuous
temperature recording
downhole (ideally,
DTS)

Pruess and
Doughty (2010),
Jung and Pruess
(2012), Maier
et al. (2012),
Maier and
Kocabas (2013)

Tracking thermal
fronts in
single-continuum
media

IWT
SWT

“Thermo-sensitive”
tracers

pH and/or other
non-predictable
influences on tracer
reaction rates

Nottebohm et al.
(2012), Maier
et al. (2014),
Schaffer et al.
(2015)

Tracking thermal
fronts in fissured
media

IWT “Thermo-sensitive”
tracers

Inversion methods are
only developed for
single-continuum
descriptions; inversion
not always unique for
highly-heterogeneous,
fissured/fractured
media

Plummer et al.
(2010), Juliusson
and Horne (2010)
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exchange of some extensive quantity (mass, energy) between fluid and solid/fluid
phases by processes like matrix diffusion or sorption/partitioning, the rate or
amount of which depends on phase saturations and/or phase interface densities.
Flow-field reversal during the ‘pull’ phase is supposed to largely compensate the
effects of flow-path heterogeneity during the ‘push’ phase (excepting the hydro-
dynamic dispersion level), and, under certain conditions, to enhance the effects of
tracer exchange processes at phase interfaces. In terms of determining different
parameters in Eqs. 7.3.7–7.3.10 from different tracer tests, the following can be
summarized:

• Porosity / can only be measured reliably by means of inter-well
conservative-tracer tests and it closely relates to tracer residence times.

• Rock-fluid and fluid-fluid interface area densities aaS, aab can be determined
preferable by inter-well or alternatively by single-well tests using tracer pairs
with contrasting properties in terms of: (a) sorption: is a process occurring at the
fluid-rock interfaces, therefore, tracer testing using tracer components of con-
trasting sorption properties generate distinct breakthrough curves, implicitly
offering a good sensitivity with respect to aaS, but rather poor sensitivity to Sa;
(b) rock matrix diffusion (for fluid-rock interfaces in fractured media): such
tracer pair have a good sensitivity to aaS, but rather poor sensitivity to Sa;
(c) ‘intra-particle diffusion’ (for fluid-rock interfaces in unconsolidated porous
media): these tracers have a good sensitivity with regard to Sa, but rather poor
sensitivity to aaS; (d) liquid-gas equilibrium partitioning (for liquid-gas inter-
faces): this pair of tracers have good sensitivity to Sa, but rather poor sensitivity
to aab; (e) liquid-gas interface reactivity, with dichotomic partitioning of reac-
tion products (for liquid-gas interfaces), as proposed by Schaffer et al. (2013):
these tracers have a good sensitivity to both aab and Sa.

Use of tracers for CO2 monitoring is discussed in Chap. 8 and for the specific use
of characterizing site’s capacity for CO2 residual and dissolution trapping in Sect. 7.4.

7.3.3 Characterization of the Thermal Properties

Jacob Bensabat

In the context of CO2 storage, it is important to be able to predict pressure and
temperature conditions of the injected CO2 along the CO2 injection tubing and at
the well bottom. This requires the ability to simulate the injection of the CO2 in the
borehole, from the wellhead to the well bottom. The temperature and pressure of the
CO2 at the well bottom will depend (i) on the pressure and temperature conditions
of the CO2 at the wellhead, which are determined by the operator of the injection,
(ii) on the pressure losses along the injection tube and (iii) the heat transfer between
the injected CO2 and its surrounding environment. As the temperature of the
injected CO2 will be different from the temperature of its environment along the
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borehole, there will be heat exchange, which depends on the configuration of the
well and on the thermal properties of the geological materials surrounding the well.

Pressure losses are calculated from the CO2 properties and from the character-
istics of the injection tube. For small scale CO2 injection experiments, these can be
regarded as of secondary importance due to the very low viscosity of the CO2 and
to the generally small injection flow rates (less than 20 tons/h). This process is
governed by the Joule–Thompson coefficient, which for CO2 is presented in
Fig. 7.14.

Thermal exchange between the injected CO2 and its surrounding environment
will depend on the well configuration, on the casing and cement properties and on
the thermal properties of the surrounding formation and its temperature. This
process of heat transfer can be defined as radial heat transfer and the rate of heat
flow per unit length of well can be expressed following Hasan and Kabir (2002):

Q ¼ �2proUoðTf � TÞ ð7:3:10Þ

where Uo is the overall heat transfer coefficient, between the CO2 inside the
injection tube and the formation. ro denotes the radial distance between the injection
tube and the formation, T and Tf are the wellbore and the formation temperatures.
Simulations of the CO2 injection in the wellbore indicate that the temperature of the

Fig. 7.14 Joule–Thompson coefficient for CO2 (generated with REFPROP 9; NIST 2010)
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CO2 at the well bottom is highly dependent on the heat transfer by radiation
between the flowing CO2 and its environment, described by the heat transfer
coefficient.

There are many possibilities of well configuration and as an example we shall
consider a well configuration similar to the wells drilled in the frame of the
MUSTANG project at Heletz site in Israel (for details see Niemi et al. 2016).

These type of wells are divided in three vertical sections:

1. The upper section between ground surface and a depth of *300 m. This
section includes the geological formation, cement, the outer casing (135/8 in.
diameter), cement, the middle casing (95/8 in.), cement, inner casing (7 in.
diameter), fluid, and the injection tube (23/8 in. diameter).

2. The middle section between the depth of 300 m and a depth of 1200 m. This
section includes the geological formation, cement, a 95/8 in. diameter casing,
cement, the 7 in. diameter casing, fluid and the 23/8 in. diameter injection tube.

3. The lower section between the depth of 1200 m and to the well bottom at
1650 m. This section includes the formation, cement, the 7 in. casing, fluid and
the injection tube.

There may be many alternative well configurations than the above one. The
overall heat transfer coefficient represents the resistance to heat flow from the
tubing to the formation and convective heat flow in the annulus (which may pos-
sibly be filled with water in the lower part or air in the upper part). Without loss of
generality, we present an expression for this coefficient for lower, and simpler, part
of the casing. Developing an expression for the other parts is straightforward.

1
Uo

¼ rto
rtihto

þ rto
lnðrtortiÞ
ktubing

þ lnðrtorciÞ
kannulus

þ lnðrcorciÞ
kca sin g

þ lnðrwbrco
Þ

kcement
þ lnðrf1rwb Þ

kformation

" #
ð7:3:11Þ

where rti and rto denote the inner and outer radii of the injection tube, rci and rco
denote the inner and outer diameters of the casing, rwb is the wellbore diameter, rf1
is a radial distance in the formation at which the field temperature is not affected by
the injection and rwb is the wellbore radius. ktubing, kannulus, kca sin g, kcement and
kformation denote the thermal conductivities of the tubing, the fluid filling the
annulus, the casing, the cement and the formation, respectively. hto denotes the rate
of heat transfer between the flowing CO2 and the inside of the injection tubing wall.
We assume that the radial heat transfer adjusts instantaneously (quasi-steady state
conditions) and we neglect convective processes in the annulus. These assumptions
allow us to determine a lumped coefficient, responsible for the heat exchange
between the formation and the injection tubing. All of the parameters but two in
above formula can be determined. These are thermal conductivity of the formation
kformation and the thermal radius of influence of the well, rf1, or the radial distance
from the well at which no thermal effect resulting from the injection of the CO2 is
felt.
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The key missing information above is therefore the thermal conductivity of the
various formation layers. We present below an experimental sequence aimed at
determining these data in situ and suggest the following procedure:

1. If logs are available, so it is possible to have a lithological description of the well
section and to construct a discrete division of the well lithological profile with
homogeneous geological properties (of homogeneous thermal conductivity for
each unit).

2. Measure the temperature along the well, from well head to well bottom.
Depending on the well completion, this could be performed in two ways: 1)
using distributed temperature sensing (DTS) if that is included in the well
completion (see Sect. 8.4) using a temperature probe and attached to a winch for
vertical up-and-down scanning of the borehole.

3. Inject cold water, or water with a substantially lower temperature than the one
along the well in the formation. Use formation water previously abstracted, in
order to prevent any unwanted chemical reaction between formation water and
the injected one (such as swelling of clay particles, oxidation and others).

4. Wait until static conditions have been reached, and there is no flow in the
tubing.

5. Measure the temperature recovery in the well until the full return to the initial
temperature.

6. If there is information available allowing splitting of the well lithology into a
series of quasi-homogeneous sections, start from this division and further refine
it by analyzing the rate of the thermal recovery along the well. Areas of high
thermal conductivity would recover faster than other areas of lower thermal
conductivity. If there is no lithological information, use only the temperature
time series.

7. Since there is no flow in the well, the temperature recovery in the tubing can be
expressed by the following heat balance equation.

@T
@t

¼ kw
qwCpw

@2T
@z2

þU0ðzÞ TðzÞ � Tf ðzÞ
� �

; z 2 zb; zt½ � ð7:3:12Þ

UðzÞ �
XN�1

i¼1

HiðzÞ � Hiþ 1ðzÞð ÞUoi ð7:3:13Þ

The heat balance equation above has known initial and boundary conditions of
temperature, i.e.

TðztÞ ¼ Tt ð7:3:14Þ
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TðzbÞ ¼ Tb ð7:3:15Þ

Tðt ¼ 0; zÞ ¼ T0ðzÞ ð7:3:16Þ

where HiðzÞ is a Heaviside type function, defined as:

HiðzÞ ¼ 0 if z � zi
1 if z� zi



: ð7:3:17Þ

N is the number of vertical lithological partitions. TðzÞ is the temperature of the
water in the tubing and Tf ðzÞ is the temperature in the formation, which is equal to
the initial temperature profile. The heat balance equation (7.3.12) together with the
initial and boundary conditions (7.3.14–7.3.16) can be solved analytically or
numerically.

In the case of the thermal test the overall heat transfer coefficient is simpler, as
there is no flow in the tubing and reduces to:

1
Uo

¼ rto
lnðrtortiÞ
ktubing

þ lnðrtorciÞ
kannulus

þ lnðrcorciÞ
kca sin g

þ lnðrwbrco
Þ

kcement
þ lnðrf1rwb Þ

kformation

" #
: ð7:3:18Þ

The determination of the parameter Uo for each vertical partition can be obtained
via an inverse procedure, i.e., minimizing the least squares of the errors between
measured and simulated temperature over a range of time intervals and vertical
sections.

We first divide the time interval that is required for the tubing to return to the
initial temperature distribution in Nt equally spaced intervals of size Dt.

The identification procedure can be formally expressed as the following
least-squares problem:

FðUoÞ ¼ min
Xi¼Nt

i¼1

Xp¼N

p¼1

Tði; pÞ � TsðUoðpÞ; i; pÞ½ �2 ð7:3:19Þ

where Tði; pÞ is the measured temperature, characteristic of the vertical section p at
time t0 þ iDt. TsðUoðpÞ; i; pÞ is the simulated temperature, which depends on the
value of the overall heat transfer coefficient at the same time and vertical section.
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7.4 CO2 Injection Tests as a Characterization Method

Fritjof Fagerlund and Auli Niemi

CO2 injections can be used to obtain knowledge about formation parameters which
are directly related to the behaviour and fate of the injected CO2. These include
parameters which govern (i) the two-phase flow of a CO2-rich and an aqueous
phase, (ii) parameters governing CO2 trapping in the formation and (iii) interactions
between CO2 and formation fluids and rock. Carefully monitored CO2 injections
have been performed in research projects including sites such as Frio (e.g. Hovorka
et al. 2006), Otway (e.g. Paterson et al. 2013a, b, 2014) and Ketzin (e.g.
Würdemann et al. 2010) and are underway at sites such as Heletz, Israel (Niemi
et al. 2016) and Hontomin. Here the objectives typically have been related to
gaining fundamental knowledge about geological CO2 storage and the fate of the
injected CO2, or the development of field methods. Small-scale CO2 injections can
be useful both at pilot test sites and at sites under consideration for large-scale
geological storage, to obtain better knowledge about site-specific properties related
to site performance, such as field-scale CO2 trapping or effective storage capacity.

Trapping of injected CO2 by processes additional to the accumulation under a
structural trap improves the storage security and is essential at many potential
storage sites. Due to e.g. heterogeneity at different scales and the resulting pref-
erential flow paths, these processes may differ in both magnitude and timing at the
field scale as compared to laboratory investigations on rock cores or theoretical
analyses. Field investigations concerning the trapping processes are therefore
essential to understand the effective in situ trapping. In following sections, we will
present examples field tests designed to study residual phase CO2 trapping and
dissolution trapping in situ. First the field-scale nature of the trapping processes and
available measurements will briefly be discussed.

7.4.1 Field-Scale Residual and Dissolution Trapping

Residual phase trapping is a pore-scale process which occurs as small blobs and
ganglia of the free-phase CO2 (the non-wetting phase) are snapped off and become
immobilized. However, due to heterogeneity in capillary properties of the medium,
the non-wetting phase is also trapped at capillary barriers, thus forming small-scale
structural traps.

At the field scale, the total residual phase trapping depends on (i) the amount of
residual trapping that occurs per unit volume swept by the free-phase CO2 (including
both the pore-scale trapping and trapping at capillary barriers), and (ii) the sweep
efficiency of the free-phase CO2 plume (Hesse et al. 2009). Much uncertainty
remains in quantifying both these parameters in relevant CO2 storage formations.
For poor sweep efficiencies when the CO2 moves as a thin pancake under the cap
rock ceiling, the CO2 can move very large distances before it becomes immobilized,
thereby increasing the risk of reaching a spill point (Hesse et al. 2009).
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The pore-scale residual trapping in the aquifer volume swept the free-phase CO2

depends on the local maximum CO2 saturation (Sgmax) and the local initial gas sat-
uration at the start of imbibition (Sgi), and such a dependence can be described by a
trappingmodel (Land 1968). For a comparison of the effect of using different trapping
models on CO2 trapping, the reader is referred to Rasmusson et al. (2016). Thus,
locally, the final residual saturation Sgrf after imbibition of the aqueous phase is a
function of the maximum possible residual saturation, Sgrmax, and the initial CO2

saturation at the start of imbibition, Sgi. Sgrmax is a material property which influences
the capacity for residual trapping in a formation. Characterization methods aimed at
determining this property have therefore been developed for e.g. the CO2 injection
experiments at Otway (Zhang et al. 2011; Paterson et al. 2013a, b, 2014; LaForce et al.
2014), and the planned experiments at Heletz (Rasmusson et al. 2014).

Heterogeneity is also critical for the residual trapping of CO2 (e.g. Green et al.
2009; Flett et al. 2007; Hovorka et al. 2004) as it can strongly affect the sweep
efficiency and thereby the saturation history. However, the net effect of heterogeneity
on residual trapping appears to be dependent both on the nature of the heterogeneities
and the general direction of movement of the CO2 plume, as it can be different for
vertical and horizontal migration (see e.g. Tian et al. 2016). Furthermore, it has been
suggested that the strategy for CO2 injection has a large impact on the sweep efficiency
and subsequent residual trapping (e.g. Qi et al. 2009, Rasmusson et al. 2016). Qi et al.
(2009) suggested that water should be co-injected with the CO2 at a ratio which
produces such mobility ratio between the two fluids that the sweep is maximized.

Dissolution of CO2 to the aqueous phase can improve storage security as heavier
CO2-rich water sinks and thereby produces a vertical convective mixing which
further enhances the dissolution process (e.g. Ennis-King and Paterson 2005; Riaz
et al. 2006). Enhanced CO2 dissolution by convective mixing is, however, a process
that has mainly been studied using theoretical analyses and numerical modeling; e.g.
Ennis-King and Paterson (2005), Riaz et al. (2006), Pau et al. (2010), and in anal-
ogous laboratory experiments (e.g. Kneafsey and Pruess 2010; Neufeld et al. 2010).
There is therefore a strong need to measure and demonstrate this process in the field
and characterize the key field-scale properties influencing the long-term significance
of CO2 dissolution at given storage sites. While long term experiments are needed
particularly to observe convective mixing, much can be learned about the dissolution
process and the interaction between the aqueous and CO2-rich phases including the
immobile (residual) water and CO2 (Paterson et al. 2013a, b; Fagerlund et al. 2013a).

7.4.2 Field Measurements Related to Two-Phase
Flow and Trapping

Measurements of fluid saturations as well as the parameters affecting two-phase
flow and trapping of CO2 are highly challenging at the depth of typical storage
formations (>800 m). Measurements are restricted to inside or in the direct vicinity
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of boreholes, which are typically scarce due to the difficulties and costs associated
with drilling at such depths. Surface geophysical measurements can generally not
be used to visualize the two-phase flow and trapping at the typical depths to the
required detail. To characterize the related aquifer properties one has to rely on the
measurements available in deep wells. A strategy to characterize CO2 trapping has
therefore been to combine the information from several types of measurements
which are influenced by the CO2 trapping and to use inverse modeling to infer the
trapping properties (Zhang et al. 2011).

In a characterization experiment involving CO2 injection, a test sequence can be
employed where the same measurements and tests are repeated both without CO2 in
the formation (before CO2 injection) and with CO2 in the formation (after CO2

injection) (e.g. Paterson et al. 2013a, b). Measurements which can be included in
such test sequence include:

Pressure or hydraulic test: Water is injected at a given rate (or pressure) and the
pressure (or flow rate) in the injection well and other available wells is monitored
using pressure sensors in the wells. The pressure signal is affected by the relative
permeability to the aqueous phase, which is a function of fluid saturation. When
performed with CO2 at residual saturation the test gives information about the
residually trapped saturation. To avoid dissolution and a change in saturation during
the test, water saturated with dissolved CO2 can be injected when creating the
residually trapped zone (Zhang et al. 2011).

Thermal test: The concept of a thermal test for CO2 saturation characterization
has been described by Freifeld et al. (2008), and such test was applied at Ketzin
(Giese et al. 2009) and Otway (Paterson et al. 2013a, b). The formation is heated
from a borehole using a resistance heater and subsequently allowed to cool, while the
temperature is measured using a fibre-optic distributed temperature sensor (DTS—
more information given in Sect. 8.4 Well instrumentation). The dissipation of heat
and thus the temperature signal is influenced by the effective thermal conductivity,
which, in turn, is a function of fluid saturation since supercritical CO2 has signifi-
cantly smaller thermal diffusivity and specific heat capacity as compared to brine at
typical reservoir pressures and temperatures. The sensitivity of this test is related to
porosity since for a lower porosity the influence of the fluid in the pore space
becomes smaller. A thermal test can penetrate in the order of 1–2 m into the for-
mation depending on the applied heat and the rock properties (Zhang et al. 2011).

Pulsed Neutron Capture Tool (RST): This well-logging technique is sensitive to
hydrogen index and thus also to the saturation distribution of CO2 and brine near
the borehole. It was successfully used to measure CO2 saturation in the direct
vicinity of boreholes at Frio (Doughty et al. 2008) and Otway (Paterson et al.
2013a, b). A limitation of the method is however that the penetration depth is only
in the order of 0.20 m.

Tracers: Tracers are potentially very useful for the characterization of deep CO2-
brine systems, since the tracers can bring out information from aquifer volumes
which are difficult to access with any other technique. However, much testing
remains to be done employing tracers and interpreting the tracer response in these
systems. Partitioning tracers, which are injected with the aqueous phase and
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retarded due to partitioning into an immobile fluid phase such as residual CO2,

provide information about the amount of immobile fluid present. This technique has
been used to detect non-aqueous phase liquid (NAPL) pollutants (e.g. Istok et al.
2002) and also in single-well push–pull tests to infer residual CO2 saturation
(Paterson et al. 2013a, b). Paterson et al. (2013a, b) used the noble gas tracers Kr
and He which were injected with water and produced different breakthrough signals
as the water was pulled back to the well due to the different partitioning behaviour
(Henry’s constants) of the two tracers. The differences in partitioning and com-
parison to the case of no partitioning (no immobile fluid phase present or a con-
servative tracer) were used to calculate the residual CO2 saturation. Reactive
partitioning tracers which form daughter products in connection with the parti-
tioning have been used to measure residual oil saturation (Tomich et al. 1973). In
the push–pull tests at Otway (Paterson et al. 2013a, b) a similar reactive tracer
technique was also employed, but with organic tracers more adapted to the parti-
tioning between brine and supercritical CO2, as described in more detail by Myers
et al. (2012). Furthermore, new reactive tracers—kinetic interface sensitive (KIS)
tracers—aimed at quantifying the interface between two immiscible phases are
being developed (Schaffer et al. 2013) and can also be used in the characterization
of a CO2-brine system. Tracer techniques can be employed in both single-well
push–pull tests and two-well (or multi-well) inter-well tests. Partitioning inter-well
tracer tests (PITTs) have been used for measurement of residual oil saturation (e.g.
Du and Guan 2005; Tang 2005) with applications in petroleum industry, and have
also been used for contamination characterization measuring NAPL saturations
(e.g. Nelson et al. 1999; Jin et al. 1995; Mariner et al. 1999). PITTs are also planned
at the Heletz site to measure residual CO2 saturation in a dipole test (Fagerlund
et al. 2013a). In these dipole field tests, tracers are also planned to be used to
measure the (short-term) dissolution of mobile and immobile (residual) CO2. As
described in more detail by Fagerlund et al. (2013a), the idea is that a tracer with
extreme affinity for the CO2 phase is injected with the CO2. As the CO2 dissolves
into the formation brine, this tracer (which has negligible aqueous solubility) is
enriched in the CO2 phase. Thus, when the injected CO2 breaks through to the
withdrawal well, it carries information about the amount of mobile supercritical
CO2 which has been dissolved during its migration between the two wells. The
dissolution of immobile CO2 can further be quantified by measuring the CO2

concentration in the extracted brine. Numerical modeling indicates that tracer
techniques potentially can be used to identify the point in time when conditions of
residually trapped CO2 have been established, which can be critical in characteri-
zation experiments aimed at quantifying the residual CO2 trapping. This indicator
tracer method has been outlined to more detail by Rasmusson et al. (2014).
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7.4.3 Single-Well Push–Pull Test for Quantification
of Residual Trapping

This section describes the basic concept of a push–pull field test to quantify residual
trapping of CO2 and is mainly based on the test performed at Otway (Paterson et al.
2013a, b; Zhang et al. 2011) and the planned experiments at Heletz (Rasmusson
et al. 2014).

Before residual trapping can be quantified, a zone of residually trapped CO2

must be created in the storage formation. The creation of such zone and verification
that the CO2 phase has become immobile by residual trapping may not be trivial.
Two alternatives have been proposed. As illustrated in Fig. 7.15, the first alternative
is to inject CO2 saturated water following the injection of free-phase CO2. The CO2

phase is pushed away by the injected brine, but does not dissolve because the brine
is already saturated with CO2. This option was chosen in the field tests at Otway
(Paterson et al. 2013a, b). A technical challenge, as experienced in these experi-
ments, can be the mixing of CO2 into the brine injection and achieving brine just
saturated with CO2 (but not over saturated) at the reservoir pressure and temper-
ature. Following injection of CO2, a second alternative for creation of the zone of
residual trapping (Alternative 2 in Fig. 7.15) is to withdraw formation fluids until
the remaining CO2 phase is immobilized by residual trapping. This method has the
drawback that it may be difficult to know when the free-phase CO2 has become
immobile, and thus, to know when to stop withdrawing fluids (Zhang et al. 2011).
Too much withdrawal will result in dissolution of the residually trapped CO2 and

Alternative 1 Alternative 2

CO2 saturated
brineinjection

Zone of residual
trapping

Fluid 
withdrawal

CO2 injection

Fig. 7.15 Alternatives for creating a zone of residually trapped CO2 in a push–pull field test
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may bias the quantification of residual trapping. A possible solution to this issue has
been proposed by Rasmusson et al. (2014) who suggest the use of a conservative
indicator tracer which according to modeling results can indicate the time when
residual trapping has been achieved.

Both alternatives for creating the zone of residual trapping may be affected by
buoyancy flow of the CO2 phase and geological heterogeneity leading to prefer-
ential flow patterns in the formation. Particularly for high permeability, buoyancy
flow towards the storage formation ceiling can be significant compared to the
pressure driven flow through the well. Thereby a “pancake” of higher saturation
free-phase CO2 will form under the formation ceiling, under the caprock, the sat-
uration distribution becomes uneven in the vertical direction and residual trapping
occurs at later times in the top part which is refilled from below, and where the flow
along the ceiling is slow.

Geological heterogeneity can influence the flow of both the CO2 and brine
phases. The CO2 phase may preferentially move in high-permeability,
low-entry-pressure channels or formation volumes, thereby affecting the sweep
efficiency of the free-phase CO2 and also the effective amount of residual trapping
over the sampled volume. Potential bias in the residual trapping quantification both
in terms of effects on sweep efficiency and fluid saturation history must therefore be
considered in the test evaluation.

The strategy to quantify the residual trapping in the Otway field test (Paterson
et al. 2013a, b; Zhang et al. 2011) was to include reference tests before the creation
of the zone of residual saturation so that the same tests and measurements could be
performed both with and without residually trapped CO2 present in the formation.
This method reduces some effects of heterogeneity on the test results since the same
heterogeneity is seen by the measurements before and after introducing the CO2.
A schematic example of such test sequence is shown in Fig. 7.16, which includes
(1) reference tests without CO2 in the formation, (2) the creation of the zone of
residual trapping, and (3) characterization tests with residual CO2 present. Other
tests than the hydraulic, thermal and tracer tests shown here (such as RST logging
or cross-hole geophysical measurements) can also be added to the test sequence.

The responses in hydraulic, thermal and tracer tests with and without residual
CO2 in the formation all carry information about the residual trapping.

Tracer Tracer

Alterna ve 1
or
Alterna ve 2

Fig. 7.16 Schematic example of a test sequence for a push–pull field test to characterize residual
CO2 trapping (Rasmusson et al. 2014)
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Fig. 7.17 Simulated response for different values of residual trapping (Sgr) in a temperature,
b pressure (in both the injection well and an additional observation well) and c tracer BTCs for the
noble gases Kr and Xe. From Rasmusson et al. (2014)
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A process-based model can be used to jointly interpret the information of different
measurements and estimate the residual trapping under uncertainty in different
model parameters using inverse modeling techniques.

Examples of modeled responses in temperature, pressure and tracer break-
through curves for different values of residual CO2 trapping are shown in Fig. 7.17.
This example comes from the design modeling for push–pull field tests at the Heletz
site (Rasmusson et al. 2014), which is based on the field tests and modeling strategy
developed for the Otway site (Zhang et al. 2011), and roughly follows the sche-
matic test sequence presented in Fig. 7.16. As can be seen in Fig. 7.17, the
responses in the measurements differ for different values of residual trapping (Sgr),
however the sensitivities to Sgr vary in magnitude and change with time. A clear
pressure increase which is sensitive to Sgr is for example seen when CO2 saturated
water is injected to create the zone of residual trapping roughly between 31 and
37 days (Fig. 7.17b) as well as in the following hydraulic test (water injection)
during the characterization phase.

A prerequisite to successful estimation of the residual trapping is that the sen-
sitivities to Sgr of the available measurements are large enough. However, because
the measurement responses also depend on other uncertain parameters, the corre-
lations between Sgr and these parameters need to be investigated and reduced.
A systematic sensitivity and uncertainty analysis is essential with this approach and
can also identify additional data needs to constrain the estimates of trapping. As
shown by Zhang et al. (2011), combining several data sets and different data types
reduces estimation uncertainties and improves the estimates of Sgr.

7.4.4 Two-Well Test for Quantification of Residual
Trapping and Dissolution

This section describes the concept of a two-well field test to quantify residual
trapping of CO2 and dissolution. It is mainly based on simulation studies by
Fagerlund et al. (2013a, b) aimed at exploring two-well field methods planned for
the Heletz field site to characterize CO2 residual trapping and dissolution under
influence of geological heterogeneity.

In single-well push–pull experiments, fluids are pushed out and pulled back
through the same flow channels, which can reduce the influence of geological
heterogeneity. In inter-well tests, the flow and transport is affected by the hetero-
geneity between the wells and typically the transport also goes through a larger
aquifer volume than in a push–pull test. Combining single-well push–pull tests with
inter-well tests can therefore provide information about the effect of geological
heterogeneity on the flow and trapping processes of injected CO2. Both passive and
actively pumping observation wells can be considered for monitoring of the CO2

migration from the injection well. In this example we consider an active withdrawal
well. This option has the advantages that (i) the flow field to some extent can be
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controlled by withdrawal of fluids, (ii) a zone of residual trapping between the wells
can be established, and (iii) formation fluids and tracers can be measured as they are
withdrawn from the observation well. The withdrawal of both formation brine and
free-phase CO2 which has migrated through the formation allows analysis of fluid
compositions carrying information about the interphase mass transfer in the for-
mation. Furthermore, tracers in both the aqueous and CO2-rich phases can be
analysed.

This example (based on Fagerlund et al. 2013a, b) will be limited to (i) a
hydraulic test aimed at measuring residual trapping of CO2 in the region between
the two wells, and (ii) a tracer in the CO2-rich phase which together with analyses
of the withdrawn fluid compositions can be used for quantification of effective rates
of CO2 dissolution in the formation. Other tests as described above can, of course,
be added to the test sequence, adding information and reducing uncertainty in the
estimates as described above. The hydraulic test is repeated before and after CO2

injection and the difference in the pressure response can thus be used to infer the
reduction in aqueous phase permeability due to presence of residually trapped CO2.

The tracer technique involves injection of a tracer with very small aqueous
solubility with the CO2. Thereby, as CO2 dissolves into formation brine, the tracer
is enriched and if tracer dissolution is negligible, the enrichment is directly pro-
portional to the CO2 dissolution. When free-phase CO2 arrives at the withdrawal
well, the tracer concentration in the CO2 rich phase carries information about the
amount of dissolution of mobile free-phase CO2 which has occurred during its flow
between the wells.

A schematic test sequence for the two-well test is shown in Fig. 7.18. The upper
half of the figure shows the injection well activity and the lower part shows the
withdrawal (abstraction) well. A reference hydraulic test is included before the
injection of CO2, and the hydraulic test is then repeated at the stage when most of
the free-phase (supercritical—sc) CO2 in the formation has been immobilized by
residual trapping. To draw fluids and tracers, and to control the flow field,

Injec on
well (I)

Abstrac on
well (A)

Abstrac on of brine, sc CO2 and tracers

Qout

me (days)

CO2 +
tracers

ref.
hyd.
test

2nd

hydraulic
test

no or li le
mobile sc
CO2 le

a b c d

Qin

0 1 2 3 11.3 X X+1

Fig. 7.18 Proposed two-well injection-withdrawal sequence. Time zero is the start of the
reference hydraulic test. From Fagerlund et al. (2013a)
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continuous withdrawal from the second well is maintained throughout the test
sequence. Residual trapping and dissolution occurs as the CO2 migrates through the
formation between the two wells, and after a period of fluid withdrawal most of the
free-phase CO2 will be residually trapped. The concept is illustrated schematically
in Fig. 7.19. The aim of this two well test is to quantify the residual trapping that
occurs under influence of geological heterogeneity and potential preferential flow
paths that exist at the field site.

To identify the conditions of residual trapping in the formation, the point in time
when very little mobile free-phase CO2 remains needs to be identified, and this time
can of course be different dependent on the formation properties and test config-
uration. Design simulations for the planned experiments at Heletz indicate that the
conditions of residual trapping can be identified by measuring the flux of CO2 to the
withdrawal well. An example from this is shown in Fig. 7.19, where a clear change
in the rate of supercritical (and total) CO2 extraction can be seen at approximately
70 days after start of the test sequence. This change in flux rate corresponds to
achieving the state of residual trapping as illustrated schematically in Fig. 7.20.

(a) (b)

Well IWell A

Fig. 7.19 Two-well CO2 injection experiment at free-phase CO2 breakthrough to the withdrawal
well (a) and at residual state of free-phase CO2 (b). From Fagerlund et al. (2013a)

Fig. 7.20 Flux of CO2 to the
withdrawal well. From
Fagerlund et al. (2013a)
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The inter-well distance chosen for the test together with the rate of pumping has
a large effect on the time required to reach a state of residual trapping (Fagerlund
et al. 2013a).

Similar to the push–pull experiments discussed above, simulations of the
two-well experiment test sequence have shown that the pressure response in the
hydraulic test is highly sensitive to the residual trapping as a result of reduced
permeability to the aqueous phase in the presence of trapped CO2. An example is
given in Fig. 7.21 which shows the simulated difference in the maximum pressure
during the reference hydraulic test and the hydraulic test at residual trapping con-
ditions in the injection well (Fig. 7.21a), and similarly, the difference between
minimum pressures in the withdrawal (abstraction) well (from Fagerlund et al.
2013a). While the total pressure change depends also on the permeability (not
shown here), the sensitivity to different amounts of residual trapping is clear both in
the injection and withdrawal wells. Both wells can thus contribute to the estimation
of the residual trapping between the wells.

Measurement of the concentration of CO2 in the withdrawn brine allows analysis
of the amount of dissolution that occurs in the formation. For the test configuration
with active withdrawal of fluids Fagerlund et al. (2013a) found a strong correlation
between the rate of CO2 abstraction and the effective rate of CO2 dissolution in the
formation. As shown in Fig. 7.22, the correlation was linear for a wide range of
different simulation scenarios producing different groundwater flow fields and
effective total dissolution in the formation. From these modeling studies it was
therefore concluded that for the stable flow field maintained using continuous
withdrawal of fluids, the total rate of CO2 dissolution in the formation could be
inferred from measurements of abstracted CO2.

Simulations of the negligible-solubility tracer (NST) test have shown that the
enrichment of the tracer in the abstracted free-phase CO2 is directly correlated to the

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0.00 0.10 0.20 0.30 0.40

Residual sc CO2 satura on

(a) Injec on well

- 0.30

- 0.25

- 0.20

- 0.15

- 0.10

- 0.05

0.00

0.00 0.10 0.20 0.30 0.40

∆P
a

-∆
P a

, r
ef

(M
Pa

)

∆P
i

-∆
P i

, r
ef

(M
Pa

)

Residual sc CO2 satura on

(b) Abstrac on well

Fig. 7.21 a Simulated difference between the maximum pressure during the reference hydraulic
test and the hydraulic test with residually trapped CO2 in the injection well for different amounts of
residual trapping. b Similarly, difference in minimum pressures in the abstraction well. From
Fagerlund et al. (2013a)
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Fig. 7.22 Relationship between rate of CO2 abstraction and the effective total rate of dissolution
in the formation for a range of simulation scenarios producing different flow fields and dissolution
rates. From Fagerlund et al. (2013a)

Fig. 7.23 Relationship between dissolution rate of mobile free-phase CO2 and rate of tracer
enrichment in the abstracted free-phase CO2. From Fagerlund et al. (2013a)
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simulated dissolution of the mobile free-phase CO2 in the formation. This is
illustrated in Fig. 7.23 which shows the dissolution of mobile CO2 as a function of
the tracer enrichment rate defined as the amount rate of tracer abstraction above the
original injected concentration in the simulation study by Fagerlund et al. (2013a).
Combining information about the total dissolution of CO2 with dissolution of
mobile CO2, also the dissolution of residually trapped CO2 can be estimated and the
dissolution of trapped and mobile CO2 can be separated.

In the aforementioned study, this tracer method was explored by numerical
simulation for a small CO2 injection (1000 tonnes of CO2) and a relatively short test
period. This test is too short to detect a convective dissolution process. However,
with a long enough test period and favourable conditions (high permeability) to get
onset of convective mixing, this type of tracer could potentially be used also to
quantify the rate of dissolution during convective mixing.

The simulation studies of two-well CO2 injection experiments show that these
tests have the potential to quantify both residual trapping and dissolution of CO2 at
the field scale. Two-well tests will sample a larger reservoir volume and are likely
to be more influenced by geological heterogeneity as compared to single-well push–
pull tests such those of Paterson et al. (2013a, b).

The experiences from field tests such as Frio (Doughty et al. 2008; see also
Sect. 8.6) and Otway (Paterson et al. 2013a, b; Zhang et al. 2011; Myers et al. 2012)
have shown that well-instrumented small scale CO2 injections have the potential to
provide valuable information about the CO2 migration and fate in a storage for-
mation. Given the challenges to access and monitor the flow and transport processes
in kilometre-deep reservoirs, the collection of multiple different data set and data
types appear to be a vital strategy to understand the fate of the injected CO2 and
constrain estimates of CO2 migration and trapping properties. A key to the inter-
pretation of the different data sets and data types is a carefully constructed
process-based model including the flow and transport processes of interest. With
such model the different data can be jointly interpreted, different hypotheses can be
tested and inverse modeling techniques can be used to estimate model parameters
and related uncertainties.

7.5 Geomechanical Characterization

Francois H. Cornet and Victor Vilarrasa

Geomechanical characterization is an important part of any CO2 geological storage
project as understanding the stress field and the geomechanical strength of the
formation rocks is necessary in order to anticipate possible damage to formation
rocks and/or induced seismicity.

The drilling of boreholes is an essential part of the characterization program that
must be conducted before undertaking any significant large scale operation within a
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geological formation. Boreholes provide knowledge of the geometry of the various
structural elements involved as well as samples for laboratory testing.

Analysis of geomechanical properties from core samples is discussed in Chap. 6.
Samples are, however, often perturbed by the sampling process and they typically
provide a sample of the intact rock only. Boreholes provide means of comparing
results from laboratory tests to in situ field observations. In addition, boreholes
provide the opportunity for conducting in situ measurements all along the borehole
length of interest and this is very useful for ascertaining the representativity and
variability of point observations associated with laboratory tests on samples. We
concentrate here on the geomechanical characterization that may be conducted in
boreholes, either as stand-alone measurements, or in combination with results from
laboratory measurements and other logs.

The section starts with the identification of geomaterials and the characterization
of fracture fields and faults. We then discuss the determination of elastic properties
and strength characteristics of the various geomaterials. We follow up with a brief
review of techniques used for the evaluation of regional stress field from in situ tests
in boreholes, with special consideration for the specific needs of underground CO2

sequestration. Next, we proceed to discuss how in situ stress measurements may
help validate hypotheses on the rheological properties of geomaterials. We finally
conclude with a discussion of observed scale effects in rock geomechanical prop-
erties and introduce a new, still to be tested, procedure that could be used to
characterize the geomechanical characteristics of the CO2 storage formation and the
caprock. Please note that the theoretical development of the expressions for the
geomechanical relationships is given in Sect. 3.6.

7.5.1 Geomaterials, Fracture Fields and Faults

7.5.1.1 Geomaterials

We define a geomaterial as the continuous material equivalent to the various
materials that fill up volumes of rocks over which mechanical properties are con-
sidered as being uniform and may be characterized by those of a Representative
Elementary Volume (REV) (e.g. Cornet 2015, Chap. 1). Geomaterials are porous
and often multiphase, i.e. the pore space is filled by one or more liquids as well as
by gas. The solid phase itself may be very heterogeneous at scales smaller than that
of the REV. The characterization of geomaterials involves the determination of their
mineral composition (including clay content) and various fluids content, their
porosity, their density, their electrical conductivity, among other properties. This is
the domain of petrophysics and various logging techniques have been developed for
determining relevant parameters from in situ observations (see also Sect. 7.2.2). We
will hereafter assume that porosity, density, clay content are known for the various
geomaterials intersected by boreholes.
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7.5.1.2 Fracture Fields and Faults

In addition to geomaterials, great attention must be given to fracture fields and
faults. Fractures may be defined as sub-planar structures with one dimension being
orders of magnitude smaller than those in the two other directions. It is recognized
that some characteristics of fractures (such as roughness, spacing, radius,
thickness/aperture) have fractal dimensions and therefore cannot be apprehended
with the concept of Representative Elementary Volume (e.g., Brown and Scholtz
1985; Schmittbuhl et al. 1995; Bonnet et al. 2001).

If fractures are large enough to completely intersect a characterization borehole,
they are generally identified explicitly both because fractures are weakness planes
and exhibit hydraulic properties that strongly differ from those of the surrounding
geomaterial. In contrast, smaller fractures are not taken into account explicitly, but
only implicitly, through specific characteristics of the equivalent geomaterial. The
orientation of fractures (strike and dip, or dip and dip direction) is determined
through examination of borehole wall images. These borehole wall images may be
obtained either from ultrasonic televiewer logs or from electrical imaging logs.
Values for dip and dip-direction are plotted on a Schmitt stereographic projection so
as to identify fracture sets. Fracture sets are characterized by their mean direction
(two angles) and associated standard deviation, where the dispersion of data may be
characterized by a normal (Gaussian) Probability Density Function (e.g., Goodman
1989, Chap. 1; Einstein and Baker 1983; Dershowitz et al. 1998).

It should be pointed out that faults are not big fractures, but are generally made
up of a fault core (gouge) surrounded by two highly fractured zones (e.g., Sibson,
1977; Sulem et al. 2004; Micarelli et al. 2006). Faults are commonly longer than
100 m and may reach thousands of kilometers. Faults that are longer than a few
kilometers generally involve many branches (e.g., Manighetti et al. 2001; Davis
et al. 2005). Faults are ususally assimilated either to a single geomaterial with
specific material properties or to a multimaterial system that may be characterized
by combining borehole and laboratory observations (Sulem 2007; Lockner et al.
2009). The large scale geometry of faults is often identified by seismic profiles (see
Sect. 7.2 and discussion hereafter).

7.5.2 Dynamic Elastic Properties of Geomaterials
and Their Spatial Variations

Traditionally, elastic characteristics of geomaterials are measured both in the lab-
oratory by testing specimens prepared from cores and in the field by sonic logs
(e.g., Paillet and White 1982), and sometimes by vertical or oblique seismic profiles
(VSP).

Simple sonic logs involve the recording of P and S waves (i.e. the compression
and shear waves, respectively) at two different sensors situated about 30–50 cm
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from each other and at about 2–3 m away from the source. However, specific
equipment may involve multiple sources and multiple sensors for sampling different
distances between source and receivers. Further, whilst the simplest equipment
involves only arrival times detection, more sophisticated equipment delivers the
complete recording of signals for time durations long enough to cover the arrivals
of Stoneley waves after the P and S waves. Stoneley waves correspond to tube
waves; they are very sensitive to fractures and faults and their attenuation is used
sometimes as a means for measuring the hydraulic characteristics of fractures
(Hardin et al. 1987; Winkler et al. 1989). Sources used in simple sonic logs generate
essentially P waves, and the observed S waves are generated by reflections and/or
refractions through surfaces of discontinuity. More elaborated sonic tools have been
developed and operate two sources in perpendicular directions so as to generate S
waves (dipole sources).

Seismic profiles involve vibratory sources located on ground surface and three
component sensors that are coupled to the borehole casing, or directly to the rock in
open-hole sections, at regular depth intervals along the borehole Sonic logs and
seismic profiles involve the measurement of both P wave and S wave velocities and
correspond to dynamic measurements that depend on the frequency of the excita-
tion (from ten to twenty kiloHertz for sonic logs, and a few tens of Hertz for seismic
profiles). Elastic parameters derived from these observations, which involve strains
in the order of 10−6 or smaller, are generally referred to as dynamic properties.
Sonic logs are much easier to run (and also much less costly) than seismic profiles
as well as much more commonly used.

For isotropic materials, the shear modulus G and the Poisson’s ratio m are given
by

G ¼ .BVS2 ð7:5:1Þ

v ¼ 1� 2ðVS=VPÞ2
h i

=2 1� ðVS=VPÞ2
h i

ð7:5:2Þ

where VP and VS are the P and S wave velocities, respectively, and .B is the
geomaterial mean density.

Given the frequency of sonic logs (1–2 104 Hz), the wave lengths of the signals
are in the range of a few tens of centimeters, so sonic logs may detect the presence
of single fractures. For vertical or oblique seismic profiles, however, the frequency
of the signal implies much longer wave lengths (in the range of a few hundred
meters). Hence, for seismic profiles, a large number of fractures are included within
one wave length and the measured velocity is generally much slower than that
measured with sonic logs.

Elastic properties of fractures and microfissures may be characterized by a
normal and a shear stiffness (e.g., Cornet 2015, Chap. 10). When these structures
are randomly oriented in a material loaded under triaxial stress conditions, the
equivalent material becomes stiffer in the maximum principal stress direction than
in the minimum principal stress direction. This is also true for microcracks, and
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extensive work has been done to discuss the effect of stress on microfractured rocks
when they are modeled as equivalent anisotropic elastic solids (e.g., Nur 1971;
Johnson and Rasolofosaon 1996; Zatsepin and Crampin 1997; Prioul et al. 2007).
Randomly microfissured rock under triaxial stress loading conditions usually
exhibits an orthorhombic (3 axes of symmetry) anisotropic behavior which implies
9 elastic constants. As a consequence, the velocity of shear waves depends on the
relative orientation of their polarization direction with respect to that of the principal
stress direction. Hence, the propagation of shear waves in an orthotropic material
leads to the splitting into fast and slow shear waves. This phenomenon is known as
shear wave splitting, or as the birefringence of shear waves.

Because VSP’s involve much longer wave lengths than sonic logs do, they are
dependent not only on the density of the microcracks, but also on that of the natural
fractures. Experience has shown that the identification of fast and slow shear waves
in VSP’s may be used for identifying principal stress directions (e.g., Gaucher et al.
1998).

Borehole Seismic profiles are well suited for identifying major faults, not only
through the associated local variation in wave velocity but mostly because faults are
strong reflectors of both P and S waves (e.g., Place et al. 2011). VSP’s have
revealed also very useful for identifying limits between the various geomaterials
through the reflected waves generated by the corresponding material interfaces and
the various arrivals of refracted waves.

7.5.2.1 Strength Characterization

Laboratory measurements of elastic parameters involve the measurement of dis-
placements generated by the application of external loads on specially prepared
specimens loaded under uniaxial or triaxial compression conditions. The constant
loading rates used for laboratory testing varies commonly between 10−4 and
10−6 % per second so that laboratory measurements are often referred to as
quasi-static measurements. They always yield much lower elastic moduli than do
dynamic measurements, unless the minimum principal stress is very high (larger
than 100 MPa). This demonstrates that rocks are not linearly elastic and the
dependence on time implies some viscosity for the geomaterial behavior. The fact
that the discrepancy between quasi-static and dynamic properties decreases as the
minimum principal stress applied on the rock becomes larger suggests that the main
source of the discrepancy is linked to the mechanical behavior of the discontinuities
(micro-fissures and fractures). Micro-fissures and fractures also control the
“strength” of these materials, i.e., the stress conditions at which failure develops.
Hence, many investigations have been conducted for evaluating whether the dif-
ference between dynamic and quasi-static measurements may be combined with the
value of the dynamic Young’s modulus together with other parameters like the clay
content for evaluating the “strength” of the rock. Here the concept of strength refers
to the Coulomb failure criterion.
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This practice has been developed in the oil industry for the design of drilling
operations in sedimentary rocks in order to avoid borehole collapse. An extensive
review of these various empirical relationships has been proposed by Chang et al.
(2006) for estimating the Unconfined Compressive Strength (UCS) and the intrinsic
friction angle implied by the Coulomb failure criterion for sandstones, shales,
limestones and dolomite.

However, it should be kept in mind that these empirical relationships are meant
to prevent the collapse of boreholes during drilling. They do not provide “strength”
data for the safe design of long term CO2 sequestration schemes. We recommend
performing laboratory and field tests to determine the strength site specifically.

7.5.3 Regional Stress Field Evaluation

A crucial part of the design of a CO2 sequestration project is the identification of the
maximum fluid pressure that may be reached during the various injection phases.
This is required first so as not to create any hydraulic fracture within the reservoir
and second, to avoid leaks through the caprock. Another important issue is the
control of induced seismicity. This implies understanding fluid diffusion not only
within the aquifer but also in the overlying and underlying geological formations.

These various design considerations require a sound understanding of the re-
gional stress field in the caprock, the aquifer, and the underlying geological for-
mation. An efficient microseismic monitoring, during and after all main injection
phases, is required to detect any possible induced seismicity, with particular
attention to the growth direction of the microseismic cloud. Here, we only discuss
the determination of the regional stress field, i.e., the identification of principal
stress directions together with the magnitude of principal stress components for the
caprock, the aquifer and the underlying geological formations. These may be
evaluated through various techniques that we discuss below.

7.5.3.1 Stress Evaluation from Sonic Logs

The drilling of a borehole in a stressed geological material results in local stress
concentrations around the borehole up to distances equal to about 4–5 times the
borehole radius (e.g., Cornet 2015). If one of the principal stress components is
parallel to the borehole axis (often this is the vertical direction, so that the corre-
sponding principal stress magnitude is called rV ), then the two other principal stress
directions are normal to the borehole axis and are referred to as rH and rh, with the
convention rH [ rh. For such geometry, the tangential stress component, rhh at the
borehole wall is
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rhh ¼ ðrH þ rhÞ � 2ðrH � rhÞ cos h; ð7:5:3Þ

where h is the angular coordinate defined with respect to the rH direction. rhh

varies from ð�rH þ 3rhÞ in the maximum horizontal principal stress direction to
ð�rh þ 3rHÞ in the minimum principal stress direction. As pointed out above, the
elastic constants of a geomaterial depend on the stress field, and the directions of
axes of symmetry of the elastic anisotropy correspond to those of the principal
stress components, if the rock is isotropic when it is completely unloaded.

This property used in sonic logs conducted with dipole sources for identifying
both the directions and the magnitudes of the far-field principal stress components
(Lei et al. 2012). Preliminary results from field tests showed good agreement with
results from hydraulic tests. However, it should be pointed out that, currently, such
measurements are not routinely conducted.

7.5.3.2 Stress Evaluation from Borehole Wall Images
(Borehole Breakouts Orientations)

As shown by Eq. (7.5.3), the tangential stress component at the borehole wall
varies with the angular coordinate of the point under consideration and takes a
particularly simple form in terms of horizontal principal stress magnitudes for
vertical boreholes, when the vertical direction is also a principal stress direction. It
reaches its maximum value for h = p/2 and h = 3p/2, i.e., in the direction of the
minimum horizontal principal stress.

The magnitudes of the far-field principal stress components, i.e., away from the
wellbore, increase with depth, and when the tangential stress, at the wellbore wall,
reaches the compressive strength of the material, failure occurs.

Hence, when borehole wall images are available (preferentially ultrasonic
borehole images, but also electrical borehole images), zones of borehole failure
(called borehole breakouts) caused by too large far-field stress magnitudes can be
observed at two symmetrical locations. These locations are aligned with the min-
imum principal stress direction (e.g., Zoback et al. 2003).

Because the compressive strength of shales is much lower than that of lime-
stones and sandstones, borehole breakouts are first detected in these soft formations.
Some attempts have been made to extract from the width of borehole breakout the
principal stress magnitudes. It should be pointed out, however, that for some
materials, like shale or clay, the compressive strength depends on many factors
including the composition of the drilling mud. Furthermore, the drill string
assembly usually includes, at some distance above the cutting tool, so called
reamers that keep the borehole at the required shape so that borehole diameters may
not depend solely on far field stress magnitudes. Hence it is considered that
borehole breakouts are very reliable markers of the principal stress directions, but
not of the principal stress magnitudes.
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7.5.3.3 Stress Evaluation from Hydraulic Tests in Boreholes
(HF and HTPF)

The most robust method for determining in situ stresses from boreholes is by
hydraulic tests, with inflatable straddle packers that isolate portions of a borehole
(see Fig. 7.24) (Haimson and Cornet 2003). Like borehole breakouts, the method is
based on Eq. (7.5.3) that shows that the minimum tangential stress at the borehole
wall is in the direction of the far field maximum stress direction, when the borehole
is parallel to a principal stress direction. When water pressure Pw is applied to the
borehole wall, it generates at all points of the borehole wall a negative tangential
stress component equal in magnitude to the applied pressure (compressions are
reckoned positive). When the tangential stress reaches the tensile strength of the
rock, rT, a tensile rupture occurs in the direction of the maximum horizontal
principal stress (Fig. 7.24)

rhh ¼ �rH þ 3rh � Pw ¼ rT : ð7:5:4Þ

On the right panel of the figure it can be seen that, when a fluid is injected at a
constant flow rate in between the two inflatable packers, the pressure first rises
linearly. Then a peak is reached (breakdown pressure) that is classically considered to
correspond to the initiation of hydraulic fracturing. However recent work has shown
that the fracture initiates below the packers, for an interval pressure lower than the
breakdown pressure. Hence the pressure to be considered for the initiation of fracture
is that of the packer when the record of interval pressure versus time gets non-linear.

Fig. 7.24 Stress measurement by hydraulic fracturing. Left principle of the method; right typical
pressure-time record
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The fracture initiation pressure and the shut-in pressure may be used to deter-
mine both the maximum and the minimum principal stress magnitudes. For HTPF
tests (hydraulic testing on pre-existing fractures), the straddle packer is set up on a
portion of the borehole where a single pre-existing fracture exists. Then, a slow
injection of fluid into the fracture leads to its mechanical opening and the shut-in
pressure observed at the end of testing yields a direct measurement of the normal
stress applied to the fracture away from the well bore.

Combinations of HF (hydraulic fracturing) and of HTPF yield redundant mea-
surements that help constraining efficiently all the components of the stress field
away from the borehole.

7.5.4 Vertical Stress Profiles and the Characterization
of the Rheology of Geomaterials

The magnitude of all principal stress components generally increases linearly with
depth when stress measurements are conducted in homogeneous formations like
granite. But when measurements are conducted in sedimentary formations, which
are relevant for geological storage of CO2, the measured stress magnitudes are
found to depend very strongly on the nature of the materials. In particular, it is well
recognized that the magnitude of the differential stress (rH − rh) is much smaller
in soft materials, such as shale and evaporites, than in relatively stiff materials like
sandstone or limesone (e.g., Cornet and Röckel 2012).

Some attempts have been made at determining the elastic parameters of these
formations through numerical modeling (Gunzburger and Magnenet 2014). Such
modeling assumes an elastic behavior for the material over millions of years.
However, the very fact that dynamic, quasi-static and static elastic measurements
may differ markedly, as discussed in Sect. 7.5.2, clearly demonstrates that the
hypothesis of a constant value for the elastic parameters independent of time is not
valid (Gunzburger 2010).

Various attempts are presently undertaken at evaluating this time dependency
(e.g., Sone and Zoback 2014; Cornet 2015), and it is hoped that such approaches
will develop further so as to produce reliable values for time scales ranging from
thousands to tens of thousands years.

7.5.5 Scale Effects of the Mechanical Properties

As discussed above, mechanical properties of rocks are usually inferred from core
samples at the laboratory. These values may not be representative at the field scale
because of the existence of fissures, vugs, joints or fractures, which are more
deformable than the intact rock that usually constitute core samples. This is
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illustrated by the dependence of the Young’s modulus on the scale of measurement
(Fig. 7.25). Figure 7.25 displays three case studies [a cavern excavation in Estany
Gento, Spain (Ledesma et al. 1996), a gallery excavation in Hebei, China (Zhang
et al. 2006) and CO2 injection at Weyburn, Canada (Verdon et al. 2011)] in which
the Young’s modulus is measured at the laboratory from core samples (intact rock),
on a rock surface in the field with a flat jack test (meter scale on a variety of rock
conditions) and inferred from back-analysis of convergence measurements in
underground excavations or microseismicity measurements induced by CO2

injection (field scale). The results show that field scale values of Young’s modulus
are much smaller than those obtained from core samples or field tests, typically
performed in competent rock. The lower Young’s modulus values suggest that
rocks become softer for increasing scale. This reflects the fact that discontinuities,
which are much more deformable than intact rock, play a major role in the
mechanical behavior of the rock mass. Nevertheless, for the case of Hebei,
hydraulic jack tests were performed on rock surfaces of varying quality, yielding a
wide range of Young’s modulus. Therefore, the resulting Young’s modulus from
the back-analysis of the convergence measurements of a gallery excavation gave an
average value representative of the whole rock mass.

The Weyburn case study is a relevant example of scale effects on the mechanical
properties in CO2 storage. Verdon et al. (2011) presented the induced seismicity
recorded in the Weyburn CO2 Storage and Monitoring Project and built up a
representative geomechanical model of the CO2 injection. The model simulates the
changes in the effective stress field induced by CO2 injection and predicts the
generation of microseismic events. As microseismic activity is directly linked with
induced effective stress changes, it can be used to constrain geomechanical models.
The first numerical model they performed used material properties based on lab-
oratory core measurements and did not yield a good match with microseismic
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Fig. 7.25 Values of Young’s modulus as a function of scale. Three case studies of mechanical
properties determination at different scales are included. The rock results softer in back-analysis
than in core samples measurements and field tests because of the presence of an increasing number
of deformable fractures as the scale increases. The case studies refer to Estany Gento, Spain
(gneiss) (Ledesma et al. 1996), Hebei, China (andesite) (Zhang et al. 2006) and Weyburn, Canada
(limestone) (Verdon et al. 2011)
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observations. They found that an alternative model reducing the stiffness by one
order of magnitude with respect to the laboratory measurements gives a good
correlation with the observed microseismic events.

These examples illustrate that the large-scale geomechanical properties are dif-
ficult to quantify (Rutqvist 2012). To address this difficulty, Vilarrasa et al. (2013)
have proposed a field test to characterize the macroscopic mechanical properties of
the rock layers involved in CO2 storage in deep geological formations. It should be
pointed out that this test has not yet been implemented in the field and is therefore
taken here as a conceptual example to characterize the hydromechanical properties
rather than an example of how to do a field test. The proposed hydromechanical
characterization test consists in injecting water at high pressure, while monitoring
fluid pressure, rock deformation and induced microseismicity (Fig. 7.26). The
overpressure (several MPa) is proportional to the flow rate, which may become high
if the aquifer transmissivity is high. The injected water can be obtained from surface
sources, e.g., rivers or lakes. However, aquifer brine must be used if geochemical
alteration is not desired. In this case, brine should be pumped and stored at the
surface prior to the injection test and leave enough time to recover pre-pumping
pressure levels in the aquifer.

The instrumentation for the hydromechanical characterization test consists of
equipment to measure fluid pressure, vertical displacement and microseismicity.
Fluid pressure and vertical displacement measurements are taken in the injection
and observation wells, both in the aquifer and the caprock (Fig. 7.26). Fluid
pressure should be measured using pressure transducers located between two
packers to isolate an interval of the well that must be in hydraulic contact with the
rock. Temperature measurements, which can be made with a fiber-optic (see
Sect. 8.4), can be also useful to account for thermal effects if the injected water is
not in thermal equilibrium with the storage formation. Vertical displacements in
deep boreholes are not easy to measure. Alternatively, strain measurements with

Fig. 7.26 Schematic representation of the hydromechanical characterization test by Vilarrasa
et al. (2013). A sufficiently high water flow rate capable of reaching the maximum sustainable
injection pressure is injected for several hours. Fluid pressure and displacements or strains should
be monitored in the aquifer and caprock in as many places as possible (preferably in both the
injection and the observation well(s), but at least in one well)
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fiber-optic can be used. However, it is still difficult to say what deformation is being
measured because the measuring equipment will be embedded in the cement
between the casing and the rock, which are of different stiffness, and thus deform
differently. To detect and locate microseismic events of magnitudes as low as −2,
an array of geophones should be placed in the observation well at depth. The
distribution of the geophones should be carefully designed to permit distinguishing
induced microseismicity from background noise and locating hypocenters with high
accuracy (<100 m) (IEAGHG 2013). Additionally, a network of seismographs in
surface can complement the microseismicity measurements and help to localize the
events..

During the test, overpressure should be progressively increased until the elastic
limit is reached and microseismicity is triggered. The initial induced microseis-
micity still occurs in the elastic domain and can be related to the Kaiser effect
(Cornet 2012, 2016). Induced microseismic events may take place both in the
aquifer and the caprock. Since microseisms are associated with shear slip, which
opens up fractures and enhances their transmissivity, microseismicity will be
benificial if it occurs within the aquifer. Microseismicity should, however, be
avoided in the caprock as it may jeopardize caprock integrity. Thus, overpressure
should be immediately decreased if microseismic events are induced in the caprock
to avoid compromizing the caprock sealing capacity. The onset of microseismicity
in the caprock can be used as an indicator of the overpressure that must not be
exceeded during the operational stage of CO2 injection.

The characterization of the hydromechanical properties of the aquifer and the
caprock is done from pressure and displacement or strain measurements in both
rock formations. The hydraulic properties, i.e., aquifer transmissivity and storage
coefficient, can be estimated from the interpretation of fluid pressure evolution
(Cooper and Jacob 1946). The mechanical properties, i.e., Young’s modulus and
Poisson ratio, of the aquifer and the caprock can be estimated by introducing field
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Fig. 7.27 Original (dashed lines) and deformed (continuous lines) form of the aquifer and the
whole caprock when injecting a fluid in the aquifer. The uplift at the top of the aquifer generates
compression in the lower part of the caprock close to the injection well and extension far away
from it. However, extension appears in the upper part of the caprock close to the well and
compression far away from it. While the pore volume decreases where the caprock is compressed,
it increases where the caprock extends. Fluid pressure in the caprock is inversely proportional to
the volumetric strain change. Thus, fluid pressure increases where the pore volume decreases and
decreases where the pore volume increases
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measurements in dimensionless plots developed by Vilarrasa et al. (2013). These
plots include curves for overpressure and vertical displacement as a function of the
volumetric strain term obtained from a dimensional analysis of the hydromechan-
ical equations.

The reason for measuring fluid pressure in the caprock lies in the coupled
hydromechanical effect that occurs during injection. When injecting a fluid in an
aquifer, fluid pressure increases, changing the effective stress field. This produces
an expansion of the aquifer. Vertical displacement presents a shape similar to that of
fluid overpressure at the top of the aquifer, which decreases logarithmically with
distance. As a result, the caprock is also deformed (Fig. 7.27). The vertical dis-
placement does, however, become smoother at the top of the caprock, because the
caprock acts as a spring, dissipating the deformation of the aquifer. But the pressure
buildup propagation from the aquifer into the caprock is orders of magnitude slower
than that of the aquifer due to the permeability contrast between the two formations.
This means that the overpressure caused by injection only affects the first meters of
the lower part of the whole caprock. However, fluid pressure changes occur in the
whole caprock due to volumetric strain variations caused by caprock deformation
(Fig. 7.27).

The uplift at the top of the aquifer generates compression in the lower part of the
caprock close to the injection well, so fluid pressure increases. Extension appears at
the top of the caprock close to the well, which increases the pore volume and thus
fluid pressure decreases. This leads to a reverse-water level fluctuation, which is
well-documented in confined aquifers. When fluid is pumped, hydraulic heads in
adjacent aquitards rise after pumping starts (Rodrigues 1983; Hsieh 1996; Kim and
Parizek 1997). This phenomenon is known as “reverse-water level fluctuation” or
“Noordbergum effect”, because it was observed for the first time in the village of
Noordbergum, the Netherlands (Verruijt 1969). Since in CO2 sequestration a fluid
is injected, an opposite response to that observed in Noordbergum occurs, i.e., fluid
pressure drops in the upper part of caprock in the vicinity of the injection well
(Vilarrasa et al. 2010). The contrary occurs far away from the injection well, i.e.,
extension at the lower part of the caprock and compression at its top. These effects
are, however, small compared to those close to the well.
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Chapter 8
Field Injection Operations and Monitoring
of the Injected CO2

Auli Niemi, Jacob Bensabat, Peter Bergmann, Christopher Juhlin,
Alexandru Tatomir, Iulia Ghergut, Martin Sauter, Barry Freifeld,
Larry Myer, Christine Doughty, Axel Liebscher, Stefan Lüth,
Sonja Martens, Fabian Möller, Cornelia Schmidt-Hattenberger
and Martin Streibel

Abstract Monitoring the fate of the injected CO2 and possible associated effects,
such as hydro-mechanical and chemical effects in the target reservoir and its sur-
roundings, is essential for safe operation of a storage facility. In this chapter, we
shall first provide an overview of the technologies available and used for moni-
toring of CO2. We shall then proceed to describe specific methods and finally
present some important case studies that will demonstrate the use of the discussed
monitoring technologies under specific field settings.
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8.1 Background on Monitoring

Monitoring the fate of the injected CO2 and possible associated effects, such as
hydro-mechanical and chemical effects in the target reservoir and its surroundings,
is essential for safe operation of a storage facility. NETL (2012) report on ‘Best
Practices for Monitoring, Verification and Accounting of CO2 Stored in Deep
Geological Formations’ divides monitoring in three sub-groups, according to the
domain where the monitoring is taking place and defines them as follows:

Atmospheric monitoring aims at measuring CO2 density and flux in the atmo-
sphere, to detect any possible leaks. The tools that are used are optical CO2 sensors,
atmospheric tracers and eddy covariance (EC) flux measurements.

Near-surface monitoring measures CO2 and its effects in the zone ranging from
the top of the soil down to the shallow groundwater. Tools include geochemical
monitoring (in soil, vadose zone and shallow groundwater), surface displacement
monitoring tools and ecosystem stress (e.g. changes in vegetation due to increased
CO2 fluxes) monitoring tools. The latter two are commonly measured by
satellite-based remote sensing tools.

Subsurface monitoring where tools are used to detect and quantify the injected
CO2 in the subsurface, as well as the related effects of e.g. seismic activity, as well
as to detect faults and fractures. The monitoring tools include well logging,
downhole monitoring, fluid sampling including tracer analysis, seismic imaging,
high-precision gravity methods and electrical techniques.

NETL (2012) also gives thorough discussions, general as well as case-specific,
concerning these methods and their benefits and challenges. Here we will only
present the summary tables, giving the description, benefits and challenges for each
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methodology, Table 8.1 is for the atmospheric monitoring, Table 8.2 for the
near-surface monitoring and Table 8.3 for the subsurface monitoring. It should be
noted that these tables do not include monitoring in off-shore situations where
monitoring at seabed is also included, such as in the case of the Sleipner site.

Carbon Sequestration Leadership Forum (CSLF 2013) summarizes the moni-
toring techniques used in some major storage projects (Table 8.4). Inspection
shows that practically all sites monitor well-head pressure and temperature. After
that, most used are seismic surveys (2D/3D), downhole pressure and temperature
monitoring, fluid sampling and observation wells. Several sites have also seismic
downhole (VSP, Crosshole) monitoring, InSAR, soil gas sampling, and atmo-
spheric CO2 measurements. Microseismic observations and tracers are used in five
cases. Other methods are used in four or fewer of the listed projects.

International Energy Agency Greenhouse Gas Control (IEAGHG 2013) reviews
a number of test injection projects, summarizes the experiences and based on them,
gives suggestions for best practices. Data from altogether 45 small scale projects
and 43 large scale projects were compiled. The monitoring techniques used in the
small scale projects are summarized in Table 8.5. The method classification
somewhat differs from the one used by CSLF above. Inspection of the data in
Table 8.5 shows that in these smaller scale, more research oriented projects,
reflection seismic, downhole seismic, pressure logging and coring is used in 100 %
of the projects. Almost all projects (90 %) use also thermal logging, wireline
logging, geological model and reservoir modeling, and 80 % uses some type of
geochemical analysis. These are followed by groundwater monitoring (70 %),

Table 8.1 Summary of atmospheric monitoring techniques (adapted from NETL 2012)

Monitoring
Technique

Description, benefits, and challenges

Optical CO2

sensors
Description: sensors for measurement of CO2 in air

Benefits: relatively inexpensive and portable

Challenges: difficult to distinguish release from natural variations and to
provide continuous measurements over large areas

Atmospheric
tracers

Description: natural and injected chemical compounds monitored in air to
detect CO2 released to the atmosphere

Benefits: used as a proxy for CO2, when direct observation of a CO2

release is not adequate. Also used to track potential CO2 plumes

Challenges: In some cases, analytical equipment is not available onsite,
and samples need to be analyzed offsite. Background/baseline levels need
to be established

Eddy covariance Description: flux measurement technique to measure atmospheric CO2 at a
specified height above the ground surface

Benefits: can provide continuous data, averaged over both time and space,
over a large area.

Challenges: specialized equipment and robust data processing required.
Natural variability in CO2 flux may mask the signal
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Table 8.2 Summary of near-surface monitoring techniques (adapted from NETL 2012)

Monitoring technique Description, benefits, and challenges

Geochemical monitoring in the
soil and vadose zone

Description: sampling of soil gas for CO2, natural
chemical tracers, and introduced tracers. Measurements
are made with sensors inserted into the soil and/or with
opaque flux accumulation chambers placed on the soil
surface

Benefits: soil-gas measurements detect elevated CO2

concentrations above background levels and provide
indications of releases. Tracers aid in identification of
native versus injected CO2. Opaque flux chambers can
quickly and accurately measure local CO2 fluxes from
soil to air

Challenges: significant effort for null result. Relatively
late detection of release. Considerable effort is required
to avoid cross-contamination of tracer samples. Flux
chambers provide measurements for a limited area

Geochemical monitoring of
shallow groundwater

Description: geochemical sampling of shallow
groundwater above CO2 injection zone to demonstrate
integrity of freshwater formations. Chemical analyses
may include pH, alkalinity, electrical conductivity,
carbon, hydrogen, oxygen, and tracers

Benefits: mature technology, samples collected with
shallow monitoring wells. Early detection may be
possible

Challenges: significant effort for null result. Carbon
isotopes are difficult to interpret due to complex
dynamics of carbonate dissolution in shallow formations

Surface displacement monitoring
(includes remote sensing)

Description: monitor surface deformation caused by
reservoir pressure changes associated with CO2

injection. Measurements made with satellite-based radar
(SAR/InSAR) and surface- and subsurface-based
tiltmeters and GPS instruments. Data allow modeling of
injection-induced fracturing and volumetric change in
the reservoir

Benefits: highly precise measurements over a large area
(100 km � 100 km) can be used to track pressure
changes in the subsurface associated with plume
migration. Tiltmeter technology is mature, and has been
used successfully for monitoring steam/water injection
and hydraulic fracturing in oil and gas fields. GPS
measurements complement InSAR and tiltmeter data

Challenges: InSAR methods work well in locations with
level terrain, minimal vegetation, and minimal land use,
but must be modified for complex terrain/varied
conditions. Tiltmeters and GPS measurements require
surface/subsurface access and remote data collection

(continued)
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Table 8.3 Summary of sub-surface monitoring techniques (adapted from NETL 2012)

Monitoring technique Description, benefits, and challenges

Well logging tools Description: mature technology used to monitor the wellbore
and near-wellbore environment. Logs include porosity,
density, acoustic, optical, gamma ray, resistivity imaging,
borehole diameter logging, and pulsed neutron capture

Benefits: easily deployed technology used to detect wellbore
release and changes in near-wellbore fluid or formation
composition

Challenges: area of investigation limited to near the wellbore.
Sensitivity of tool to fluid change may vary. Some tools are
not sensitive to dissolved or mineralized CO2. Workover
fluids may affect log results

Downhole monitoring tools Description: technology used to monitor CO2 injection,
reservoir conditions, wellbore conditions, CO2 breakthrough
at observation wells; also used to differentiate between CO2

and brine

Benefits: indirect and direct measurements of CO2 transport.
Pressure sensors useful for monitoring wellbore mechanical
integrity and detecting CO2 releases. Downhole temperature
monitoring data could be used as inputs for history-matching
simulation models. Flow meters monitor fluid flow conditions
throughout the injection site

Challenges: sensors need to have little drift over a long time
span. Sensors and meters require specific calibrations to
conform to regulations

Subsurface fluid sampling
and tracer analysis

Description: technology used to monitor changes in the
composition of fluids at observation wells and for
characterizing CO2 transport, reactions, dissolution, and
subsurface dispersion

Benefits: Provides information on fluid geochemistry, CO2

transport properties, and CO2 saturation to estimate mass
balances and distribution of CO2 in the subsurface

Challenges: cannot image CO2 migration and release directly.
Only near-well fluids are measured

(continued)

Table 8.2 (continued)

Monitoring technique Description, benefits, and challenges

Ecosystem stress monitoring
(includes remote sensing)

Description: satellite imagery, aerial photography, and
spectral imagery are used to measure vegetative stress
resulting from elevated CO2 in soil or air

Benefits: Imaging techniques can cover large areas.
Vegetative stress is proportional to soil CO2 levels and
proximity to CO2 release

Challenges: Detection only possible after sustained CO2

emissions have occurred. Shorter duration release may
not be detectable. Natural variations in site conditions
make it difficult to establish reliable baseline. Changes
not related to CO2 release can lead to false positives
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atmospheric monitoring and observation well (60 %). Clearly different from the
projects summarized in Table 8.4 that also includes large-scale industrial projects,
none of these smaller test injections used InSAR according to this survey.
The IEAGHG also gives a full list of monitoring techniques, but does not specify
their use in various projects. The full list of individual monitoring techniques can be
found on IEAGHG CO2 Monitoring Technique Data Base.

In the following chapters we will discuss in more detail some essential moni-
toring techniques (Sects. 8.2, 8.3 and 8.4) as well as case studies, including
monitoring experiences from some major large scale industrial projects (Sect. 8.5)

Table 8.3 (continued)

Monitoring technique Description, benefits, and challenges

Seismic methods Description: reflection seismic uses acoustic properties of
geologic formations and pore fluids to image geologic layers
and plume migration in the subsurface. Passive seismic
detects microseismic events in the subsurface and can provide
information on fluid movement in a formation

Benefits: reflection seismic is useful for time-lapse monitoring
of a CO2 plume, and possibly for out-of-zone CO2 migration
indicating a release. Borehole seismic (crosswell, VSP)
surveys can provide high-resolution imaging of the plume
near the wellbore. Passive seismic can be used to detect
natural and induced seismicity, to map faults and fractures in
the injection zone and adjacent horizons, and to track the
migration of the fluid pressure front during and after injection

Challenges: geologic complexity and a noisy recording
environment can degrade or attenuate surface seismic data.
Two-dimensional seismic surveys may not detect out-of-plane
migration of CO2. Borehole seismic methods require a
wellbore for monitoring, and careful planning is required to
integrate these with other surveys. Microseismic monitoring
detects fracturing and faulting events that may result from
CO2 injection, but a comprehensive knowledge of reservoir
geomechanical properties is needed to properly interpret these
events

Gravity Description: use of gravity to monitor changes in density of
fluid resulting from injection of CO2

Benefits: fluid density changes due to CO2 releases or CO2

dissolution can be detected, unlike seismic methods, which do
not identify dissolved CO2

Challenges: limited detection and resolution unless
gravimeters are located just above reservoir, which
significantly increases cost. Noise and gravity variations
(tides, drift) need to be eliminated to interpret gravity
anomalies due to CO2
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as well as small-scale, more scientifically motivated projects Frio and Ketzin (Sects.
8.6 and 8.7).

8.2 Geophysical Methods

Peter Bergmann and Christopher Juhlin

8.2.1 Overview of Geophysical Methods

Geophysical methods allow for imaging of physical subsurface properties and
provide an opportunity for the monitoring of geological CO2 storage. The objective
of any geophysical site monitoring is the development of a baseline model and
following changes within it in space and time. Comprehensive site models contain
information about the present geometrical structures and composition, such as rock
types and pore fluids. Since these models are always simplified representations of
reality, they also contain inherent uncertainties.

In order to correctly describe the evolution of these models, they continuously
need to be updated with elementary models that are provided by individual survey
techniques. This implies that a combination of different geophysical methods are a

Table 8.5 Monitoring technologies used in 18 small-scale projects in saline aquifers as
summarized by IEAGHG (adapted from IEAGHG 2013)

Monitoring
technology

Percentage of projects
using

Monitoring
technology

Percentage of projects
using

Downhole seismic 100 Thermal logging 90

Groundwater
monitoring

70 Wireline logging 90

Soil monitoring 40 Observation well 60

Atmospheric
monitoring

60 Geochemical 80

Biological
monitoring

20 InSAR 0

Tracer analysis 40 Reservoir
modeling

90

Electromagnetic 20 Coring 100

Gravity 0 Reflection
seismic

100

Pressure logging 100 Geological model 90
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prerequisite for monitoring the different properties of the models at a (as broad as
possible) range of scales. Consequently, monitoring of geological CO2 storage
requires integrated multi-method concepts to allow for comprehensive site
descriptions.

A vast number of reported studies underlines the capabilities of geophysical
methods for subsurface monitoring. Although most of these studies have been
carried out for near-surface hydrogeological purposes or hydrocarbon production,
they are of great relevance for CO2 storage monitoring since many of their
methodical and practical aspects are similar. In addition, there are also a number of
studies which address CO2 storage monitoring in particular. The majority of these
studies are based on ongoing/completed CO2 injection projects, such as those
located in Norway (Sleipner and Snøhvit), Canada (Weyburn), USA (Frio),
Australia (Otway), Japan (Nagaoka), and Algeria (In Salah) and Germany (Ketzin).

These projects are located in diverse environments, concerning factors such as
storage depth, reservoir system, reservoir use, pressure and temperature conditions.
This variability also results in that different combinations of geophysical methods
have been used for monitoring, most of which include seismics and borehole
logging, but also electromagnetics and gravity surveying (e.g. Michael et al. 2010).
All of these methods provide a certain range of resolution and sensitivity, under-
lining the importance of using a combination of methods. There are also cases
where geophysical methods do not deliver sufficient information or even fail.
Therefore, several research initiatives have been initiated (e.g. SACS, CO2STORE,
IEAGHG Monitoring Network, CASTOR, CO2GeoNet, CO2ReMoVe, CO2

Capture Project) in order to compile the gained experiences into best-practice
guidelines and to support the definition of regulatory frameworks. Interestingly,
these initiatives consistently agree on that monitoring is indeed site-specific, but
that is it always needs to be comprised of multi-method geophysical programs.

In this review we focus on two geophysical methods, seismic and geo-electric.
Other methods, such as electromagnetic, gravity, passive seismic and InSar, may
also be used, but currently it is mainly seismic and geo-electric methods that are
being applied at CO2 storage sites and, therefore, the focus is on these. Even within
the fields of applied seismic and geo-electric there is significant research ongoing.
The use of sparser arrays to reduce costs, permanent sources and sensors, active
seismic interferometry, downhole methods (including fibreoptics) and advanced
processing methods are all being tested and their use should eventually provide
higher resolution images or allow larger volumes to be investigated without
increased cost. Faults and other features can potentially be mapped in greater detail
and better geological models produced. The ability to repeat measurements on
shorter time scales than what is commonly done with, for example, 3D reflection
seismic surveys may also help to better understand CO2 plume evolution and allow
better integration of geophysical results with hydrogeological modeling. However,
in the present review we have chosen to focus on the basic principles behind
seismic and geo-electric methods that are currently being employed. Furthermore,
we refer to the Ketzin site (see Sect. 8.7) to illustrate how changes in physical
properties will influence the geophysical response. Note that all CO2 storage sites
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will most likely have site specific rock properties and that thorough investigations
are required before making predictions on the seismic and geo-electric response at
an individual site to CO2 injection.

8.2.2 Seismic Methods

8.2.2.1 Theory

The basis of the reflection seismic method is the controlled activation and mea-
surement of elastic wave fields. Waves which are reflected back to the surface
convey information about geologic structures, since the reflections are due to dis-
continuities in elastic parameters (Fig. 8.1). Wave field properties that are valuable
in this context are travel time, amplitude, frequency content, and phase. In the
following, the focus will be on the amplitude, because it is the most important
property that is monitored in time lapse surveys.

Assume that a compressional wave (P-wave) hits a layer with the wavefront
perpendicular to the boundary (normal incidence, h = 0 in Fig. 8.1), the amplitude
coefficients for reflection and transmission are given by (e.g. Kearey et al. 2002)

R ¼ V2q2 � V1q1
V2q2 þV1q1

T ¼ �2V1q1
V2q2 þV1q1

ð8:2:1Þ

Here, V1, V2 and q1, q2 denote the P-wave velocities and densities in the upper and
lower layer, respectively. In this nomenclature, the wave is propagating from within
the first layer towards the second layer. The normal incidence assumption implies
that a source and a receiver are located on the surface of the first layer at identical
position (zero-offset). The receiver will then measure the amplitude of the reflected
wave at the zero-offset two-way-traveltime (TWT), which corresponds to the wave
propagating forward and backward along the same ray path.

Typically, seismic acquisition is performed at finite offset (h 6¼ 0 in Fig. 8.1),
which gives rise to two implications: First, forward and backward propagation of a
reflected wave will occur along different ray paths. Consequently, the travel time

Fig. 8.1 Schematic illustration of a wave propagating from a source location S to a receiver
location R after being reflected at an interface. A0 denotes the amplitude of the wave impinging the
interface. R(h) and T(h) denote the proportions of A0 that are reflected and transmitted,
respectively
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will likely differ from that of a zero-offset ray. Assuming an isotropic medium with
horizontal or moderately dipping layers, the onset time of a reflection will be
increasing with increasing source-receiver offset. The offset-traveltime relation can
then be approximated by hyperbolic functions which define the normal moveout
(NMO) of the reflection onsets (Yilmaz 2001). Secondly, acquisition at finite offsets
leads to reflections at non-normal incidence, which makes it necessary to consider
R for an arbitrary angle of incidence h. Most often, such a case leads to conversion
of P-waves to (vertically polarized) shear waves (S-waves), which implies an
equation system that requires knowledge of the P-wave velocities in the upper and
lower layers (Vp1, Vp2) and the respective S-wave velocities (Vs1, Vs2) in order to
calculate the reflection and transmission coefficients. The reflection and transmis-
sion angles are determined by Snell’s law. Respective amplitudes are specified by
the Zoeppritz equations (Zoeppritz 1919), which can be derived from the require-
ment of continuity of displacement and stress at the reflecting interface. Application
of the Zoeppritz equations has now become common practice to analyze for
so-called amplitude-versus-offset (AVO), or amplitude-versus-angle (AVA),
responses to quantitatively assess the elastic properties of the media (Castagna and
Backus 1993). Due to the inherent complexity of the Zoeppritz equations, a number
of approximations have been introduced to allow for more convenient calculations
(e.g. Aki and Richards 1980; Bortfeld 1961; Shuey 1985; Wang 1999). Aki and
Richards (1980) presented the following 3-term approximation for layers with small
contrasts in elastic properties (see Mavko et al. 2003).

Rpp hð Þ � AþBsin2 hð ÞþCtan2 hð Þsin2 hð Þ ð8:2:2Þ

In the following, only the P-wave reflection from an incident P-wave is dis-
cussed, the most common seismic wave that is recorded, and which is indicated by
the notation Rpp. The angular reflection coefficients A, B and C are (Mavko et al.
2003)

A ¼ 1
2

DVp

Vp
� � þ Dq

qh i

 !
ð8:2:3Þ

B ¼ 1
2
DVp

Vp
� �� 2

Vs

Vp

� �2 Dq
qh i þ

DVs

Vsh i
� �

ð8:2:4Þ

C ¼ 1
2
DVp

Vp
� � ð8:2:5Þ

with the following contrasts and averages across the interface

DVp ¼ Vp2 � Vp1 Vp
� � ¼ Vp1 þVp2

2
ð8:2:6Þ

392 A. Niemi et al.



DVs ¼ Vs2 � Vs1 Vsh i ¼ Vs1 þVs2
2

ð8:2:7Þ

Dq ¼ q2 � q1 qh i ¼ q1 þ q2
2

ð8:2:8Þ

A, B and C can be interpreted in terms of different angle ranges (Castagna and
Backus 1993). The term A dominates at small angles (near-offsets) and approxi-
mates, again assuming small contrasts, the normal-incidence reflection coefficient
(Mavko et al. 2003). The terms B and C dominate at intermediate and large angles
(near the critical angle), respectively. In practice, C is often neglected, since
common acquisition geometries provide reflection data mostly at small and inter-
mediate angles. This leads to a linearized form of the equation, in which A is the
so-called AVO intercept and B the AVO gradient.

Practical AVO analysis is most commonly carried out by crossplots of A and B,
which are used to analyze background trends and search for deviations from them
(Ross 2000). For example, the reservoir sandstone where CO2 is stored at Ketzin
shows lower wave velocities and density than the caprock mudstones (Norden et al.
2010), a fact that leads to a negative AVO gradient and a negative AVO intercept.
This is also illustrated by the single interface reflection coefficients in Fig. 8.2.
However, it is important to recognize that the Ketzin reservoir is of sub-wavelength
thickness, which generally poses additional implications on the normal incidence
amplitude (e.g. Gochioco 1991; Meissner and Meixner 1969; Widess 1973) and the
AVO response (e.g. Bakke and Ursin 1998; Juhlin and Young 1993; Liu and
Schmitt 2003). For instance, if the contrasts in elastic properties of reservoir and
surrounding rocks increase the main assumption of the AVO equation becomes
increasingly invalid. Moreover, the AVO response cannot adequately be approxi-
mated by the superposition of the reflections off the top of the layer and off the
bottom of the layer only. In such a case interbed multiples and conversions also
have to be taken into account (Meissner and Meixner 1969). Based on the Ketzin
reservoir model of Kazemeini et al. (2010), Fig. 8.2 illustrates the difference in the
AVA response for the reservoir represented by a single boundary and a
sub-wavelength layer.

8.2.2.2 Seismic Rock Physics

Seismic wave velocities are governed by the elastic moduli of the rocks they
propagate through and their density. The elastic moduli and densities correspond to
the whole rock and depend both on the rock matrix properties as well as the
properties of the fluids or gases filling the pore space. P-wave (Vp) and S-wave (Vs)
velocities are governed by the bulk modulus, K, the shear modulus, G, and the
density.
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Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kþ 4

3G

q

s
ð8:2:9Þ

Vs ¼
ffiffiffiffi
G
q

s
ð8:2:10Þ

The bulk modulus is defined by the relative volume change caused by an
omni-directional confinement pressure. The shear modulus is defined by the relative
shear displacement when a shear force is applied (e.g. Lay and Wallace 1995). As
there is no restoring force for liquids and gases, their shear modulus is zero.

Fig. 8.2 Modeled AVA reflectivity of a thin layer with Ketzin reservoir parameters after
Kazemeini et al. (2010) as input model. a The input model comprises a single layer representing
the reservoir. Modeling was performed with the input model before CO2 injection (values without
brackets) and after CO2 injection (bracketed values). b AVA response of the reservoir top as a
single interface and as a layer of 10 m thickness. Thin layer amplitudes were computed with the
method of Juhlin and Young (1993) using the 50 Hz Ricker wavelet shown in a. Computations
include first-order multiples and conversions, and use the Aki-Richards approximation after Guy
et al. (2003). c, d Modeled AVA response of the 10 m layer for the 50 Hz Ricker wavelet. Note
that the traces in a, c, d are drawn to the same amplitude scale
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Injection of CO2 into porous reservoir rock containing saline fluids will result in
the replacement of some of the saline fluid by CO2. The injection will also increase
the pressure in the reservoir. Leakage from a deeper storage formation to shallower
levels will result in similar changes in reservoirs at shallower levels. The replace-
ment of saline fluid by CO2 is referred to as fluid substitution and there are two
models for how this replacement affects seismic velocities. These are the uniform
saturation model (Gassmann 1951) and the patchy saturation model (Mavko et al.
2003). In both models only the bulk modulus and the density will change due to the
replacement of fluid by gas, while the shear modulus is unaffected. This implies that
there is very little change in the S-wave velocity when CO2 is injected into the
reservoir, but there will be large changes in the P-wave velocity. However,
increased pore pressure in the reservoir caused by the injection will result in a
decrease in the effective stress and thereby a decrease in both the bulk and shear
modulus of the rock. This difference in behavior between changes in gas saturation
and pore pressure can potentially be monitored with seismic methods (e.g. Landrø
2001).

The uniform saturation model gives the following change in bulk modulus
(Gassmann 1951):

Kuni ¼ Kd þ
1� Kd

Km

� �2
U
Kf

þ 1�U
Km

� Kd
Km2

; ð8:2:11Þ

where K is the bulk modulus of a rock saturated with a frictionless fluid of bulk
modulus Kf, Kd is the frame bulk modulus (air-saturated rock), Km is the matrix bulk
modulus of the same rock, and U is the porosity.

The bulk modulus Kf of a water/CO2 mixture after the rock is flooded with CO2

can be calculated using Wood’s equation (Wood 1941),

1
Kf

¼ Sw
Kw

þ 1� Sw
KCO2

; ð8:2:12Þ

where Kw and KCO2 are, respectively, the bulk moduli of brine and CO2, and Sw is
the brine saturation fraction. Wood’s equation is based on the uniform stress
assumption for fluid mixtures.

On a fine scale, the Gassmann model assumes homogeneous mixing of both
phases. However, if mixing is heterogeneous on a coarse scale, a passing wave
causes local pore-pressure differences. Assuming that the mixing can be described
by geometric patches, which themselves are homogeneously saturated, there will be
pressure exchange between nearby patches (Mavko et al. 2003). On a larger scale,
wave-induced pore-pressure differences should average to an equilibrated value. At
a seismic wave frequency f, these pore pressure heterogeneities will equilibrate for
scales smaller than the critical diffusion length Lc (Mavko et al. 2003):
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Lc �
ffiffiffiffiffiffiffi
kKf

f g

s
ð8:2:13Þ

with k denoting the rock permeability and η the fluid viscosity. If the patches are
sufficiently small (<Lc), the pore-fluid mixture can be represented by a single
effective fluid, which is then considered to be uniformly saturated. If the patches are
larger than Lc spatial fluctuations will tend to persist during the passage of seismic
waves, a state which is referred to as non-uniform or patchy saturation (Mavko and
Mukerji 1998). Patchy saturation can for example be caused by “fingering” of
pore-fluids, which might result from spatial variations in wettability, permeability
or shaliness (Asveth 2009). Yet, it is possible to describe the individual patches by
separate Gassmann models.

The patchy saturation model gives the following change in bulk modulus via the
Hill equation (Berryman and Milton 1991; Hill 1963):

Kpat ¼ 1
Sw

K0 þ 4
3G

þ 1�Sw
K100 þ 4

3G

� 4
3
G; ð8:2:14Þ

where K0 and K100 are the whole rock bulk moduli for 0 % CO2 saturation and
100 % CO2 saturation, respectively. In both the uniform and patchy models the
density of the saturated rock is given by

q ¼ qd þUqf ; ð8:2:15Þ

where q and qd are, respectively, the fluid-saturated and dry densities of the rock,
and qf is the pore fluid’s density. For a mixture composed of water and CO2 it is
determined with an arithmetic average of the separate fluid phases:

qf ¼ Sw � qw þ SCO2 � qCO2
; ð8:2:16Þ

where qf is the mixture density, qW and qCO2
, and SW and SCO2 are, respectively,

the densities and volume fractions (saturation) of water and CO2.
Values for the different parameters can either be determined through lab

experiments or by theoretical formulas. An online program to calculate fluid
properties based on Batzle and Wang (1992) is available at:

www.crewes.org/ResearchLinks/ExplorerPrograms/FlProp/FluidProp.htm
Changes in P-wave and S-wave velocities due to a pore pressure increase may be

modeled with second order curves with empirical constants to be determined
(Landrø 2001).

DVp ¼ laDPþmaDP
2	 

Vp ð8:2:17Þ

DVs ¼ lbDPþmbDP
2	 

Vs ð8:2:18Þ
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For a hypothetical leak from reservoir depth with accumulation of CO2 at 300 m
depth into a high porosity sandstone the velocities as a function of CO2 saturation
for the uniform and patchy models are plotted in Fig. 8.3 Note the large difference
predicted for velocity depending upon which model is assumed. Note also that the
S-wave velocity only increases slightly in both models, due to the decrease in
density as CO2 enters the rock. A similar plot for an increase in pore pressure is
shown in Fig. 8.4. Note that at 300 m depth pore pressure changes more than
2 MPa are unlikely without fracturing the formations. At greater depth, pore
pressure changes due to injection can be significant without fracturing the
formations.

8.2.2.3 Time-Lapse Seismics

Reflection seismic based time-lapse methods are the heart of all geophysical
monitoring methods in sedimentary environments and, therefore, a very brief
outline of reflection seismic processing is given here. Typical processing proce-
dures comprise three main steps: (1) data preprocessing, (2) stacking, and
(3) seismic migration (e.g. Yilmaz 2001). (1) The preprocessing aims to extract the

Fig. 8.4 P-wave and S-wave
velocities as a function of
increased pore pressure

Fig. 8.3 P-wave and S-wave
velocities for the uniform and
patchy saturation models for a
30 % porosity sandstone at
300 m depth
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relevant reflections out of the acquired seismograms. Common preprocessing steps
are the muting and suppression (filtering) of undesired signals, deconvolution, and
amplitude restoration. A further important step is the application of static correc-
tions, which will be explained in more detail below. (2) Seismic stacking comprises
resorting of traces into gathers and summation along time-offset trajectories which
are defined by velocity model estimations. Most commonly, the traces are resorted
into common-midpoint (CMP) gathers. Then, NMO corrections are applied on the
basis of velocities that are extracted from velocity analyses in the CMP domain.
These velocity analyses are typically carried out in alternation with residual static
corrections until the velocity models sufficiently remove the NMO (Yilmaz 2001).
Stacking is then completed with the summing of the NMO-corrected traces that
belong to the same CMP gathers (Mayne 1962). The number of traces within a
CMP gather is termed the fold, which is an indicator of the signal-to-noise
improvement that can be obtained in the stacking procedure. Aside from the CMP
stack there are also alternative stacking procedures, such as the methodically related
common-reflection-element (CRE) stack (Gelchinsky 1988), multifocusing stack
(Gelchinsky et al. 1999), or common-reflection-surface (CRS) stack (Jäger et al.
2001). (3) Seismic processing is typically finalized by migration which intends to
relocate reflected energy to its true (temporal or spatial) position of origin. Seismic
migration generally aims to overcome mis-positioning (e.g. image angle of dipping
reflectors) and can be applied in the pre-stack or post-stack domain (see, e.g. Biondi
2006; Yilmaz 2001). In the latter case, migration is typically carried out in con-
junction with dip-moveout (DMO) corrections before stacking, which then
resembles a pre-stack migration scheme (Deregowski 1986).

The general objective of seismic processing is to modify acquired data into
images that can be used for interpretation of subsurface structures. On this basis,
time-lapse seismic aims for the detection of changes in the seismic response of the
sub-surface by means of repeated data acquisition and processing. There are several
metrics which are used to quantify the repeatability of seismic surveys, with the
normalized-root-mean-square amplitude difference (NRMS) of (Kragh and Christie
2002) being the most commonly used. The NRMS of two traces a and b is given by

NRMS ¼ 100%
RMS a� bð Þ

0:5 RMS að ÞþRMS bð Þð Þ ð8:2:19Þ

The NRMS measure ranges from 0 % for identical traces to 141 % for randomly
uncorrelated traces, and up to 200 % for 180° out of phase traces (amplitude
reversal). It is very sensitive to small changes between the two input traces, whether
it is in the amplitude or phase (Domes 2010).

Beyond the impact of noise, there are a number of practical challenges to
time-lapse seismic. In the case of onshore surveying, unforeseen acquisition
obstacles usually occur. Although the fold reduction caused by these obstacles can
be compensated for by relocating source and receiver locations (e.g. acquisition of
data that will be binned into the same CMP bin at different offsets), a reduced
experimental reproduction inevitably remains. Furthermore, wavelet reproducibility
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may be limited. This is not only a matter of source technology, but also of
source-ground coupling and changes in near-surface velocities (Kashubin et al.
2011). These complications need to be handled by cross-equalization of the fre-
quency and phase characteristics (wavelet matching).

In addition, the seismic response also senses pressure changes (Eberhart-Phillips
et al. 1989; Todd and Simmons 1972). It is obvious that time-lapse seismic inter-
pretation for monitoring CO2 injection must take this into consideration. In this
context, Landrø (2001) introduced a method for discriminating the fluid and
pressure response in time-lapse seismic data by exploiting the AVO response.

8.2.3 Geoelectric Methods

The geoelectric method, here also referred to as Electrical Resistivity Tomography
(ERT), uses artificial electrical currents to investigate the distribution of electric
resistivity within the subsurface. It serves as a complementary method to seismic
methods, and its application to CO2 storage monitoring is motivated by the
expected change in rock resistivity when electrically well conductive brine is
substituted by insulating CO2 (Christensen et al. 2006; Nakatsuka et al. 2010).

8.2.3.1 Theory

Geoelectrics uses diffusive electric fields, as opposed to propagating wave fields as
in most seismic applications, which obey Poisson’s equation (e.g. Telford et al.
1990)

r � 1
q
rU

� �
¼ �Id ~r �~rsð Þ ð8:2:20Þ

It entails that electric current flow, I, is determined by the spatial arrangement of
electrical sources (and sinks) as well as the distribution in electric resistivity q. Both
factors specify the electric potential /, to which the gradient of the current flow
aligns. The right hand side of the equation places an infinitesimal source (repre-
sented by Dirac’s delta) at rs, releasing an electric current I. If this source would be
located on a perfectly uniform half-space with a resistivity of q0, the potential
would be given by

U ~rð Þ ¼ I
q0

~r �~rsj j ð8:2:21Þ

A combination of current sources can be given by the superposition of their
individual potential distributions. Due to the conservation of electric charge, the
practical field experiment is typically carried out by a current circuit, which is
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realized through a pair of current electrodes (A and B). An additional pair of
potential electrodes (M and N) are used to measure spatial differences in /, i.e. the
electric voltage U. This so-called four-point layout is schematically illustrated in
Fig. 8.5.

Geoelectric surveying is commonly performed by using multiple pairs of current
electrodes and voltage electrodes with an aim to achieve a dense sampling of the
imaging target. From the injected current I and the measured voltage, U, a resitance,
R, can be calculated. This resistance has a strong dependence on the geometrical
arrangement of the electrodes. Using a uniform half-space again, it is possible to
compute geometrical correction factors, k, which convert readings of R into ap-
parent resistivity values qapp by

k
U ~r2ð Þ � U ~r1ð Þ

I
¼ k

U
I
¼ kR ¼ qapp ð8:2:22Þ

The apparent resistivity represents a weighted mean of the actual resistivity
distribution q(r). For ERT, the apparent resistivities provide the starting point for
assessing the earth’s true resistivity by means of inverse procedures. If the elec-
trodes are placed on the surface, the geometric factor k is (e.g. Kearey et al. 2002)

k ¼ 4p
1
AM

� 1
AN

� 1
BM

þ 1
BN

ð8:2:23Þ

For current injections below the surface, e.g. electrodes in wells, the positions of
the mirrored current electrodes A′ and B′ also have to be taken into account

Fig. 8.5 Schematic illustration of a four-point electrode arrangement after Lange (1997). Current
flow lines (solid) and equipotential lines (dashed) are given for a two-layer case with higher
resistivity in the first layer
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k ¼ 4p
1
AM

þ 1
A0M

� 1
AN

þ 1
A0N

� 1
BM

þ 1
B0M

� 1
BN

þ 1
B0N

ð8:2:24Þ

8.2.3.2 Geoelectric Rock Physics

Electrolytic ion transport is the most efficient conduction mechanism in fluid-filled
sedimentary materials, in particular for those which are filled with highly saline
brines. The efficiency of the ion transport is determined by the ion concentration in
the fluid and the connectivity of the pores (Kirsch 2006). To first-order, porous
sediments can be viewed as a composite system comprising the mineral matrix and
the pore space. Similarly to the previous discussion, the pore-space may be filled
with brine or CO2 or a mixture of both. Since the electrical resistivity of most
matrix-building minerals is high, their contribution to electric current flow is gen-
erally neglected. Using this assumption, the empirical Archie equation (Archie
1942) specifies the rock resistivity q with regard to the CO2 saturation SCO2 as

q ¼ Aqw
/m 1� SCO2ð Þn ð8:2:25Þ

where / now denotes the rock porosity and qw the resistivity of the initially present
brine. The porosity exponent m reflects the pore geometry, compaction and insu-
lation effects due to possible pore-space cementation. The saturation exponent
n accounts for the presence of non-conductive fluid in the pore space. The factor
A reflects the current component being conducted through the matrix. Since A, m,
and n are purely empirical parameters, they need to be determined on an experi-
mental or statistical basis. In situations where such a basis is not given, estimates
often have to be made from literature values. For instance, the saturation exponent
n is reported to be in the range of 1.715 for unconsolidated sediments up to 2.1661
for sandstones (Lee 2011). The porosity exponent m is reported to vary between 1.8
and 2.1 for sediments (Waxman and Thomas 1974).

Archie-based resistivity models make two crucial assumptions: First, the
pore-space mixture of brine and CO2 is substituted with a virtual equivalent fluid.
Electric current flow, however, is affected by complicated geometrical considera-
tions, such as shape and connectivity of the pores and the spatial distribution of
these fluids within the pores. For example, Han et al. (2009) reported for fluid
saturations <0.2, that the resistivity measured on clay-free sandstone can be notably
lower than that predicted by Archie’s law. They attributed this observation to liquid
films that cover the rock grains and maintain considerable electric current flow even
for very low fluid saturations. Secondly, the Archie equation assumes that electric
current flow takes place solely within the pore-space. This is a severe simplification,
because most sedimentary materials are also composed of conductive minerals,
such as clay.
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Impact of Clay Content on Rock Resistivity

Electric resistivity in clay-bearing geologic materials has been often studied (e.g.
(Butler and Knight 1988; De Witte 1955; Poupon et al. 1954; Waxman and Thomas
1974) and various methods have been proposed to correct for the effect of clay on
the formation resistivity (for an overview in the context of shaley sands see
Worthington 1985). Frohlich and Parke (1989) extended the Archie equation to a
parallel connection of the pore-space resistivity and the clay-related resistivity qs

1
q
¼ /m 1� SCO2ð Þn

A
1
qw

þ 1
qs

ð8:2:26Þ

In fact, qs is also dependent on the clay content, cc, for which Rhoades et al. (1989)
presented an empirical calibration (that yields qs in Ohmm)

1
qs

¼ rs ¼ 20:3cc� 00:021 ð8:2:27Þ

The Ketzin site can be used as an example of applying the Archie model as well
as the Frohlich and Parke model to make first-order resistivity descriptions of the
reservoir. Using an average clay content of about 20 % (Norden et al. 2010) within
the reservoir units and assuming a porosity of 30 % a surface resistivity of 22.8 X is
obtained from the Rhoades equation. In order to improve the choices of the
remaining parameters, these can be adjusted by results from laboratory data. Based
on two core samples from the Ketzin site, Kiessling et al. (2010) reported an
average resistivity q0 of about 0.5 X at full brine saturation. Still, A and m remain
unknowns, but the ratio /m A−1, the so-called formation factor, can be considered
as a single unknown. Thus, given experimental knowledge about qw, / and the
rock’s resistivity for full brine saturation q0, any set of A and m can be chosen
which satisfies

A mð Þ ¼ /m

qw

1
q0

� 1
qs

� ��1

ð8:2:28Þ

Selecting the porosity exponent m equal to 2, a value of about 1.24 is obtained
for A. The respective models are shown in Fig. 8.6 and generally show a rather
moderate increase in resistivity for SCO2 < 0.7. For larger saturations a more drastic
resistivity increase is observed with the respective maxima at full CO2 saturation.
This is a generic behavior of Archie models which has been well discussed
regarding its potential for geoelectric monitoring of CO2 migration (e.g. (Hoversten
and Gasperikova 2005).

For CO2 saturations up to about 70 %, clay has a rather neglible impact
(Fig. 8.6). This can be explained by the (highly salinized) pore fluid which strongly
exceeds the clay in terms of conductivity at low and intermediate CO2 saturation.
The difference between models is considerable for high CO2 saturations. In such a
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situation, the Archie model does not account for the clay-related conduction,
whereas the Frohlich and Parke model allows some conductivity through the clay.
Two considerations for geoelectric monitoring of CO2 storage now arise. Firstly,
ERT will be less sensitive at low CO2 saturations, but will gain sensitivity as the
CO2 saturation increases. Secondly, if quantitative estimation of CO2 saturations
from resistivity measurements is performed in clay-bearing materials at high CO2

saturations, the utilized resistivity-saturation relations should be based on in situ
(laboratory) experiments or adequately calibrated clay models.

Assuming the Archie model to sufficiently describe the resistivity-saturation
relation for the Ketzin reservoir within low and intermediate CO2 saturations, the
Archie equation can easily be used in reverse to estimate CO2 saturations by

SCO2 ¼ 1� RI� 1=nð Þ1� q0
q

� �1=n

ð8:2:29Þ

The use of the resistivity index RI (Guéguen and Palciauskas 1994) allows the
substitution of qw with q0 by

RI ¼ q0
q

¼ 1� SCO2ð Þ�n ð8:2:30Þ

Fig. 8.6 Left Electric resistivity models as functions of the CO2 saturation for the Ketzin reservoir
model. A, m, and n were chosen to 1.24, 2 and 1.5, to fit experimental data reported by Kiessling
et al. (2010). For further parameters of the reservoir model see text. Right Change in model
resistivity due to uncertainties in the resistivity model parameters. Analysis had been carried out
for the Frohlich and Parke model with a CO2 saturation of 30 % (see star symbol in the left hand
diagram). Estimation errors in the porosity exponent m and porosity / can be seen to pose the
strongest uncertainties on the resistivity predicted by the model
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Note that the parameters A and /m become obsolete when using the ratio of two
resistivities at different CO2 saturations. The saturation exponent n is the only rock
parameter required in this equation and with rearrangement of it resulting in

SCO2 ¼ 1� RI�ð1=nÞ ¼ 1� q0
q

� ��ð1=nÞ
ð8:2:31Þ

and allowing estimation of CO2 saturation from a measured resistivity q and its
baseline resistivity q0. However, it is important to note that this assumes the
porosity related parameters /m and A to be constant throughout the
fluid-substitution process (no dissolution or cementation).

8.3 Tracer Tests for Monitoring CO2 Plume Migration

Alexandru Tatomir, Iulia Ghergut and Martin Sauter

The success of CO2 geological storage projects relies on technologies and capa-
bility to efficiently monitor the migration and fate of the injected CO2 plume.
Various types of tracers in the liquid and/or gas phases constitute one such mon-
itoring technology. The overall goal of monitoring tracers is the characterization of
processes occurring in the reservoir during and after the CO2 injection. This
involves the determination of the residual and dissolution trapping mechanisms and
efficiency, the leakage pathways, the CO2-brine interface area, extent of the CO2

plume spreading, etc.
A summary of the various uses of the conservative and reactive tracers for

monitoring purposes is given in Table 8.6.
The CO2 can be present in several states depending on the temperature, pressure

and chemical composition of the fluids in the reservoir which makes the assessment
of the chemical tracers a challenging issue. CO2 has been used on regular basis in
the oil and gas industry to enhance the oil recovery. Among the most frequently
used compounds are (see Table 8.6, Noordman et al. 2000): alcohols (Dwarakanath
and Pope 1998), phase partitioning non-condensible gases such as O2, CO2, CH4

(Elodie and Philippe 2012), noble gases (e.g. Kr; Vulava et al. 2002), volatile
organic chemical compounds, fluorinated hydrocarbons (McCallum et al. 2005;
Wells et al. 2007) and naturally occurring isotopes (e.g., 222Rn; Hunkeler et al.
1997), radioactive isotopes tracers (Johnson et al. 2011a, b).

Within the context of CCS projects, tracer methods can provide understanding
over the subsurface movement of the CO2 plume (Boreham et al. 2011; Freifeld
et al. 2005; Underschultz et al. 2011; Vandeweijer et al. 2011), characterize geo-
chemical processes (Assayag et al. 2009; Matter et al. 2007), assess the residual
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trapping capacity (Myers et al. 2012; Rasmusson et al. 2014; Zhang et al. 2011;
Fagerlund et al. 2013a, b). LaForce et al. (2014), determine the containment and
leakage rates for monitoring and verification programs (Strazisar et al. 2009; Wells
et al. 2010, 2007), measure the rate of CO2 dissolution (Fagerlund et al. 2013a, b)
or provide information about individual trapping mechanisms.

A recent literature review of several relevant CCS tracer applications is done by
Myers et al. (2013a). They present case studies from West Pearl Queen, a depleted
oil formation in southeastern New Mexico, and from Zero Emission Research
Technology Center (ZERT) project in Bozeman, Montana (USA) where several
cyclic perfluorocarbon tracers were used for monitoring and verification (Strazisar
et al. 2009; Wells et al. 2007, 2010). Furthermore the Pembina Cardium project in
Alberta (Canada) is presented, where distinct in situ isotopes were used as tracers
for understanding breakthrough and plume migration (Johnson et al. 2011b). At the
K12-B gas field in the Dutch sector of the North Sea and Frio Brine I pilot project,
perfluorocarbons and inert gas tracers were used for understanding breakthrough
and plume migration. At Kezin CO2 injection site (Germany) the observations
obtained from two monitoring wells showed that the two tracers, nitrogen and
krypton have arrived prior to the CO2 breakthrough (Elodie and Philippe 2012;
Martens et al. 2011; Zimmer et al. 2011).

In general, when designing the tracer tests for the characterization and moni-
toring stages of a CO2 storage site several key aspects must be considered (Myers
et al. 2013a, b): chemical stability, environmental safety, cost effectiveness, ease of
detection, toxicity, injection/sampling protocols and behavior in the reservoir
conditions. Additionally, further restrictions have to be considered in the test design
considering single-well and inter-well testing (Ghergut et al. 2013):

1. mobile-fluid volumes (e.g. CO2 plume) can be measured from inter-well
conservative-tracer tests, whereas single-well push-pull tests are generally
insensitive to mobile-fluid volumes;

2. immobile-fluid volumes, in single-phase systems, are rather difficult to measure,
by either kind of test;

3. fluid-phase saturations can be determined from inter-well tests using partitioning
tracers at equilibrium exchange between phases; whereas single-well tracer
push-pull tests are rather insensitive with respect to tracer exchange processes at
equilibrium;

4. mobile and immobile fluid regions, or fluid-fluid interface areas can, in prin-
ciple, be determined from single-well tracer push-pull tests relying on kinetic
exchange processes between compartments or phases (Schaffer et al. 2013;
Tatomir et al. 2013, 2015).

An interesting trade-off between the advective- or equilibrium-dominated
parameter sensitivity regimes, and the advection- or equilibrium-insensitive
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regimes is obtained using in situ tracer creation, or conversion, in a time-dependent
manner (from another initially-injected tracer with different phase-partitioning
properties), as had originally been proposed by Tomich et al. (1973) for deter-
mining residual-oil saturations.

Reactive tracers constitute a promising research area for innovative process
characterization, especially the thermo-sensitive tracers for tracking in situ tem-
perature fronts, as proposed by Nottebohm et al. (2012), and the new class of KIS
tracers (CO2-brine interface sensitive), as proposed by Schaffer et al. (2013) and
modeled in (Tong et al. 2013) and Tatomir et al. (2015).

Examples of tracer uses in terms of classical site characterization is given in
Table 7.5, for characterizing the sites CO2 trapping properties through CO2 injec-
tion experiments in Sects. 7.4 and 8.6.

8.4 Well Instrumentation

Barry Freifeld

8.4.1 Objective of a Borehole Monitoring Program

The overarching objective of monitoring geologically sequestered CO2 is to
demonstrate the safe and effective long-term storage and integrity in the target
reservoir. This is accomplished through a multi-faceted monitoring program by
which data is acquired that (1) assures the public and regulators that the reservoir is
behaving as intended, (2) validates conceptual models developed for reservoir
engineering and storage management, and (3) demonstrates protection of drinking
water and the greater environment. Dedicated monitoring wells are expensive and it
is most efficient to use them to simultaneously acquire a diverse set of comple-
mentary data sets. The concept of integrated well monitoring is to engineer each
completion such that tradeoffs necessary to deploy disparate technologies are
considered in a holistic way so that the end result is an optimal suite of tools to
accomplish monitoring objectives. Examples of integrated monitoring completions
for CO2 storage are available in both demonstration and pre-commercial deploy-
ments. These include the Ktzi 200, 201 and 202 boreholes at the Ketzin pilot site,
Germany (Prevedel et al. 2008), the CO2CRC Otway Project Naylor-1 Well
(Jenkins et al. 2012), and the Modular Borehole Monitoring system developed at
Lawrence Berkeley National Lab for the D9-8 Well (CO2 Capture Project 2013).
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8.4.2 Monitoring Environmental Challenges

The geologic reservoirs targeted for geological storage of CO2 are normally at
pressures and temperatures above CO2’s critical point: 31.1 °C at a pressure of
73.8 bar. These temperatures and pressures are typically found at depths greater
than *750 m, and sequestration pilots have often been at 2–3 km depth where
multiple sealing layers provide redundant barriers to migration of CO2 to the sur-
face. There are many engineering challenges associated with the environmental
conditions encountered, which include elevated pressures, temperatures, and ag-
gressive groundwater chemistries to name a few.

The depth of the target reservoir and the corresponding hydrostatic pressure
provides a significant challenge to the design and survivability of complex moni-
toring instruments. A 3000 m deep well will develop around 300 bar static pressure
at bottom. This can be even greater depending on the salinity of the fluid.

In addition to pressure, elevated temperatures present additional engineering
challenges for MVA (monitoring, verification and accounting) tool design.
Downhole electronics experience increasing rates of failure at temperatures above
100 °C, with lifetimes of downhole electronic circuitry decreasing nonlinearly with
increased temperatures. A study conducted by Quartzdyne, Inc. a major manufac-
turer and OEM supplier of quartz crystal and electronic circuit boards for permanent
pressure/temperature gauges found that surface mounted electronics could be used
reliably at up to 150 °C, with lifetimes of 5 years at 125 °C. Hybrid electric cir-
cuitry assemblies can last up to two years at 200 °C or five years at 180 °C (Watts
2003). These durations are frequently much shorter than would be expected during
a permanent CO2 monitoring program, and hence some means for removal and
replacement of electronic based sensors would be needed for a “life-of-the-well”
solution.

Similarly, fiber-optics also suffer from degradation at elevated temperatures.
Standard acrylate coated optical fibers are rated for use up to 85 °C, with high
temperature acrylate fibers acceptable for extended usage at 150 °C. Polyimide
coatings are used at temperatures up to 300 °C, while difficult to manufacture fibers
using metallic coatings are available beyond this temperature. Two of the chal-
lenges that metallic coated fibers face is in the reliable fabrication of long lengths
and the difficulty in recoating after splicing. Optical fibers in general suffer a
condition known as hydrogen darkening at elevated temperatures, where hydrogen
diffuses into the fiber and degrades the optical characteristics. In high temperature
boreholes (>200 °C) with hydrocarbons present, the diffusion of hydrogen into
fibers can be severe and seriously degrade the life of a fiber-optic cable in the
timespan of several months (Rassenfoss 2012).

Corrosion and chemical resistance of the materials selected for downhole use in
the MBM (modular borehole monitoring) system is an important consideration and
is related to the temperature issue because of the exponential dependence of
reaction rates on temperature. Deep sedimentary aquifers, often rich in dissolved
salts, are considered the largest potential targets of CO2 sequestration. Monitoring
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in wells used for fluid sampling means exposure to CO2 rich fluids. CO2 dissolved
in formation waters will form carbonic acid, with the resulting acidity determined
by the host formations buffering capability. Acidic waters form a hostile environ-
ment to most ferritic materials commonly used in well completion. To mitigate
potential high corrosion rates carbon steel is often replaced by high chromium
alloys, which in turn increases well costs. Fiberglass is an alternative casing
material to consider, but the structural integrity needs to be considered in deep well
installations, particularly in designing cementing operations that limit compressive
forces.

8.4.3 Monitoring Technologies

Many of the technologies that have been employed for monitoring CO2 seques-
tration sites are derived from the oil and gas industry. These include permanent
pressure and temperature gauges, fiber-optic temperature, acoustic, and strain, as
well as numerous wireline logging technologies. For geophysical logging there has
not been a broad adoption of permanent sensing in the oil and gas industry, but
there have been examples of in well electrical and seismic sensor arrays. Permanent
microseismic sensing has frequently been employed for monitoring unconventional
hydraulic fracturing operations. Downhole fluid sampling in the oil and gas industry
is typically performed using wireline tools to acquire accurate PVT information
during the reservoir appraisal process, as wellhead samples are normally used after
a well is put into production. For continuous monitoring of brines for CO2

sequestration alternative methods have been developed such as U-tube fluid sam-
pling (Freifeld et al. 2005) or Schlumberger’s Westbay Multilevel sampling system
(Picard et al. 2011).

8.4.3.1 Pressure/Temperature

Subsurface pressure and temperature are fundamental parameters used in all
reservoir models. Hydrologic testing requires knowledge of the evolution of a
pressure transient during fluid injection or withdrawal in order to assess a reservoirs
permeability and storativity (see Chaps. 3 and 8 for definitions). In a CO2 storage
reservoir having pressure gauges deployed both at the bottom and top of a perfo-
rated interval permits an estimate of the fluid density, and hence the height of a
column of CO2 in brine.

Permanently deployed discrete pressure/temperature gauges are commercially
mature products with dozens of vendors that will supply and install the instruments.
Pressure gauges operate using a variety of measurement methods, with the deep
well environment sensors dominated by piezoresistive and quartz gauge technol-
ogy. Resonating quartz cells are considered the most stable and accurate. Data from
permanent gauges are typically read out at the surface through single conductor
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TEC (tubing encapsulated conductor). Alternatively, memory gauges can be
installed in side pocket mandrels and retrieved periodically to download data and
replace batteries. The benefit of retrievable gauges is that they can be replaced upon
a gauge failure, whereas a permanent gauge with surface readout cannot be replaced
if it fails. Because of the high value of real-time data early in the life of a project it is
possible to install permanent gauges that may fail in five or ten years, but with
either side-pockets or landing subs that would allow easy deployment of retrievable
gauges in the future.

8.4.3.2 Fluid Sampling

There are numerous methods for obtaining subsurface fluid samples, including
wireline samplers, formation testers, gas lift systems, and U-tube samplers (Freifeld
et al. 2005). For fluid samples from two-phase reservoirs, such as exist in mixed brine
CO2 systems, methods that preserve the relative ratio of the separate phases are
preferred as they provide information deemed important to understanding the state of
the reservoir. Electrical pumps and gas lift significantly distort the composition of the
fluid, and hence downhole wireline and U-tube samplers are the preferred techniques
for monitoring CO2 sequestration reservoirs. A comparison of all of these sampling
methods was conducted at the Citronelle field site by a team led by Yousif Kharaka,
USGSMenlo Park. Unpublished results showed that the wireline and U-tube samples
provided the least disturbed dissolved gas chemistry, resulting in more representative
samples than submersible pumps and gas lifting fluids.

Additional tools have been developed by major oilfield service provides for
sampling fluids through casing. This involves creating a hole, extracting fluid, and
repairing the hole. As expected these tools are highly specialized and carry sig-
nificant costs to mobilize and use. They however can provide one of the few
methods by which suspected leakage above zone can be investigated.

If it is known in advance that fluid samples are required to be collected above the
reservoir, there are a couple of different experimental methods by which a per-
manent sampling system can be installed outside of the casing. As part of the PTRC
(Petroleum Technology Research Centre) Aquistore Project, a cement diverter has
been installed with a U-tube sampling port and fluid sampling lines cemented
outside of casing. To date, the performance of the system is unknown as it has not
been function tested since installation, which occurred shortly before the writing of
this report.

An alternative method is to deploy a U-tube as part of a behind casing perfo-
ration system. Behind casing perforation systems have been used to couple discrete
pressure/temperature gauges to the formation. This works by installing a hollow
perforation charge carrier connected through capillary tube to the pressure sensor.
The perforations create a fluid pathway between the formation and the pressure
gauge. This type of device has been marketed by several companies including
Promore, Houston, TX and Sage Rider, Rosharon TX. Alternatively this same
deployment method can be used to couple the formation to a U-tube fluid sampler.

8 Field Injection Operations and Monitoring of the Injected CO2 411



8.4.4 Fiber Optic Technologies

8.4.4.1 State-of Sensor Technology

Fiber optic based sensor systems are either distributed, based upon Raman or
Brillouin scatter or discrete or multi-point, based upon Fabry-Perot cavities or Fiber
Bragg Gratings (FBGs). Distributed temperature sensing is by far the most widely
adopted well monitoring technique, having been first developed in the early 1980s
at the Southampton University in England. The technique was commercialized
initially by York Sensors Ltd and several other companies including Sensortran,
Sensornet, LIOS Technology and APSensing (a spin-off from Agilent Systems)
have since developed commercial products. Performance specifications for
RAMAN based DTS systems are usually a function of the overall cable length and
the integration period for each measurement cycle, with spatial resolutions typically
15 cm to 1 m and temperature resolution as high as 0.01 °C.

Brillouin based temperature monitoring systems typically have lower measure-
ment resolution and accuracy than Raman Systems, but because strain induced
variations in optical properties can be decoupled from the temperature measure-
ments, the technique is less susceptible to noise induced by strain on the cables.
Because the Brillouin technique uses low loss single-mode fiber it can be operated
at ranges as long as 100 km. Brillouin measurements use single mode fiber in
comparison to the multimode fiber employed for Raman based temperature mea-
surement. Brillouin sensing is also used for monitoring fiber-strain. Typical sen-
sitivity limits for stain are from 2 le to 10 le up to as high as 4 % strain depending
on the cable material. One difficulty in monitoring strain is the challenge of
transferring environmental strain onto the cable in a way that accurately transfers
the strain but does not degrade the environmental integrity of the fiber-optic cable
encapsulation, which needs to still resist the elevated pressures of the deep sub-
surface environment. This is still an area of active research. FBG strain sensors are
more commonly deployed to monitor strain at discrete locations because of the
difficulty of imparting strain onto a continuous fiber. Baker Hughes and Shell
jointly developed an FBG based real-time compaction imaging system to monitor
sand screen deformation and casing shape which used FBG strain sensors.

A technology that is more recent than DTS, but has rapidly evolved in only a
few years is distributed acoustic sensing (DAS). Discrete fiber-optic based geo-
phone sensors have been marketed for many years based on FBG technology.
However, there was little commercial uptake of the technology as the advantage
over conventional copper wire based geophone sensors was not significant enough
to overcome the price for utilizing the fiber-optic technology. DAS uses commercial
grade single-mode telecom fibers to monitor with high spatial resolution (up to 1 m)
to provide truly distributed sensing over kilometers of cable.

Fiber-optic DTS monitoring specifically for CO2 sequestration has been
deployed at the CO2SINK site at Ketzin, Germany (Giese et al. 2009), the CO2CRC
Otway Project and the SECARB Cranfield Site, in Mississippi (Daley et al. 2013)
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and at the Quest project in Alberta, Canada. Both the CO2SINK and Otway Project
sites deployed a variant of passive DTS monitoring, referred to as heat-pulse
monitoring (Freifeld et al. 2008) which provides for the creation of a thermal pulse
to investigate the thermophysical setting of the near wellbore environment.

Many technologies have been developed for borehole deployment as stand-alone
measurements. We will consider these to the extent they could possibly be inte-
grated into a modular deployment. A good example is strain. Current fiber optic
technology, typically used for distributed temperature sensing, is being applied to
strain measurements. Current measurement sensitivity is sufficient for sensing
casing damage.

8.4.5 Instrumentation Deployment Strategies

There are several different methods for installing instrumentation in boreholes, but
by far the most common method is run-in-hole on tubing, where the instruments sit
in the annular space between tubing and casing. The hardware associated with a
tubing deployment has a mature supply chain, and the engineering expertise is
readily available. Less common but still considered relatively mature is behind
casing installation. In a behind casing installation the instruments sit outside of the
casing, allowing the full interior space within the well to be available for temporary
deployments. The deployments at the Ketzin pilot site were an example of a hybrid
installation, where some instruments sat outside of the casing and others were
affixed to tubing (Prevedel et al. 2008). Considered as experimental techniques are
coiled tubing installations and wireline/umbilical installation of instruments.

8.4.5.1 Tubing

In many ways tubing instrumentation deployments are operationally similar to ESP
(Electrical Submersible Pump) deployments, as the specialized equipment to protect
and run-in-hole with instrumentation control lines are identical. Specialized vendors
are required to oversee the installation and operation of their particular instruments
and a spooling operator coordinates with the rig floor workers for the installation of
mandrels, clamps, and bands during the installation. The wellhead will need to
accommodate control lines feeding through the tubing hanger and out through the
tubing head adapter flange. Tubing deployment of instruments is more common
than installation outside of casing, and the variety of vendors and service organi-
zations with familiarity with the process is greater. However tubing deployment
lacks the benefit of behind casing sampling for sensors that require close contact to
the formation, particularly seismic and electrical sensors.
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8.4.5.2 Cemented Outside Casing

As part of standard techniques within the oil and gas industry, methods for
instrumenting the outside of a well casing with control lines that are cemented in
place have been developed. The installation of DTS cables outside of casing pro-
vides a real-time and continuous evaluation of cement operations, allowing the
concentration of cement to be assessed by its exothermic curing process. Other
instrumentation can be deployed on casing as part of an MVA effort. Many MVA
tools such as ERT (Electrical Resistivity Tomography), seismic sensors, samplers,
etc., have been installed using casing deployment in demonstration programs such
as the Ketzin pilot site and SECARB’s Cranfield DAS test in Cranfield, Mississippi.
There are several significant benefits to deployments of instruments behind casing,
which includes leaving the wellbore available for wireline logging and other tem-
porary tool deployments and better coupling to the formation for seismic or elec-
trical sensors. The entire deployment of instrumentation on casing requires the use
of specialized subcontractors that have experience in completion operations that are
modified to accommodate the physical presence of the instrumentation.

While casing deployment is similar in many ways to tubing deployment, as
spooling units and control line protectors are also used, there are numerous com-
plexities that arise that are not encountered with tubing deployment. The cementing
operation of the casing has to take into consideration the damage that could occur
during casing movement which is used to improve the cement job. Rotation of the
casing is not permitted, however reciprocation can usually still be performed.
Perforation needs to be performed in such a way as to mitigate the risk of the
perforation charges damaging the instruments. One way to do this is to install
behind casing charges which are aimed away from the instruments. This method
has most frequently been used for the installation of behind casing
pressure/temperature sensors. If the perforation will be performed after cementing
than some method for oriented perforating as well as “blast shield” or other pro-
tective housings placed over critical instruments are usually employed.

8.4.5.3 Coiled Tubing (CT)

A coiled tubing rig is potentially more economical than a standard workover rig
used for conventional tubing deployment. Deployment is more rapid because joints
don’t have to be made up and there are no control line protectors to be positioned
on each joint. However the engineering for instrumented deployments using coiled
tubing is far less mature than for convention tubing deployment, and the availability
of CT rigs and specialized personal considerably lower leading to large variability
in the ability to performed instrumented CT deployments. An example of a service
provider offering instrumented CT is Precise Downhole Services Ltd., located in
Nisku, Alberta, Canada. To date there has not been a CO2 monitoring well com-
pleted with instrumented coil tubing, although a temporary seismic hydrophone
cable was deployed at Weyburn with CT.
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8.4.5.4 Wireline/Umbilical

An umbilical system as used in subsea applications that runs from platform to
wellhead could bridge the gap between flatpack coiled tubing and standard wireline
deployment. CJS Production Technologies, Calgary Alberta, Canada, have been
commercializing an umbilical style flat-pack. They have modified a conventional
CT rig to use rectangular shaped push blocks that can grip and deploy a rectangular
umbilical. More significantly, they have worked on methodologies for performing
pressure control, which is one of the significant engineering challenges in an
umbilical style deployment. The flat-pack at Citronelle dome is really a
hybridization of a conventional tubing deployment with a flat-pack encapsulated
instrumentation bundle. Problems that CJS Production Technologies have
encountered include leakage between the encapsulant material and the instrumen-
tation lines as well as the need to engineer highly customized wellhead components.

8.4.5.5 Deployment Pressure Control Issues

For both casing and tubing deployment pressure control is critical. Pressure control
must be maintained at all times in open hole casing deployment and for tubing
deployment in a perforated well. For completed wells this means having the pre-
viously mentioned zonal isolation at some depth above the perforations (such as a
packer or seal bore) or a well head with a gate valve. All such zonal isolation
requires more engineering when monitoring control lines need to be passed through
seals. While running in well, often only ‘kill-fluid’ (high density fluid) is primary
well control, with secondary control additional devices such as a hydril, blind ram
or shear ram as part of a BOP stack.

8.4.6 Example of an Integrated Monitoring Installation:
Heletz H18a

8.4.6.1 Project Background

Heletz is a depleted oil field, filled with brine at its edges. The site is instrumented
for scientific CO2 injection experiments (Niemi et al. 2016). The Heletz H18a is one
of two wells drilled in the frame of the EU-FP7 funded MUSTANG project on the
characterization of deep saline formations for the storage of CO2. The two wells
were installed into the saline aquifer part of the formation with the objective to
develop field scale methods for assessing the capacity and safety of a CO2 storage
reservoir using a combination of both single-well and cross-well experimental tests.
The H18a well was drilled from January to May of 2012 to a total depth of 1649 m.
The well was perforated through two of three sandstone intervals at depths of 1627–
1629 m and 1632–1641 m.
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8.4.6.2 H18a Integrated Monitoring Well

The technologies chosen for the H18a injection well include U-tube fluid sampling,
permanent quartz pressure/temperature gauges and an integrated fiber-optic bundle
to facilitate temperature, seismic, and heat-pulse monitoring. In addition, a chemical
injection mandrel and gas lift mandrel facilitate both push-pull injection testing and
production of fluids by artificial gas lift. Figure 8.7 provides a schematic layout of
the borehole completion package. The primary tubing is 2–7/8″ 6.5 ppf L-80 RTS-8
with an internal coating of Tuboscope TK-805 to improve resistance to exposure to
carbonic acid from conventional carbon steel. The 2–7/8″ tubing permits con-
ducting periodic logging campaigns using industry standard 1–11/16″ slim-hole
tools.

8.4.6.3 Packer and Overshot Design

In considering zonal isolation for the bottom hole assembly (BHA) both inflatable
and hydraulic set packers have been used in the past. Inflatable packers are gen-
erally considered not as reliable since any slight leak that develops in the gland or
seals can lead to deflation, and the multi-year life required of the completion string
requires the highest dependable installation possible. Mechanical set packers
require twisting of the string which is not permitted at the packer because of the
three control lines that pass through the seal location. For Heletz H18a, a hydraulic
set packer coupled with an overshot to connect the tailpiece to the packer was
selected for coupling the BHA to the support string based upon recommendations
by Denbury Resources and experience they have in long-life installations.

The packer selected was a D&L Hydroset II Packer, which is a hydraulic set,
mechanically held dual string packer with asymmetric short and long string con-
nections. The 2–7/8″ long string connection was used for the production tubing
while the smaller 1.900 EUE facilitates pass-throughs for the fiber-optic, pressure/
temperature gauge, and U-tube sampling lines. Figure 8.8 shows the dual-mandrel
packer with an inset picture highlighting the pass-throughs that penetrate the short
string coupling. An overshot was used to couple the tailpipe to the packer to avoid
twisting the lines running through the packer.

8.4.6.4 H18a Installation

The installation was conducted by running a work string into H18a with a casing
scrapper and then circulating 30 m3 of fluid once on bottom. Starting with the
reentry guide, the bottom-hole assembly was assembled and the control lines and
pressure/temperature gauges installed on special instrumentation mandrels.
Pneumatic spooling units are used to tension the control lines as they were led over
a multi-line sheave hung off the derrick board (Fig. 8.9). Total time to install the
integrated monitoring completion was two and a half days for well and equipment
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preparation, one day to assemble the bottom assembly and run-in-hole and a final
day to complete the well head and install surface lines and equipment.

8.4.7 Conclusions

A variety of permanent monitoring technologies can be engineered for installation
into a single integrated package for comprehensively monitoring a CO2 storage site.
Well designs exist that facilitate simultaneous geophysical monitoring, permanent

Fig. 8.7 Borehole completion package for the Heletz Site H18a injection well
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discrete instrument gauges, and repeat wireline logging. While some technologies
such as permanent pressure/temperature gauges have been available for decades,
new and emerging technologies such as distributed fiber-optic acoustic sensing are
making rapid strides in becoming accepted technology and have been demonstrated
in carbon sequestration pilot tests. Given the requisite long duration for a CO2

monitoring program only the most robust technologies and carefully selected
materials and installation methods will provide life-of-the-field solutions.

Fig. 8.8 D&L dual-mandrel hydraulic set packer with short string fitted with adapter to seal
around control lines using compression fittings
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8.5 Monitoring Results from Selected Large Scale Field
Projects

Larry Myer

The following sections summarize the findings from monitoring programs at
selected, major, large scale CO2 storage projects, worldwide, which have made
significant technical contributions toward enabling broad, global, geologic storage
of CO2. The projects discussed are: Sleipner, offshore saline formation storage,
Europe; In Salah, onshore saline formation storage, Africa; and Weyburn-Midale,
onshore EOR/storage, North America.

Fig. 8.9 Workover operation in progress at H18a showing rig with double stands of tubing and
pneumatic spooling units used to tension control lines as they are fastened to the tubing
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8.5.1 Sleipner

8.5.1.1 Project Overview

The Sleipner CO2 storage project is the world’s longest running geologic storage
project. Since 1996, approximately 1 M tons of CO2 per year have been injected
from a single well drilled into the saline water-saturated Utsira Formation (Alnes
et al. 2011). The Sleipner storage project is being carried out in conjunction with a
commercial natural gas production project operated by Statoil. Located about
240 km off the coast of Norway in the North Sea, natural gas is produced from the
Sleipner West field from a reservoir below the Utsira. In order for the natural gas to
meet the sales gas specification, its CO2 content is reduced from about 9 % down to
2.5 % (Nooner et al. 2007).

The regional geometry of the Utsira and overlying units was well defined from
interpretation of nearly 14,000 line kilometres of 2D seismic data and over 300
wells (Chadwick et al. 2000). The Utsira sand is a tabular, basin-restricted unit
stretching about 450 km from north to south and 40–90 km west to east. It lies at
depths of about 800–1100 m below the sea floor with a thickness of about 250 m
around the injection site (Arts et al. 2008). Overlying the Utsira sand is the
Nordland shale, which, in the Sleipner area is between 200 and 300 m think (Arts
et al. 2008). Immediately overlying the sand is a shale drape, which is a tabular,
basin-restricted, seal (Chadwick et al. 2000). The Utsira sand is poorly consoli-
dated, highly porous (30–40 %) and very permeable (1–3 Darcy) (Arts et al. 2008).
The very high permeability, high porosity, and large reservoir volume has resulted
in negligible pressure increases in the reservoir.

8.5.1.2 Seismic Monitoring

At Sleipner, the primary monitoring method has been time-lapse 3-D seismic. It is a
very important case history because Sleipner was the first project to clearly
demonstrate the potential of seismic surveys for monitoring CO2 storage. By 2010,
nine 3-D surveys had been carried out, with the first, in 1994 providing the
pre-injection baseline. The time-lapse seismic results clearly show the steady
expansion of the plume over time. The results also show that the expansion is
affected by mudstone layers in the reservoir, leading to new understanding of the
effects of internal reservoir structure and heterogeneity on plume movement
(Fig. 8.10). Well logs revealed the presence of the thin (on the order of one meter
thickness), laterally discontinuous mudstone layers, but they were not visible in the
pre-injection seismic data (collected in 1994) and their significance not recognized
until the first repeat 3D seismic survey carried out in 1999. That survey showed
reflections from CO2 in a stack of layers, which were then correlated with the
mudstone layers observed in the well logs. A seismic reflection would be expected
from increases in the acoustic impedance contrast between sandstone and a
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mudstone layer, resulting from high saturations of CO2 accumulating at the top of
the sandstone layer. The mudstone layers baffle the upward migration of the CO2

within the reservoir, having a significant effect on the storage efficiency of the
reservoir.

In addition to the effects of mudstone baffles, seismic data from Sleipner also
show that the expansion of the plume is significantly influenced by the topography
of the interface between the sand reservoir and the caprock. This interface undu-
lates, creating topographic highs. Under buoyancy drive, the CO2 fills one high spot
before spilling laterally to fill the next. Seismic reflection amplitude maps of the
topmost layer show that CO2 first reached the reservoir top in 1999, as two small
separate accumulations within a local topographic dome. It then spilled northwards
along a prominent north-trending linear ridge before entering a more vaguely
defined northerly topographic high. Lateral migration was particularly rapid along
the linear ridge where the CO2 front advanced northwards at about 1 m per day
between 2001 and 2004 (Chadwick and Noy 2010).

Boait et al. (2012) extended previous analyses by detailed mapping of the
seismic data acquired between 1999 and 2008. The mapping revealed nine distinct
reflective horizons. In each horizon, the area of reflectivity, interpreted as the CO2

plume, is roughly elliptical with eccentricities ranging between two and four. In the
top half of the reservoir, the interpreted plume grows linearly with time. In the
bottom half, the interpreted plume initially grows linearly for about eight years and
then progressively shrinks. The detailed analysis of Boait et al. (2012) also found a
decrease in reflectivity over time in the central portion of several of the horizons.
This was interpreted as being caused by flow of CO2 between layers.

The Sleipner seismic dataset has also been valuable for testing of methods for
quantitative interpretation/analysis of plume characteristics. Eiken et al. (2011)
reported that the sum of the seismic amplitudes was observed to track linearly with

Fig. 8.10 Time-lapse seismic images of the Sleipner CO2 plume—NS inline through the plume
(top); plan view of total reflection amplitude in the plume (bottom) (Chadwick et al. 2010)
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the volume of CO2 injected. Chadwick et al. (2010) performed prestack and
poststack inversion and found that prestack inversion provided improved charac-
terization of the sand unit between the reservoir top and the uppermost
intra-reservoir mudstone. They used specialized spectral decomposition algorithms
to identify frequency tuning, from which CO2 layer thicknesses could be derived.
They found that AVO analysis to estimate CO2 layer thickness proved challenging,
in part because the CO2 layers are thin. They also used a technology called extrema
classification (Borgos et al. 2003) in order to better detect and map the
intra-reservoir mudstones.

Finally, the plume migration shown by the seismic data has also been used as a
basis for validation and refinement of numerical reservoir simulators (Bickle et al.
2007; Cavanagh 2013; Chadwick and Noy 2010; Estublier et al. 2013; Fornel and
Estublier 2013; Nilsen et al. 2011; Singh et al. 2010). These studies involved
conventional simulators based on Darcy flow, as well as invasion percolation
simulation, which assumes that gravity and capillary forces dominate flow. Results
show that available simulators are able to reproduce the Sleipner plume migration
reasonably well, but the layering, which produce thin plumes with large differences
in horizontal and vertical dimensions, and the complex topology of the flow paths,
create challenges.

8.5.1.3 Other Monitoring at Sleipner

Sleipner is also the first project to employ gravity methods as part of the monitoring
program. Gravity measurements have much lower spatial resolution than seismic
measurements. However, gravity can provide information in situations where
seismic methods do not work as well, and gravity measurements can be used to
assess the amount of dissolved CO2, to which seismic measurements are
insensitive.

At Sleipner, precision gravity measurements were carried out using a ROVDOG
(Remotely Operated Vehicle deployable Deep Ocean Gravimeter) at 30 seafloor
stations above the CO2 plume in the years 2002, 2005, and 2009 (Alnes et al. 2011;
Nooner et al. 2007). About 5.88 million tons of CO2 had been injected over this
time period. Inversion for average density using geometry constraints from seismic
gave 675–715 kg/m3 for the density of the separate phase CO2 in the reservoir.
Combining this with temperature measurements, Alnes et al. (2011) concluded that
the rate of dissolution of the CO2 into the water did not exceed 1.8 % per year.

A Controlled Source Electromagnetic (CSEM) survey was carried out in 2008
(Eiken et al. 2011) using conventional surface-to-surface techniques. Modeling by
Park et al. (2013) showed that the expected resistivity anomaly is around 5 % and
probably close to the noise level of surface-to-surface CSEM data. Their modeling
results also suggest, however, that the surface-to-borehole CSEM survey could
provide high sensitivity data, opening a new possibility of applying CSEM to CO2

reservoir monitoring in the future.
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8.5.2 In Salah

8.5.2.1 Project Overview

The In Salah project, located at the Krechba Central Processing Facility in the
central Algeria Sahara, is a joint venture of BP, Statoil, and Sonatrach. It is a
commercial natural gas production project in which CO2 is removed from the
natural gas in order to meet the gas export specification of 0.3 % CO2. The CO2

content of the natural gas is 5–10 % (Ringrose et al. 2009). From 2004 to 2010
more than 3 million tons were stored. An extensive monitoring program was
undertaken, both to meet the commercial needs of the project, and to support
development of monitoring technologies. Monitoring was provided by the Joint
Industry Project (JIP). This project is an interesting case history because of the
unique monitoring technologies applied.

The Krechba Carboniferous reservoir is a sandstone rock which on average is
20 m thick with a porosity of about 13 % and a permeability of 10 mD (Ringrose
et al. 2009). Structurally, it is a four-way dip (dome-like) closure, in which the
hydrocarbons have accumulated at the high part of the dome. Down-dip from the
natural gas, the rock was saturated with saline water, and the CO2 was injected in
this portion of the reservoir at a depth of about 1950 m. There were three CO2

injection wells at Krechba, injecting up to about 2800 metric tons per day of CO2.
The reservoir is overlain by about 900 m of mudstone rock which acts as a seal
against vertical migration of both the natural gas and the CO2.

8.5.2.2 Monitoring at In Salah

The JIP mentioned above was set up in 2005 to monitor the CO2 storage process
using a variety of geochemical, geophysical, and production techniques (see
Table 8.7) over a 5-year period. To help select monitoring technologies, the JIP
also used a “Boston Square,” which allows a comparison of techniques based on
two criteria—cost and benefit to the project (Ringrose et al. 2013). Of the 29
monitoring technology options assessed, repeat 3D surface seismic technology had
the highest benefit but also the highest cost. The use of surface seismic technology
is challenging at Krechba. The Krechba sandstone storage domain is onshore, deep,
thin, and has low porosity and permeability compared to other sites, such as
Sleipner.

An extensive 3D seismic survey was carried out at Krechba in 1997. This survey
defined the overall structure of the reservoir and provided information about its
internal architecture and distribution of the sandy portions with the best porosity
and permeability, but no significant faults were identified in this survey (Iding and
Ringrose 2009). In 2002, when drilling began in the development phase of the
project, it became evident that fractures and faults could play a role in production
and injection operations. Data from the wells suggested that the injection horizon
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and the immediate overburden are naturally fractured with a preferred NW-SE
orientation (Iding and Ringrose 2009). A repeat 3D seismic survey was acquired in
2009 with improved shot spacing and fold to gain better imaging of the storage
interval and caprock sequence. Two NW-SE trending linear features in the vicinity
of the KB502 and KB503 CO2 injectors were observed as slight depressions
(velocity/amplitude pull-downs) on the 2009 3D seismic. These features are aligned
with the dominant fracture orientation as identified in the well data.

When seismic is challenging, other methods take on additional importance in a
monitoring program to provide information on the behavior of the plume. At In
Salah, these methods included ground surface displacement measurement, annulus
and wellhead monitoring, including tracer analysis and pressure monitoring,
combined with history matching.

The tracer monitoring approach involved injection of small amounts of
perfluorocarbons along with the CO2, and sampling of well bore fluids in obser-
vation wells. Different perfluorocarbons were used to ‘tag’ the CO2 injected at each

Table 8.7 In Salah monitoring and verification technologies (adapted from Mathieson et al. 2011)

Monitoring
technology

Application Comment

Repeat 3D seismic Plume migration Initial survey in 1997

Subsurface
characterization

High resolution repeat 3D survey acquired in
2009

Microseismic Caprock integrity 500 m test well drilled and recording
information above KB502

InSAR monitoring Plume migration Images captured using X-band (8 days) and
C-band (32 days)Caprock integrity

Pressure development Used to develop time lapse deformation images

Tiltmeters/GPS Plume migration Used to calibrate satellite data

Caprock integrity

Pressure development

Shallow aquifer
wells

Caprock integrity 5 wells drilled to 350 m—one beside each
injector, one remote and one between KB5 and
KB502

Potable aquifer
contamination

Wellhead/annulus
samples

Wellbore integrity 2 monthly sampling beginning 2005

Plume migration

Tracers Plume migration Different perflourocarbon tracers into each
injector

Surface flux/soil
gas

Surface seepage Initial survey pre-injection

Two surveys in 2009

Microbiology Surface seepage First samples collected in late. 2009/early 2010

Wireline
logging/sampling

Sub-surface
characterization

Overburden samples and logs in new wells

Geomechanical and
geochemical modeling
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injection well, so that any CO2 detected can be differentiated from the natural CO2

in the subsurface and traced back to an individual injection well. The results of the
perfluorocarbon tracer measurements confirmed that the CO2 migrated from the
injection well KB502 to well KB5, further demonstrating the impact of the NW-SE
preferred fracture direction on plume migration.

Surface displacement measurements are a unique and significant aspect of the
monitoring program at In Salah, which is the first application of satellite InSAR
technology for monitoring of geologic storage. InSAR, which stands for satellite
airborne radar interferometry, detects changes in elevation at the earth’s surface.
Injection of the CO2 causes an increase in the pore pressure in the reservoir, and that
pressure increase results in small displacements at the ground surface above the
reservoir. The amount of surface displacement depends on the magnitude of the
pressure, as well as geometry of the pressurized region, depth, and rock properties.

One advantage of InSAR data is the relative low cost and ease of acquisition
compared to seismic data. The satellite is collecting data all the time, so the fre-
quency with which data is available for a specific site is related to the orbit of the
satellite and how often it passes over the site of interest.

A major challenge in application of this technology is to be able to resolve the
very small surface displacements associated with CO2 injection. At In Salah, the
surface uplift due to CO2 injection was about 3–5 mm/year, compared to approx-
imately 200 mm per day due to earth tides. Methodologies for processing the
satellite data to obtain higher resolution displacement measurements continue to
evolve. PSInSAR (Permanent Scatterer InSAR), which has been applied at In Salah,
gives an accuracy of around 5 mm/year and up to 1 mm/year for a longer term
average (Ringrose et al. 2009).

Integration of InSAR data with geomechanical models, along with seismic and
fracture data, provided important additional understanding of the impact of
fractures/faults on plume migration at In Salah. InSAR data collected in 2006 and
2007 showed that, above the active injection wells, there was surface uplift, which
was elongated and extended several km in the direction of the well KB5. The
location and orientation of the uplift was found to be well aligned with the NW-SE
trending linear features in the 2009 3D seismic data (Fig. 8.11). The uplift above
injector KB-502 was in the shape of a double lobe, which Vasco et al. (2010)
showed could be caused by opening of a vertical fracture extending above and
below the injection zone. Evaluation of the rate and pattern of surface uplift at In
Salah and its relationship to fluid pressure changes and fractures in the subsurface,
has been the subject of several geomechancial modeling studies including Vasco
et al. (2008), Rutqvist et al. (2010), and Gemmer et al. (2012).

Limited microseismic monitoring was also carried out at In Salah. A set of
vertical 3-component geophones was deployed in a microseismic pilot well drilled
to a depth of 500 m directly above the trajectory path of the KB-502 injection well.
P-S arrival times, shear wave polarisation and time series analyses indicated that
most of the observed events (over 1000 microseismic events) were related to CO2

injection (Oye et al. 2013). Event location was very limited because the array was
limited to a single pilot well, but analysis of the microseismic waveform data using
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cross-correlation techniques indicated that most events occurred within distinct
spatial clusters (Oye et al. 2013).

Assessment of the microseismic data in combination with the other monitoring
data discussed above has led to the conclusion (Ringrose et al. 2013), that CO2

injection at In Salah stimulated natural fractures, and may have introduced new
hydraulic fractures, in the vicinity of injection well KB-502. While analyses indi-
cate that these fractures did propagate upwards into the lower caprock, it is con-
sidered unlikely that they propagated further through the upper caprock (Ringrose
et al. 2013).

8.5.2.3 Other In Salah Monitoring Results

In addition to 3D seismic and InSAR measurements, data acquisition prior to
injection included extensive sampling and logging programs (including image logs)
in the new development wells, saline aquifer sampling and headspace gas sampling
through the overburden, soil gas surveys around each of the new wells, and soil gas
sampling from the shallow aquifer water wells.

Shallow soil gas and flux measurements were difficult because of the hard
ground, but not impossible. Loose sand and gravel was found where the ground was
not hard and these loose materials also presented difficulties because of the potential
for contamination of samples due to movement of atmospheric gases through the
highly permeable materials. Despite these difficulties, elevated CO2 soil gas and
flux measurements were observed near the KB-5 well, as would be expected given
the breakthrough of CO2 at the well (Jones et al. 2011).

Fig. 8.11 NW-SE linear features seen on 2009 3D seismic data compared with InSAR surface
deformation data (Ringrose et al. 2013)
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Soil gas and flux measurements also provided some data on background CO2

levels in a harsh desert environment. In comparison with more vegetated sites from
temperate regions, the soil gas values were found to be lower by at least an order of
magnitude compared with vegetated sites from temperate regions.

Changes which occur in plants in response to elevated levels of CO2 in the soil,
though not a direct measure of CO2, are considered to be another indicator of
leaking CO2. Finally, it has been proposed that elevated levels of CO2 in the soil
might also affect microbial communities. At In Salah, vegetative cover is very low,
commonly 10 % or less, though somewhat higher in topographic lows, reflecting
the desert environment. Some of the plants represented species which might be
affected by CO2, if exposed to elevated soil gas concentrations. Microbial popu-
lations were also low, but were present (Jones et al. 2011).

8.5.3 Weyburn-Midale

8.5.3.1 Project Overview

The IEA GHG Weyburn-Midale CO2 Monitoring and Storage Project began in
2000 in close collaboration with EnCana, which is the operator of the CO2 EOR
project in the Weyburn Field in Saskatchewan, Canada. While CO2 EOR is con-
sidered a commercial technology, this project is unique because of its research
focus on storage in conjunction with EOR. The Weyburn CO2 EOR flood is likely
the most intensely studied operation of its kind in the world.

The CO2 EOR reservoir is the Midale beds of the Charles Formation. The
Midale consists of a layer <30 m thick of fractured carbonate rock at a depth of
about 1500 m. The reservoir is comprised of vuggy limestone (“Vuggy”) and
overlying marly dolostone (“Marly”). The reservoir is overlain by a seal of evap-
orate rocks (anhydritic dolostones and anhydrites). Above these are a series of
additional sealing formations, including the Lower Watrous Member, which forms
the most extensive primary seal to the Weyburn system (Whittaker 2004).

The Midale reservoir has been under oil production for decades. At the end of
primary production in 1964, water flooding was begun to enhance production.
Further field development, including application of horizontal wells, began in 1991
(Preston et al. 2005), and CO2 injection began in 2000. By the end of 2011, a total
of 21 M tons of CO2 had been stored in the Weyburn-Midale field with total field
injection rates of approximately 13 k tons per day (White 2013a). The CO2 (a
byproduct of gasification of lignite) is purchased from the Dakota Gasification
synthetic fuel plant in Beulah, North Dakota, and transported through a 320 km
pipeline to Weyburn.
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8.5.3.2 Monitoring Activities in the Weyburn-Midale Project

Monitoring methodologies investigated as part of the project included:

• geochemical fluid sampling,
• surface seismic, augmented by VSP,
• passive seismic,
• shallow well monitoring and sampling,
• soil gas surveys, and
• tracers.

A comprehensive set of papers presenting results of Weyburn-Midale Project
monitoring efforts has been published elsewhere (Wildgust et al. 2013). Some of the
key findings are discussed below.

Unique among the global storage demonstrations is the geochemical fluid
sampling campaign at Weyburn. A baseline geochemical sampling survey was
followed by sampling on 16 occasions over the course of two time periods—from
2000 to 2004, and from 2008 to 2010. Wellhead fluid and gas samples from about
50 wells were analyzed for over 40 compositional and isotopic parameters, gen-
erating a unique, comprehensive database. The spatial and temporal changes in pH,
alkalinity, concentrations of Ca and Mg, and carbon isotopes were found useful in
monitoring the movement and fate of the CO2 in the subsurface and providing
indication of incipient CO2 breakthrough at wells (Emberley et al. 2005; Gunter and
Perkins 2004). The results show that geochemical monitoring provides valuable
information for identifying the time scales required for solubility and ionic trapping
of injected CO2. Solubility trapping, i.e. the formation of H2CO3, was observed
within six months of the onset of CO2 injection and ionic trapping, i.e. the reaction
of CO2 with carbonate minerals, commenced within one year of injection (Shevalier
et al. 2013). Results also showed that brine resistivity can be used to indirectly track
the movement of injected CO2 within the reservoir (Shevalier et al. 2013).

Advances in the application of surface seismic technology for monitoring were
also made in the Weyburn-Midale project. The Midale reservoir was a challenging
surface seismic because of its thinness and rock properties, but, through application
of advanced acquisition and processing methods, it proved successful. 3D,
three-component, time-lapse seismic data were acquired over a portion of the
project area in 1999 (baseline survey), 2001, 2002, 2004, and 2007. Waveform
correlation techniques were used during post-stack normalization of the time-lapse
seismic data and then subsequently in determining the amplitude and travel time
variations (White 2013a, b). The effects of CO2 injection and oil production were
observed in the 3D difference seismic volumes in both the amplitude changes for
reflections from the reservoir, and in travel time changes for travel paths through the
reservoir. Figure 8.12 is a plan map of the seismic amplitude changes which shows
the spatial correlation between the amplitude changes and CO2 injectors, and the
temporal increase in area of these changes as injection increased. Comparison of the
time-lapse seismic results to reservoir flow simulations demonstrated a clear
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correlation between the injection-related reservoir changes and the resultant seismic
response (White 2013a, b).

Additional processing (Meadows and Cole 2013), combined with extensive
laboratory testing and rock physics modeling (Meadows 2013; Njiekak et al. 2013)
was carried out to more quantitatively interpret the time-lapse seismic data at
Weyburn. Prestack seismic data was migrated and used in an impedance inversion
to obtain P- and S-wave impedance volumes. The resulting time-lapse impedance
changes were input, along with the rock physics model, into a direct inversion
algorithm to generate volumes of pore pressure and CO2 saturation changes over
time (Meadows and Cole 2013).

The 3D time-lapse seismic data was also analyzed to evaluate caprock integrity
and to look for CO2 which might have migrated vertically from the reservoir (White

Fig. 8.12 Seismic amplitude difference maps at the Marly reservoir level for time-lapse surveys
from 2001 to 2007. Estimates of the quantities of CO2 injected and CO2 stored (injected amount
minus produced amount) are shown for each time. The amplitudes in each panel are scaled the
same and are unitless. Horizontal CO2 injection wells are shown in red whereas horizontal
production wells are shown in black (White 2013a, b)
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2011, 2013a). White (2013a) used log-based fluid substitution modeling for cal-
culating the seismic sensitivity to the presence of CO2 within the various intervals,
accounting for the effects of rock lithology, porosity, pore pressure and temperature.
His analyses indicated that the maximum estimated proportion of CO2 residing in
either interval above the regional seal was � 1 %, and the maximum amount of
CO2 potentially residing above the regional seal by 2007 was <56,000 tons.

Though limited in array size, the Weyburn Project was the first large-scale CCS
pilot project to include downhole microseismic recording as a monitoring tool. The
microseismicity was low in rate and intensity. During the monitoring period of
2003–2011, approximately 200 microseismic events were located (Verdon et al.
2013). The microseismicity predominantly occurred in episodic temporal clusters
that were linked to specific operational field activities. Verdon et al. (2011) carried
out coupled fluid flow-geomechanical simulations and found that stress changes
induced by deformation of the reservoir were transferred into the overburden,
leading to an increase in shear stress above the production wells. This stress transfer
into the overburden has been interpreted (Verdon et al. 2013) as the likely cause of
the events located in the overburden above the producing wells.

8.5.4 Discussion of Field Study Results

The results of these field projects have clearly yielded many advances in geologic
storage through validation and demonstration of monitoring technologies. A diverse
set of technologies for measurements at the surface and in the subsurface have been
field tested. Technologies conventionally used by the oil and gas industry have been
validated for application to monitoring of CO2, and some unique new technologies
have been demonstrated. The successful application of seismic techniques for
monitoring the movement of CO2 in the reservoir was clearly demonstrated.
Positive results were obtained not only under “ideal” conditions like those at
Sleipner, but elsewhere, under more challenging conditions associated with thin,
deep, reservoirs. Studies also used seismic measurements to demonstrate that CO2

has not migrated above confining zones. Though more work is needed, these studies
have also provided some insight on the leakage volume detection threshold of
surface seismic methods.

Though seismic methods have the highest resolution of the geophysical moni-
toring methods, it is clear that there are some circumstances where their applica-
bility is limited, and the field studies also showed that other methods can provide
complimentary information to improve understanding of plume behavior. Field
projects (those discussed above and others) have now demonstrated successful use
of satellite-based surface deformation, gravimetry, and electrical techniques, though
more work is needed to better determine how broadly applicable they will be. Based
on field performance in major pilots and some modeling, Fabriol et al. (2011) have
offered the following comparative assessment of seismic, electrical, and gravimetric
techniques (Table 8.8).
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In addition to geophysical monitoring, the field tests have also demonstrated the
value of other types of monitoring measurements, including pressure and temper-
ature, tracers, fluid sampling for geochemical analyses, and well logs of many
kinds. Geophysical monitoring is generally considered to be the most expensive
type of monitoring, and it is noted that cost effective technologies such as wellhead
and annulus monitoring were also proven to be useful.

While the field tests indicate that a portfolio of monitoring technologies is
available, they do not yield a single prescriptive list of technologies which are
applicable, or necessarily sufficient, for all situations. In fact, the experience to date
suggests that monitoring programs will need to be developed to accommodate the
unique geology, and risks, associated with each site.

Another observation, not only related to monitoring, but more generally to
overall technical management of storage operations, is that injection strategies and
monitoring plans need to be adaptable, and should be expected to evolve as
experience and monitoring data become available during operation of the project. In
none of the reviewed projects was the behavior of the CO2 in the reservoir exactly
as predicted before injection began.

The overall experience represented by the reviewed projects shows that moni-
toring of geologic storage of CO2 is technologically feasible in a diverse set of
geologic environments. Given the geology-specific nature of the technology, this
experience is not sufficient, however, to draw conclusions about all geologic
environments. Further work is needed to assess the technical feasibility across the
spectrum of depositional environments that might be considered. In addition, very

Table 8.8 Comparison of performance of geophysical monitoring methods (adapted from
(Fabriol et al. 2011)

Method Minimum
quantity for
verification
at reservoir
depth
(>800 m)

Minimum
quantity for
leakage
detection at
reservoir
depth

Secondary
reservoir
detection
(at depth
ca. 200–
300 m)

Minimum
quantity in
theory
detectable in
secondary
reservoir

Geological
limitations
specific to
CO2 storage

4D seismic Hundreds of
km

Few km Yes Few
hundreds of
tons

Reservoir:
low
porosity,
thin layers
(tuning
effect)

Electrical
CSEM

1 Mt
Few tens of
ktons
(at Ketzin at
600–700 m
deep)

Not yet
proved

Yes Few tens of
ktons

Low
resistivity,
thin layers
(either
resistive or
conductive)

Gravimetry 1 Mt Not yet
proved

Yes Few tens of
ktons

Seasonal
surface
variations

8 Field Injection Operations and Monitoring of the Injected CO2 431



little data has been developed about the post-injection behavior of CO2 in the
reservoir. The same monitoring tools used during the operational phase of storage
are applicable to post-injection phase, but field demonstrations of the processes that
lead to plume stabilization and long-term trapping are needed.

8.6 Pilot Scale CO2 Injection and Monitoring: Frio Site

Christine Doughty

The Frio brine pilot, a research project conducted at the South Liberty oil field
operated by Texas American Resources in Dayton, Texas, USA, injected 1600
metric tons of CO2 over a period of 10 days into a steeply dipping brine-saturated
sand layer at a depth of 1500 m (Hovorka et al. 2006). The pilot employed one
injection well and one observation well. Pre-injection activities (see Chap. 7)
included review of the regional geological setting, development of a detailed local
geological model, analysis of wireline logs, laboratory analysis of core samples,
collection and chemical analysis of brine samples, pressure-transient analysis of an
interference well test, and breakthrough curve analysis for a two-well recirculation
tracer test. During CO2 injection, pressure transients were monitored at both wells
and downhole fluid samples were collected frequently at the observation well.
Geophysical monitoring of CO2 movement in the subsurface during and after the
injection period provided information on the spatial distribution of CO2 at several
different scales. Frio brine pilot activities are outlined in Table 8.9, and are
described in the following sections. Table 8.10 summarizes the material properties
and formation conditions inferred from traditional site characterization. This
Chapter highlights results from the Frio Brine Pilot monitoring campaign and
associated modeling, with an emphasis on lessons learned for future GCS activities.
More details on monitoring and modeling of the Frio Brine Pilot may be found in
Hovorka et al. (2006), Kharaka et al. (2006), Doughty et al. (2008), Daley et al.
(2008, 2011) and Xu et al. (2010).

8.6.1 Geologic Setting and Development of Geologic Model

The Oligocene Frio Formation is an extensive sedimentary formation in the Gulf
Coast of the USA, with ample capacity for GCS in thick sandstone layers separated
by shale seals, underlying an abundance of CO2 point sources. The Frio Formation
extends over much of the Texas Gulf Coast (*500 km), at depths ranging from 0
to 3000 m. For depths greater than 800 m (below which CO2 is supercritical at
Frio), porosity ranges from 0.25 to 0.30, net sand thickness is 100–500 m, and
permeability is 100 md to 5 d. This setting makes the Frio Formation a logical
choice for an early pilot of GCS.
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In the vicinity of the South Liberty field, the fluvial-deltaic Frio Formation is
overlain by the regionally extensive, low permeability Anahuac shale, which acts as
a regional upper seal for the Frio Formation sands. Individual sand layers, identified
as A, B, C, etc., are separated by more localized shale layers that also serve as
barriers to flow. At the South Liberty field, numerous wells drilled for historical oil
production at depths around 2400 m provide structural information about the site
(Hovorka et al. 2006). The brine-saturated sand layer targeted for CO2 storage, the
C sand, is near the top of the Frio Formation at a depth of 1500 m and is on the
flank of a salt dome (Fig. 8.13), where the Frio Formation is laterally compart-
mentalized by faults (Fig. 8.14). A new injection well was drilled for the Frio brine
pilot, sited 32-m down dip from an existing well that served as the observation well.
The fault block in which the wells lie is about 800 m across and at least 2500 m

Table 8.9 Activities at the Frio brine pilot

Activity Monitoring Information obtained

Review existing data related
to historical oil production

3D seismic Structure of sand and shale layers surrounding
salt dome

Wireline logs in
regionally distributed
wells

Compartmentalization into fault blocks

Well log analysis Wireline logs in
injection and
observation wells

Target sand layer and overlying shale caprock

Extent, continuity, and variability of layers

Permeability, porosity, relative permeability
parameters (estimated using literature
correlations)

Core analysis from newly
drilled injection well

Porosity Calibration for well-log estimates of porosity and
permeabilityPermeability

Mercury injection Capillary pressure/saturation relationship

Interference well test Pressure transients Inter-well connectivity

Flow properties of lateral boundaries

Field-scale permeability

Estimates of pressure increase during CO2

injection

Aqueous-phase tracer test Fluorescein
breakthrough curve
(BTC)

Single-phase dispersivity

Porosity-thickness product of sand layer

CO2 injection and
post-injection rest period

CO2 arrival at
observation well

Average CO2 saturation between wells

Pressure transients Two-phase flow properties

RST (reservoir
saturation tool)

CO2 saturation profiles at injection and
observation wells

Crosswell seismic CO2 distribution between injection and
observation wells

VSP (vertical seismic
profile)

CO2 distribution updip of observation well

Two-phase tracer test
(concurrent with CO2

injection)

Two-phase tracer BTC Two-phase dispersivity

Evolution of CO2 saturation distribution with
time
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Table 8.10 Material properties and formation conditions obtained from traditional
site-characterization

Property Method Value Comments

Injection interval
(thickness of
high-permeability
clean sand), h

Wireline
logs

5.5 m Figure 8.15b

Match tracer
test BTC

8 m Figure 8.17

Thickness varied,
porosity held fixed
at 0.34

Porosity, / Wireline
logs
calibrated to
core
analysis

0.34 average over 5.5-m
injection interval

Figure 8.15a

0.28 average over 23-m thick
C sand

Permeability, k Wireline
logs
calibrated to
core
analysis

2264 md average over 5.5-m
injection interval

Figure 8.15b

1001 md average over 23-m
thick C sand

Interference
well test

Around wells: kh product
consistent with wireline logs,
low vertical permeability
below clean sand creates
leaky aquifer

Figure 8.16

Average k = 1556
md for an 8-m thick
layer

Hydrologic
properties of small
fault

Interference
well test

No hydrologic effect Figure 8.16

Formation
compressibility, C

Interference
well test

1.28 � 10−9 Pa−1 Figure 8.16

Defined as
C ¼ ð1=/Þ@/=@PjT

Capillary pressure
parameters

Mercury
injection on
core
samples

van Genuchten (1980)
parameters: Pc0 = 6500 Pa,
n = 1.7, Slmin = 0.03 for a
sample with k = 837 md

Curve-fit to
drainage curves,
also used for
imbibition curves
Pc0 * k−1/2

Dispersivity, a Match
tracer-test
BTC

0.1 m Figure 8.17

Pressure, P Downhole
sensor

152 bars

Temperature, T Wireline
logs, fluid
sampling

59 °C Average of
56–65 °C range
obtained for
different
measurements

Salinity Fluid
sampling

0.093 mg/L
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long, and is bounded by mapped faults to the northwest and southeast. Several
smaller intra-block faults also exist.

Figure 8.15 shows the porosity and horizontal permeability profiles for the C sand
inferred from injection-well logs, with calibration to porosity and permeability
measurements made on core samples (Sakurai et al. 2006). Observation-well logs
(not shown) contain similar features, suggesting good layer continuity between the
two wells. The ratio of vertical to horizontal permeability is assumed to be an
increasing function of porosity, and ranges from 0.1 to 1.0. Each well was perforated
over approximately 6 m in the upper portion of the 23-m thick C sand, which
Fig. 8.15 identifies as a thick interval of clean sand. The lower limit of the injection
interval is delineated by a thin marker bed, which is interpreted as low-permeability
shale. Capillary pressure as a function of saturation was measured for two core
samples, one sandstone and one shale, using mercury injection (Sakurai et al. 2006).

Frio Formation brine samples were collected from both wells at a series of times

Fig. 8.13 Schematic of the
Frio brine pilot site (after
Hovorka et al. 2006)
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Fig. 8.14 Geological model of the upper Frio Formation at the South Liberty field (courtesy of
Joseph Yeh, TBEG). a Plan view of the modeled fault block (pink) and two adjacent fault blocks.
The new injection well is shown as a black dot with a white border. The existing observation well
is the black dot just to the north. b Vertical cut through the model along the black line shown in the
plan view. Vertical exaggeration is approximately a factor of two. Colored lines and numbers
identify wells used to create the geological model
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before CO2 injection. Chemical analysis identified a Na-Ca-Cl-type brine with
93,000 mg/L total dissolved solids (TDS), nearly saturated with methane (CH4) at
formation conditions of about 150 bars and 60 °C (Kharaka et al. 2006). These
dissolved salt and methane contents are typical of brine formations found in the
vicinity of petroleum resources in the northern Gulf of Mexico basin (Kharaka and
Hanor 2003).

8.6.2 Site Characterization

8.6.2.1 Numerical Model for Flow and Transport

Based on the geological model shown in Fig. 8.14, a three-dimensional numerical
model employing the TOUGH2 simulator (Pruess et al. 1999) was developed to
simulate flow and transport for the Frio brine pilot, and is described in more detail
in Doughty et al. (2008). The model represents the C sand and extends over the
entire fault block in which the injection and observation wells lie.

Fig. 8.15 Injection-well property profiles for the C sand (courtesy of Shinichi Sakurai, TBEG),
and the grid-averaged values used for the original 3D numerical model: a porosity and b horizontal
permeability
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8.6.2.2 Interference Test

A 24-h interference well test was conducted by pumping from the observation well
and observing pressure changes in both wells. Figure 8.16 shows the pressure
transient at the injection well and several modeled pressure transients obtained with
different analysis methods. The simplest method is to match the pressure transient
to an analytical solution (Theis 1935), which assumes a uniformly thick, homo-
geneous, flat layer of infinite radial extent that is perfectly sealed above and below.
For the early-times behavior a good match to the pressure-transient data could be
obtained with the Theis solution (Fig. 8.16), but the linear Theis curve begins to
deviate from the field data after about one-half hour of pumping, predicting too
large a pressure drawdown.

The pressure drawdown obtained by simulating the interference test with the 3D
model becomes too small after only about 100 s (“Original Model” in Fig. 8.16),
but has the linear shape of the Theis solution. Figure 8.16 shows that the data do
not have the linear character of the Theis solution, but rather show a marked
flattening. Such a response is characteristic of a leaky aquifer, in which fluid flows
to the pumped well from both the pumped interval and to a lesser extent from above
and/or below (Hantush and Jacob 1955), see also Chap. 7. From Fig. 8.15b it can
be seen that the permeability just above the pumped interval is very low, but that the
permeability of the marker bed below the pumped interval is moderate. By
decreasing the vertical permeability of the marker bed from 3 md to 0.25 md, the
pressure drawdown labeled “Leaky 5.5-m sand, no small fault” in Fig. 8.16 is
obtained, in which the observed flattening beginning at 0.5 h is much better
represented.

Fig. 8.16 Interference-well-test pressure transient (Doughty et al. 2008) and various model results
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To investigate the hydrologic nature of the intersection of the small fault
northwest of the observation well and the C sand, three distinct fault conditions are
considered with the 3D model: (1) the fault is absent, (2) the fault is a closed
boundary, and (3) the fault is a constant-pressure boundary (open small fault). The
effect of the small fault is felt about 0.5 h after pumping begins. Both the
closed-fault case and the constant-pressure-fault case diverge sharply from the field
data, suggesting that the fault does not act as either of these types of boundaries.

There is independent evidence from the tracer test that the thickness of the
high-permeability clean sand in which the injection well is perforated is about 8 m,
significantly larger than the 5.5 m inferred from the well logs. Because the pressure
drawdown response to pumping is primarily sensitive to the permeability-thickness
product of a formation, the interference-test data shown in Fig. 8.16 can be equally
well matched by a model with a thickness of 8 m, if permeability is decreased
correspondingly. The modified model is referred to as the “8-m sand model” and
the previous model is referred to as the “5.5-m sand model”.

In summary, matching the injection-well (non-pumped well) pressure transient
during the interference well test does not provide a single, uniquely-determined
hydrologic model of the C sand, but rather two models that bound a range of
reasonable models. The clean sand acts as a leaky aquifer, and sensitivity-study
results indicate that the small fault within the main fault block should not be
considered either a closed or constant-pressure boundary, therefore it was not
included in further modeling studies.

8.6.2.3 Tracer Test

After the interference well test had run for 24 h, pumped fluid was reinjected into
the injection well, to create a balanced doublet flow field. After another 24 h, when
the flow field was steady, a 78-min pulse of fluorescein dye was added at the
injection well. The steady flows were maintained for 15 days. Fluorescein arrived at
the observation well after 9 days and concentration peaked at 12 days, as shown in
Fig. 8.17. The primary parameters to be inferred from the tracer breakthrough curve
(BTC) are the porosity-thickness product of the sand layer through which fluid
flows and the aqueous-phase dispersion coefficient for the sand, a measure of its
heterogeneity. Preliminary attempts to model the tracer test using the 3D numerical
model described in the previous section were unsatisfactory, because numerical
dispersion smeared out the tracer peak too much for a physical dispersion coeffi-
cient to be determined. Therefore, a streamline model (Javandel et al. 1984) is used,
with a random walk added to represent dispersion. Figure 8.17 presents modeled
breakthrough curves for two different sand-layer thicknesses: the 5.5-m value
inferred from the injection well logs (Fig. 8.15), which results in a far too early
peak, and an 8-m value, determined by trial and error to best match the observed
fluorescein peak time of 12 days. In both cases, porosity is held fixed at 0.34, the
average value obtained from wireline logs and core analysis. Matching the width
and height of the observed fluorescein peak requires a small single-phase
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dispersivity (0.1 m), implying that the sand is highly homogeneous, which is
considered reasonable for a clean sand. Note that the model breakthrough curves
show two peaks, the main peak (8 or 12 days) and a smaller, later recirculation peak
(16 or 24 days), which identifies tracer that has arrived at the observation well, been
reinjected into the injection well, and traveled to the observation well again. In the
field, it does not appear that tracer monitoring continued long enough for a recir-
culation peak to arrive. The increase in fluorescein concentration observed at
15 days (Fig. 8.17) is considered unlikely to be a recirculation peak, as it would
imply a 3-day second trip through the formation, which is too fast.

The 8-m sand thickness inferred from tracer arrival time is certainly possible in
terms of the expected variability in sand layer thickness for this geologic setting,
and, as described in the previous section, interference test results can be equally
well matched assuming either a thickness of 5.5 m or 8 m for the high-permeability
zone in which the injection well is perforated. Therefore, the 8-m sand is retained
for further modeling studies.

8.6.3 CO2 Injection and Monitoring

8.6.3.1 Numerical Model for Multi-phase Flow

The well-test and tracer-test described above involve single-phase flow in which
gravity does not play a significant role, enabling analysis with an analytical solution
or simple single-phase numerical models. However, when CO2 and brine are both
present, multi-phase and gravity effects are significant, requiring a 3D numerical
model with two-phase flow capabilities such as TOUGH2 (Pruess et al. 1999).

Fig. 8.17 Tracer test data (Doughty et al. 2008) and results of a streamline model
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The simulation results shown here use the capillary pressure curve obtained by
fitting to mercury injection data from a C-sand core sample (Sakurai et al. 2006),
and hysteretic relative permeability functional forms (Doughty 2007), which are
derived from the van Genuchten (1980) formulation (see also Chap. 3). The key
parameters of the characteristic curves that need to be identified are the maximum
residual gas saturation Sgrmax and irreducible liquid saturation Slr, below which each
phase is immobile, and a parameter describing the interference between the two
phases when both are mobile, m, which can range from about 0.4 to 0.9, with lower
values of m corresponding to more mobile gas and less mobile liquid, and higher
values of m corresponding to less mobile gas and more mobile liquid. During a CO2

injection period, drainage is the dominant process because the CO2 plume is
growing in all directions. For drainage, the residual gas saturation, SDgr , is zero and
the parameters controlling plume behavior are Slr and m. After injection ends, the
leading edge of the CO2 plume may still undergo drainage as the plume moves
upward and updip by buoyancy forces, but at the trailing edge of the plume im-
bibition occurs, with SDgr depending on saturation history and ranging from zero to
Sgrmax.

Characteristic curves for the base-case simulations of the Frio brine pilot used
values of Sgrmax and Slr taken from the literature: Sgrmax varies inversely with
porosity and averages 0.2 for the C sand (Holtz 2002, 2005); Slr = 0.15 (Bachu and
Bennion 2007). The parameter m was chosen to produce a liquid relative perme-
ability curve similar to a Corey (1954) liquid relative permeability curve (m = 0.9).
Simulations were also run with values of Sgrmax that are half the literature values
and taking Sgrmax = 0; with Slr values of 0, 0.30, and 0.45; and with m values of 0.7
and 0.5.

Figure 8.18 shows a time-series of snapshots of the modeled free-phase CO2

plume during and after the 10-day injection period, using the base-case parameters
and the properties shown in Table 8.10. It is clear that buoyancy forces have a large
effect on plume evolution. Figure 8.18 also shows that CO2 distributions for times
later than 29 days are very similar to one another, indicating that by that time most
gas saturations have decreased to residual values and the CO2 plume is largely
trapped.

8.6.3.2 Downhole Fluid Sampling with U-Tube

Sampling of representative fluids in deep boreholes is challenging because of the
need to minimize external contamination and maintain sample integrity during
recovery. The U-tube sampling methodology (Freifeld et al. 2005; Freifeld and
Trautz 2006) (Sect. 8.4) was developed to collect large volume, multi-phase sam-
ples at in situ pressures. At the Frio brine pilot, a U-tube was used to collect a 52-l
sample from the observation well every two hours, which was weighed at the
surface while being maintained at downhole pressure conditions (*150 bars).
A decrease in sample density from that of formation brine (*1070 kg/m3) to that of
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supercritical CO2 (*830 kg/m3) revealed the transition from single-phase brine to
single-phase CO2 in the wellbore 2.1 days after injection began (Fig. 8.19).
Analysis of sample gases (dissolved or separate phase) was performed in the field
using a quadrupole mass spectrometer, which also provided unequivocal evidence
of the arrival of the CO2 plume. Additionally, pulses of gas-phase tracers were
added to the injection stream at several times during the CO2 injection period, and
their arrival at the observation well provided an indication of changes in CO2

saturation as injection proceeded.
During the 10-day injection period the CO2 plume is continually growing, so the

formation is undergoing drainage. Therefore, fluid flow (and hence
observation-well arrival time) is sensitive to Slr and m, but is not sensitive to Sgrmax.
The CO2 injection period was modeled using several values of Slr and m, as shown
in Fig. 8.19. Note that the U-tube sample density decreases much more than any of
the model densities do, because model density represents fluid density in the
near-well region, not the density of the wellbore fluid itself, which is what the
U-tube samples.

Fig. 8.18 Base-case simulation results showing the evolution of the free-phase CO2 plume in the
vertical cross-section containing the two wells
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Figure 8.19 shows that models using Slr = 0.15 or 0.30 and m = 0.9 give the
best match to the field data, and that CO2 arrival time decreases as Slr increases and
as m decreases. Larger values of Slr cause a decrease in CO2 arrival time two ways.
First, with a larger Slr, CO2 bypasses more immobile brine, so it moves faster
through the formation. Second, increasing Slr increases total mobility (the sum of
liquid- and gas-phase mobilities), hence it enables more buoyancy flow to occur,
resulting in an early arrival of a thin finger of CO2 shallow in the observation well.
Decreasing m also increases total mobility and therefore enhances buoyancy flow.

It is worthwhile to note that the travel time between the two wells is much longer
for the aqueous-phase fluorescein tracer (*9 days, Fig. 8.17) than for the
two-phase CO2 plume (*2 days, Fig. 8.19). Various factors contributing to this
difference are presented in Table 8.11. Differences in the flow fields imposed by
injection and pumping conditions (doublet for the tracer test, single-well for the
CO2 injection, lower injection rate for CO2) tend to delay the CO2 arrival, but the
delay is more than balanced by the speedup arising from the buoyant, two-phase
nature of the CO2 plume. The modeled distribution of CO2 (Fig. 8.18) indicates that
buoyancy flow and the bypassing of brine within the plume both strongly contribute
to the early arrival of CO2. This finding reiterates the value of a numerical model for
interpreting field data. It also illustrates the difficulty of trying to define a simple
performance measure such as average CO2 saturation, which is needed for making
capacity assessments of potential CO2 geologic storage sites (Doughty et al. 2001;
Hesse et al. 2006). The average CO2 saturation within the plume primarily reflects
two-phase flow behavior, and indicates the fraction of individual pores that are
filled with CO2. Theoretically it should be consistent with values inferred from
laboratory studies. However the average CO2 saturation over the entire formation is
more relevant for capacity assessment, and if buoyancy flow (or heterogeneity)
causes the CO2 plume to avoid large fractions of the formation entirely, the
formation-average saturation and the plume-average saturation will be quite dif-
ferent. Neither way of averaging is wrong per se, but care must be taken to use each
average in the proper context.

Fig. 8.19 CO2 arrival at
observation well as monitored
with U-tube sampling
(Doughty et al. 2008) and
model results considering
different two-phase flow
parameters
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8.6.3.3 Pressure-Transient Analysis

Downhole pressure was measured in both wells throughout the ten-day CO2

injection period and for about two weeks thereafter (Benson and Doughty 2006;
Hovorka et al. 2006). Compared to the 24-h interference test, this longer monitoring
period enables the hydrologic properties of more distant features of the fault block
to be examined. For example, if the two fault-block boundaries nearest the wells
(*600 m to the northwest and *250 m to the southeast) are considered
constant-pressure boundaries, which works for the interference test, modeled
pressure increases accompanying CO2 injection are too small. In contrast, if the
more distant salt-dome boundary (*1200 m to the northeast) is considered a
constant-pressure boundary, model pressure increases during CO2 injection are
about right, whereas a closed boundary there produces model pressure increases
that are too large. Whether this boundary is closed or constant-pressure has no effect
on the shorter interference test.

Several stoppages were planned for the injection period, so that
pressure-transient analysis could be conducted under two-phase flow conditions.
Additional short-term breaks in injection occurred due to operational problems.
Pressure-transient responses under two-phase conditions are sensitive to relative
permeability parameters, in addition to the intrinsic permeability and formation
compressibility, which were inferred from the interference well test. Because only
short breaks occur in the injection schedule, drainage is the dominant process
occurring throughout the injection period, hence Slr and m are the main parameters
to infer. Generally, DP decreases as Slr increases and m decreases, consistent with
the increase in total mobility that accompanies these parameter changes. The best
match to observation-well DP is obtained for Slr between 0.15 and 0.30, and m
between 0.7 and 0.9, but the sensitivity of the observation-well pressure transient
data to Slr and m is rather small, implying that other values of these parameters are
also possible.

Table 8.11 Comparison between aqueous-phase tracer test and co2 arrival times

Tracer test CO2

injection
Expected impact on CO2 arrival time

Arrival at
observation well

9 days 2 days

Flow field Doublet Single well 3 times slower

Injection rate 50 gpm 40 gpm 20 % slower

Phase conditions Single-phase Two-phase Faster, bypass pore space containing
other phase

Density contrast None 1.5 Faster, buoyancy flow

Viscosity contrast None 12 Faster, enhanced buoyancy flow

Density in situ 1060 kg/m3 *800 kg/m3 20 % faster
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8.6.3.4 Reservoir Saturation Tool

The wireline reservoir saturation tool (RST), developed by Schlumberger, uses
pulsed neutron capture to determine changes in brine saturation as CO2 displaces
brine or vice versa (Hovorka et al. 2006; Sakurai et al. 2006). RST logging was
deployed prior to CO2 injection to determine a baseline and 3 times in the injection
well (days 10, 66, 142) and 5 times in the observation well (days 4, 10, 29, 66, 142).
Comparing depths at which CO2 appears in the model to those from the RST logs
provides valuable insights into geology, whereas comparing the magnitude of CO2

saturation Sg provides constraints on two-phase flow properties.
At the injection well, RST logs show that CO2 extends significantly below the

perforated interval. This distribution is best reproduced by the 8-m sand model.
This finding supports the hypothesis underlying the 8-m sand model that the thin
marker bed located just below the perforations does not have nearly as low a
permeability as was inferred from well logs (Fig. 8.15b). At both wells, CO2

extends almost 1 m shallower than predicted by the model, suggesting that a
low-permeability layer identified just above the perforations in both wells may not
be continuous, allowing CO2 to move upward into an overlying sand layer. These
findings are consistent with the large sand-layer thickness inferred from the
single-phase tracer test, but only the CO2 injection provides specific information
about how this greater thickness may arise.

RST logs collected during the injection reflect a growing CO2 plume, with
drainage occurring throughout the plume, while those obtained during the subse-
quent rest period reflect the trailing edge of a migrating CO2 plume, where imbi-
bition occurs. Simulations results for values of Slr from 0 to 0.45, m from 0.5 to 0.9,
and Sgrmax from 0 to 0.2 show the expected dependence on Slr, m, and Sgrmax.
During injection, as Slr increases or m decreases, Sg decreases, as more brine is
bypassed rather than being displaced by the invading CO2, whereas during the
subsequent rest period, different values of Slr and m have no impact on the Sg
profiles. In contrast, during injection Sgrmax has no impact on the Sg profiles,
whereas during the rest period the amount of CO2 remaining in the region around
the wells decreases dramatically as Sgrmax is decreased.

The model trends support the use of a small value of Slr, a large value of m, and a
large value of Sgrmax for modeling. However, all model Sg values are significantly
smaller than the Sg values obtained from the RST logs. The model results represent
the average Sg over a 2-m wide grid block. An RST radius of influence smaller than
1 m could therefore account for some of the discrepancy, especially for the
injection well, where conditions can change sharply close to the well.

8.6.3.5 Crosswell Seismic

Crosswell seismic data obtained using source and receiver strings in the observation
well and injection well, respectively, were collected shortly before injection of CO2

and again about six weeks after CO2 injection ended (Daley et al. 2008). P-wave
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velocity depends on gas saturation Sg, so a difference tomogram of the seismic
velocity before and after CO2 injection provides an image of the free-phase CO2

distribution in a vertical plane between the wells, as shown in Fig. 8.20a. A rock
physics model for seismic velocity is needed to provide a quantitative relationship
between velocity change and Sg. Ideally such a model would be site-specific,
derived from core analysis and the relationship between well-log measurements of
seismic velocity and well-log measurements of Sg, such as those obtained from the
RST. Unfortunately, not all the requisite components for a rock physics model are
available for the Frio Formation C sand and a rock physics model calibrated to the
Utsira Sand being used for the Sleipner CO2 storage operation in the North Sea
(Carcione et al. 2006; Hoversten et al. 2003) was applied. This modeling suggests
that six weeks after CO2 injection ended, Sg in the vicinity of the injection well was
approximately 20 % and Sg near the observation well was approximately 10 %
(Daley et al. 2008). RST profiles collected during the CO2 injection period are
shown along the sides of the tomogram, providing a consistency check on the
seismic inversion. The crosswell seismic tomogram shows clearly that the inter-well
region is heterogeneous, although the resolution of the tomogram (1-5 m) precludes
detailed interpretation of specific features.

Plots of the spatial distribution of CO2 in the vertical plane between the injection
and observation wells are shown in Fig. 8.20b for simulations using three values of
Sgrmax. The model plume using the literature values of Sgrmax (*0.2) matches the
crosswell seismic tomogram best, with Sg * 0.2 near the injection well, and Sg
decreasing and the plume becoming thinner as distance from the well increases. For
the case with half Sgrmax, the shape of the CO2 plume is similar, but the modeled Sg
is too low everywhere, and close examination shows that the maximum Sg does not
occur at the injection well, but has migrated away from it. For the case with zero
Sgrmax, the plume migration is extreme and clearly not consistent with the field data.
Hence, we infer that the original values of Sgrmax * 0.2, which enable significant
CO2 mobility trapping, are optimal.

8.6.3.6 Vertical Seismic Profile

Vertical seismic profile (VSP) data were obtained by creating lines of explosions
along the ground surface at three azimuthal directions around the injection well
(NW, N, NE), and monitoring P-wave amplitude at the receiver string deployed in
the injection well (Daley et al. 2008). VSP data were collected twice: once shortly
before CO2 injection, then again about six weeks after CO2 injection ended.
Figure 8.21 shows the change in P-wave amplitude before and after CO2 injection,
plotted as a function of offset from the injection well, for each direction, along with
the corresponding model results for three values of Sgrmax. The resolution of the
VSP data is about 10–30 m, whereas the model resolution varies from 5 m close to
the wells to more than 100 m for the largest offsets shown. A quantitative rela-
tionship between VSP change in amplitude and CO2 saturation is not known, so the
vertical axes of the plot are adjusted to align these two quantities close to the
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injection well. For the usual Sgrmax case, Fig. 8.21a shows good agreement between
model and VSP in the updip direction (N), but the VSP indicates that the plume has
moved farther than the model has predicted to the NE and NW. In fact, the plume
has moved as far to the NW as it has to the N, suggesting that either local updip
direction is not true north, or there is significant heterogeneity in the permeability
distribution beyond the immediate vicinity of the wells, or the planar representation
of a warped sand body becomes inaccurate away from the wells. The non-smooth

Fig. 8.20 a Crosswell seismic tomogram of the difference in P-wave velocity before and after
CO2 injection (Daley et al. 2008). b Modeled CO2 distributions in the plane between the wells
considering different values of Sgrmax. The single black contour line shows Sg = 0, an indication of
the historical maximum extent of the CO2 plume
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nature of the model profiles far from the injection well indicates the need for a more
refined grid.

For the half-Sgrmax case, the model shows a little too much plume movement in
the updip direction (N), while for the zero-Sgrmax case, there is far too much plume
movement updip, so we infer that the original values of Sgrmax * 0.2, which allow
less CO2 to move updip, are optimal. Note that the modeled extent of the plume to
the NE and NW is independent of Sgrmax.

Unlike other post-injection monitoring methods, VSP covers such a large spatial
extent that it encompasses the entire CO2 plume, both the trailing edge around the
wells, where imbibition is occurring, and the leading edge farther updip, where
drainage is still occurring long after injection ceases. Hence, large-offset VSP
results are also sensitive to drainage-controlling parameters Slr and m. For the
simulation results shown in Fig. 8.21, Slr = 0.15 and m = 0.9. For a case with
Slr = 0.3 and m = 0.9, the leading edge of the CO2 plume is about 10 m farther
updip than is shown for the N profile in Fig. 8.21a.

8.6.4 Discussion

The fluorescein tracer test indicated that the high-permeability sand through which
most fluid travels from the injection well to the observation well is 2.5-m thicker
than that inferred from well logs, but did not provide any specific information on
how the thickening occurs. The RST profiles for the injection well suggest that the
CO2 plume extends almost 1 m above and several meters below the perforated
interval, which was chosen to match the high-permeability zone identified in the
well log (Fig. 8.15b). The RST profile for the observation well confirms CO2

arrival about 1 m shallower than predicted by the well logs, but because of
buoyancy, no CO2 arrives very far below the top of the high-permeability layer. The
crosswell seismic tomogram (Fig. 8.20a) shows a CO2 plume that is about 7.5 m
thick at the injection well and thins toward the observation well. Thus, tracer test,
RST, and crosswell seismic results all support the choice of the 8-m sand model
over the 5.5-m sand model inferred from the well logs. Some evidence for local
variability is provided by the crosswell seismic tomogram (Fig. 8.20a), which
shows a change in the character of the CO2 distribution about half-way between the
two wells.

The VSP data (Fig. 8.21) allows examining the evolution of the CO2 plume
beyond the immediate vicinity of the wells. Despite matching the updip migration
adequately, the model fails to reproduce two other features of the VSP data. First,
the CO2 plume should extend just as far to the NW as it does to the N, suggesting a
different local dip direction than currently employed by the model. Second, the
lateral extent of the modeled plume is too small, suggesting a short-coming in the
conceptualization of geological structure (e.g., the local dip magnitude may be
smaller, lateral permeability anisotropy could exist, or the planar representation of a
warped sand body becomes inaccurate). Because plume migration is largely a
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Fig. 8.21 VSP change in P-wave amplitude before and after CO2 injection (Daley et al. 2008) and
model results for far-field CO2 distribution considering different values of Sgrmax
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consequence of the buoyant flow of CO2, these features would be difficult to
ascertain from traditional site characterization methods.

During CO2 injection periods, the entire CO2 plume is undergoing drainage.
After injection ends, the leading edge of a migrating CO2 plume continues to drain,
whereas the trailing edge of the plume is undergoing imbibition. Ideally, monitoring
should be designed to cover both drainage and imbibition. The drainage process,
monitored at the Frio brine pilot via U-tube, early-time pressure transients and RST
profiles, and large-offset VSP data, depends on Slr and m, but is not sensitive to
Sgrmax. In contrast, the imbibition process is not very sensitive to Slr and m but
depends strongly on Sgrmax, thus late-time pressure transients and RST profiles, the
crosswell seismic tomogram, and small-offset portions of the VSP data provide
information on Sgrmax.

The parameter Sgrmax is often conceptualized as decreasing with increasing
permeability (e.g., Holtz 2002), but these studies strongly support the notion that
even for the very high-permeability Frio Formation C sand (>2000 md), Sgrmax is
well above zero, and even provides evidence that the original Sgrmax * 0.2 is a
better choice than the halved value of Sgrmax * 0.1. The late-time RST profiles, the
crosswell seismic tomogram, and the VSP data all show consistent results in this
regard. Given the importance of a large value of Sgrmax for trapping free-phase CO2,
this is an important finding for the overall potential for success of CO2 geologic
storage. The results also suggest that Slr is small, consistent with
petroleum-literature values (Holtz 2002). The U-tube results for CO2 arrival at the
observation well and pressure-transient analysis supports Slr = 0.15, whereas the
early-time observation-well RST suggests that Slr is even smaller. A small value of
Slr means the CO2 plume need not bypass so much liquid phase and can form a
more compact plume in the subsurface. As one extrapolates from the very high
permeabilities of the C sand to moderate permeabilities that may be more typical for
CO2 storage, Slr is expected to increase.

Early in the CO2 injection period, the simultaneous pressure observations in the
injection well, which is surrounded by a two-phase mixture of CO2 and brine, and
the observation well, which is still surrounded by brine, potentially enable
deconvolution of multi-phase flow effects, and improved determination of
characteristic-curve parameters Slr and m. Unfortunately, the present 3D numerical
model is far too coarse (2-m resolution) to adequately resolve near-well effects at
the injection well, making such analysis problematic. Studies with a high-resolution
model are necessary. For short-time studies, one may be able to increase efficiency
by using a 2D axisymmetric model, but for longer times, a 3D model is needed to
represent the interplay of heterogeneity, buoyancy, and multi-phase effects.

8.6.5 Concluding Remarks

Well thought-out site characterization is essential for successful geologic storage of
CO2 because of the many physical processes impacting CO2 plume evolution in the
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subsurface. At the Frio brine pilot, site characterization techniques such as geo-
logical mapping, geophysical imaging, well logging, core analyses, hydraulic well
testing, and tracer testing were all valuable and formed the basis of initial site
assessment. However, only through the injection and monitoring of CO2 could the
impact of the coupling between buoyancy flow, geologic heterogeneity, and
history-dependent multi-phase flow effects truly be appreciated. Thus, the
site-characterization process greatly benefited from the addition of CO2 injection
and monitoring. Moreover, development of a numerical model aided in the syn-
thesis of geological, hydrological, and geophysical observations and provided a
framework for understanding the coupled flow and transport processes occurring in
the CO2/brine system.

The advantages of using data collected during CO2 injection to refine reservoir
models are numerous. The obvious benefit of CO2 injection is to provide infor-
mation on multi-phase flow properties (in particular, the residual gas saturation,
below which CO2 is trapped), which cannot be obtained from traditional
site-characterization techniques that examine single-phase conditions. Additionally,
the low density and viscosity of CO2 compared to brine causes the two components
to flow through the subsurface differently, potentially revealing distinct features of
the geology. Ultimately, to understand stored CO2 behavior in the subsurface, there
is no substitute for studying the movement of CO2 directly.

It is humbling that even for the small-scale, very well studied, intensively
monitored conditions of the research-oriented Frio brine pilot, there are still
uncertainties in data interpretation. Even greater uncertainties are projected for
full-scale CO2 geologic storage projects, where economic constraints will limit the
availability of data generated through expensive procedures such as tracer tests,
fluid sampling, and crosswell seismic. With only one or two monitoring techniques
it is generally not difficult to create a model that can reproduce field observations,
making it easy to claim a full understanding of the geologic storage system. As
different types of observations are added, matching them all becomes much more
challenging, which may produce the feeling that understanding of the system has
actually decreased. In reality, an appreciation of ones level of ignorance has
increased, which is generally a good first step for improving understanding. Despite
the commercial pressures attendant to full-scale CO2 geologic storage, it should be
recognized that the coupled flow and transport processes that take place during CO2

geologic storage can produce subtle and unintuitive effects that will affect the
storage efficiency of a reservoir. It is valuable to investigate as many aspects of the
system as possible with a range of monitoring techniques to minimize uncertainty.
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8.7 Pilot Scale CO2 Injection at the Ketzin Site:
Experiences from the First European On-Shore
Storage Site

Axel Liebscher, Stefan Lüth, Sonja Martens, Fabian Möller, Cornelia
Schmidt-Hattenberger and Martin Streibel

8.7.1 Introduction

Although the implementation of Carbon Capture and Storage (CCS) at industrial
scale particularly requires successful demonstration of geological CO2 storage at
scales of >1 Mt CO2 per year, smaller scale pilot sites on geological storage still
play an essential role in progressing the CCS technology. While demonstration
projects primarily focus on demonstrating and proving the integration and appli-
cation of mature technologies, pilot sites are needed to develop, test and progress
new storage technologies and to perform field-scale experiments on specific tech-
nical and operational aspects that may not be executable at demonstration or
industrial scale projects.

The Ketzin pilot site for geological storage of CO2 in the German Federal State
of Brandenburg is the longest operating on-shore CO2 storage pilot site within
Europe and is still the only active CO2 storage project in Germany. It provides an
in situ laboratory for on-shore CO2 storage in a saline aquifer of the Northeast
German Basin. The storage complex is located in an anticline structure above a salt
pillow and thereby the Ketzin site shares some fundamental geologic characteristics
with future CO2 storage sites within the European Permian Basin, either on-shore
in, e.g., Germany or Poland, or off-shore under the North Sea. The Ketzin site is a
pure research and development (R&D) driven project and as a research project
limited by national legal regulations to a maximum amount of stored CO2 of
100,000 t. CO2 storage at the Ketzin site is accompanied by one of the most
comprehensive scientific research and development programs worldwide with key
objectives being R&D on CO2 injection operation, monitoring and modeling. These
technological objectives are accompanied by an extensive public outreach and
dissemination program. This chapter provides a comprehensive review of the main
results and experiences gained at the Ketzin pilot site. For additional information
and further reading the reader is referred to Martens et al. (2012, 2013) and
Liebscher et al. (2013a, b).
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8.7.2 Site Location and Geology

The Ketzin pilot site is located about 25 km west of Berlin and Potsdam (Germany)
near the town Ketzin within the Northeast German Basin (Fig. 8.22). The Northeast
German Basin is part of the European Permian Basin, which extends from the
Polish Trough in the East to present day off-shore areas of the North Sea
(Fig. 8.22a) and is made off by sedimentary sequences of Permo-Mesozoic to
Cenozoic age. The pilot site itself sits on the southeast flank of the
“Roskow-Ketzin” double anticline, which formed above a deep seated, elongated
salt pillow (Fig. 8.22b, c). The target reservoir sandstone layers for CO2 storage
belong to the Upper Triassic Stuttgart Formation at about 630–650 m depth and are
overlain by more than 165 m of the shaly caprocks of the Upper Triassic Weser and
Arnstadt Formations (Fig. 8.22d). The final seal of the multi-barrier system at the
Ketzin site is formed by the transgressional Oligocene Rupelian Clay at the base of
the Tertiary, which separates the post-Rupelian freshwater horizons from the deep,
pre-Rupelian saline formations. The reservoir sandstones are well to
moderately-well sorted, immature feldspathic litharenites to lithic arkoses, which
are composed of 22–43 wt% quartz, 19–32 wt% plagioclase, 4–13 wt% K-feldspar
and subordinate mica, illite, mixed-layer silicates and meta-sedimentary and vol-
canic rock fragments (Förster et al. 2006). Heterogeneously distributed cement
phases make up 5–32 vol.% and include analcime and anhydrite with minor
dolomite, barite, and celestine (Förster et al. 2006). Due to the heterogeneity of the
reservoir sandstone, reservoir porosity ranges from 12 to 26 vol.% with an averaged
permeability of around 100 mD (Zemke et al. 2010; Zettlitzer et al. 2010). The
initial reservoir conditions were *33 °C and 61 bar at 630 m depth (Henninges
et al. 2011).

8.7.3 Research Infrastructure at the Ketzin Site

To meet the operational and scientific needs of the Ketzin site a total of five wells
have been drilled and an injection facility with a pipeline built (Fig. 8.23). Prior to
start of injection in summer 2008, the wells Ktzi 200–202 have been drilled in
2007, each to a depth of 750–800 m (Fig. 8.24). The well Ktzi 201 serves as an
injection and observation well, whereas the wells Ktzi 200 and Ktzi 202 are
exclusively used for monitoring the injection process and subsurface migration and
behaviour of the CO2. The three wells form the corners of a right-angled triangle
(Fig. 8.23). In autumn 2012 a fourth deep well Ktzi 203 was drilled in close vicinity
to the injection point (Fig. 8.23) to recover rock cores from the caprock and
reservoir sandstones that have been in contact with the injected CO2 for more than
four years. Contrary to the wells Ktzi 200–202, which have steel casings
throughout, the well Ktzi 203 has been completed with a glass fibre reinforced
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plastic casing in the lower-most part to study the applicability of this corrosion
resistant material in CO2 storage operations (Fig. 8.24). To allow for above-zone
monitoring within the indicator horizon (Fig. 8.22d) a shallow groundwater
observation well P300 was drilled in 2011 to 446 m depth into the lowermost
aquifer (Exter Formation) above the caprock.

All four deep wells are completed with a smart casing concept (Prevedel et al.
2009) that allows for quasi-permanent, easily accessible monitoring of the wells and
the near-well area (Fig. 8.24). This concept includes behind casing fibre-optic
cables for distributed temperature/acoustic sensing (DTS/DAS), behind casing
heater cables for heating experiments, permanently installed electrodes (Vertical
Electrical Resistivity Array VERA) for electrical resistivity tomography and dif-
ferent pressure and temperature sensors (P-T). The shallow well P300 is equipped
with high resolution pressure gauges and a U-tube fluid sampling system to allow
for precise pressure and fluid monitoring of the indicator horizon.
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8.7.4 Injection Operation and History

Continuous injection of CO2 at the Ketzin site started on June 30th, 2008 and lasted
until August 29th, 2013, when the Ketzin site entered the post-injection phase after
more than five years of safe and successful injection of slightly more than 67,000
tons of CO2. During most time of the injection period, food-grade CO2 with a purity
>99.9 vol.% has been injected at monthly injection rates between 1,000 and 2,300
tons CO2. From May to June 2011, 1,515 tons of captured CO2 from the Vattenfall
Schwarze Pumpe oxyfuel pilot plant with a purity >99.7 vol.% have been injected.
In July and August 2013, a CO2-N2 co-injection experiment has been performed to
test and demonstrate the technical feasibility of a continuous impure CO2 injection
scenario. A total of 613 tons CO2 and 32 tons N2 have been continuously mixed
on-site and co-injected resulting in an average CO2 to N2 mass ratio of approxi-
mately 95:5.

Throughout the entire injection phase, liquid CO2 was delivered by road tankers
and intermediately stored on-site at about −18 °C and 20 bars in two storage tanks
with a capacity of 50 t CO2 each. Prior to injection, the CO2 was preconditioned in
the injection facility to the desired injection conditions. Preconditioning was done
in three steps; first up to three plunger pumps for liquid media raised the pressure to
the necessary injection pressure, than the CO2 was heated to the desired injection
temperature first by ambient air heaters and afterwards by an electrical heater. The
preconditioned CO2 was transported via the injection pipeline to well Ktzi 201 and
injected. Due to the injection process, the reservoir pressure as calculated from the
permanently installed pressure sensor increased from initially *61 bars to about
76–79 bars already after 8 month of injection. After this initial increase the reser-
voir pressure slightly decreased and stabilized at about 72–75 bars reflecting a
stable injection regime (Fig. 8.25; Liebscher et al. 2013b). With stop of injection
and entering the post-injection phase, the reservoir pressure started to continuously
decrease and evolves back towards initial reservoir conditions (Fig. 8.25).

8.7.5 Monitoring

8.7.5.1 Integrated Monitoring Concept

Research and Development on monitoring is one of the key objectives of the Ketzin
pilot site and a comprehensive, integrated state-of-the-art monitoring concept has
been established at the pilot site (Fig. 8.26). This concept combines permanent and
periodic geophysical, geochemical, operational and remote sensing monitoring
techniques. Geophysical monitoring techniques include active seismic (2D, 3D,
VSP, MSP), passive seismic and geoelectric (cross-hole, surface-downhole)
methods. Geochemical monitoring techniques focus on surface CO2 soil-flux
measurements and fluid sampling either via permanently installed capillary riser
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tubes or during logging campaigns. These logging campaigns are routinely run and
comprise gas-saturation measurements within the reservoir and overburden to test
for upward gas migration and magnetic imaging defectoscopy and video logs for
casing inspection.

8.7.5.2 Seismic Monitoring

Various active and passive seismic monitoring campaigns were performed during
the operational phase at Ketzin (Fig. 8.25). The major part of the active seismic
monitoring is the 3D seismic time lapse monitoring with the baseline acquired in
2005 and two repeat surveys in autumn 2009, after the injection of approximately
22,000 tons of CO2, and in autumn 2012, after the injection of approximately
61,000 tons of CO2 (Ivanova et al. 2012; Juhlin et al. 2007). The processing and
interpretation of the 3D time lapse data delivered amplitude and travel time
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Fig. 8.25 Overall injection history showing cumulative mass of injected CO2 (blue) and
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permitted pressure of 85 bars at reservoir depth. Also shown are the different repeat surveys of the
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signatures that could be attributed to the CO2 stored in the Stuttgart formation and
allowed image the lateral spread of the CO2 plume (Fig. 8.27). The lateral extension
of the CO2 plume as estimated based on the 3D time lapse data was *0.08 km2

after approximately 22,000 tons of CO2 and *0.15 km2 after approximately
61,000 tons of CO2 (Fig. 8.27). The CO2 plume shows a slightly west-northwest to
east-southeast elongated shape with an indicated preferred migration towards
west-northwest. The results from the 3D repeat surveys also allowed for an update
of the reservoir model with a more realistic description of lateral heterogeneities of
physical parameters within the storage formation. Additional experiments include
repeat surveys using a focused surface and surface-downhole acquisition pattern in
order to achieve an enhanced resolution close to and in the depth range of the
injection level (Ivandic et al. 2012).

8.7.5.3 Geoelectric Monitoring

A comprehensive geoelectric surveillance concept has been developed and imple-
mented at the Ketzin pilot site. This concept includes permanent cross-hole mea-
surements and periodic large-scale surface-downhole surveys (Fig. 8.25). Main
objectives of the surveillance concept were detection of the early CO2 migration
phase, imaging of the CO2 plume by electrical resistivity tomography ERT,
determination of relative CO2 and brine saturations as well as correlation between
injection operation and geoelectric signal (Bergmann et al. 2012; Kiessling et al.
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Fig. 8.26 Schematic profile through the Ketzin anticline showing the general geology and the
different permanent and periodic monitoring techniques and installations applied at the Ketzin site
for an integrated monitoring concept
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2010; Schmidt-Hattenberger et al. 2011). During the whole CO2 injection period, a
continuous series of time-lapse results based on weekly-measured crosshole data at
near-wellbore scale and surface-downhole measurements in 2008, 2009, 2011 and
2012 at a scale of up to 1.5 km was acquired (Fig. 8.25). In the geoelectrical
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tomographies a noticeable resistivity signature within the target storage zone was
observed and could be attributed to the CO2 plume (Schmidt-Hattenberger et al.
2011) and has been interpreted in terms of the relative CO2 saturations (Bergmann
et al. 2012; Fig. 8.28). The results are very encouraging and show the potential of
geoelectric monitoring methods. Especially the relative CO2 saturations derived for
the near-wellbore area correlate well with borehole saturation logs and support the
quantitative estimation of injected CO2 in the near-wellbore area.

8.7.5.4 Surface and Gas Monitoring

To monitor upward migration of CO2 with potential leakage to the surface, surface
soil gas monitoring has been established at the Ketzin pilot site since 2005. The soil
gas monitoring network consists of 20 sampling locations for soil gas flux, soil
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moisture and temperature measurements distributed over an approximately 4 km2

large area around the pilot site. In 2011, the installation of additional eight per-
manent stations with automated soil gas samplers in the direct vicinity of the
injection and monitoring wells expanded the monitoring network. Since the start of
injection in June 2008, no change in soil CO2 gas flux could be detected in com-
parison to the pre-injection baseline from 2005 to 2007 (Zimmer et al. 2011).

8.7.6 Public Outreach Activities

Public acceptance is a key issue for the Ketzin project as it is for any other CO2

storage project. From the very beginning, the research activities were therefore
accompanied by a factual, open and transparent dialogue with the general public,
scientists, industry and decision makers. Public outreach activities focus on the
local public from the nearby town of Ketzin but also interested people from all over
Germany and worldwide. The visitor centre at the Ketzin site is the most important
contact point. Here, a computer-based info terminal enables visitors to inform
themselves easily and interactively. Weekly visitor tours are offered by GFZ on site.
In addition, an annual open house day at the Ketzin pilot site is carried out in close
cooperation with the local community of the town of Ketzin and warmly received.
Project status and progress are covered and disseminated in brochures and a public
website in German and English (www.co2ketzin.de). The Ketzin project is also
presented in a broader context in a film entitled “The geological storage of CO2”
made up of six five-minute segments. The research activities at the pilot site are
supported by the town of Ketzin, and the regulatory authority has been involved
and cooperative since the start of the Ketzin project (Martens et al. 2011). The
experience from the Ketzin pilot site shows that an honest, open and factual target
group oriented communication and dissemination program is able to overcome
critical public perception even for highly debated technologies.

8.7.7 Conclusions and Outlook

The Ketzin project demonstrates successful and safe CO2 storage in a saline aquifer
on a pilot scale. The results show that:

• the geological storage of CO2 at the Ketzin pilot site runs reliably and without
any risks for people and environment,

• a meaningful, site related combination of geophysical and geochemical moni-
toring techniques is able to detect even small amounts of CO2 and to image its
spatial distribution, and

• a targeted communication and dissemination program is able to overcome
critical public perception even for highly debated technologies.
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Although the CO2 injection at Ketzin ceased in August 2013, R&D activities on
CO2 storage continues at Ketzin in order to address and close the entire life cycle of
a storage site. Well abandonment, post-injection monitoring and transfer of liability
are major objectives of the on-going post-injection phase at the Ketzin site. Because
the Ketzin site has been permitted under the German Mining Law, transfer of
liability will follow the regulations set out by the German Mining Law. The R&D
work in the post-closure phase will nevertheless address the three high-level criteria
for transfer of liability set out by the EU Directive:

• observed behaviour of the injected CO2 conforms with the modeled behaviour,
• no detectable leakage, and
• site is evolving towards a situation of long-term stability.

During the post-injection phase, further field-experiments like controlled
back-production of CO2 as reservoir pressure management measure and small-scale
brine injection as wellbore leakage mitigation measure are performed. By these
experiments, the Ketzin site meets the demands made for pilot sites to perform
field-scale experiments on specific technical and operational aspects that may not be
executable at demonstration or industrial scale projects.
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Chapter 9
Natural Analogue Studies

Christopher Ian McDermott, Johannes M. Miocic, Katriona Edlmann
and Stuart M.V. Gilfillan

Abstract Lessons learned from sites where CO2 has naturally been stored for long
geologic periods of time provides valuable information for assessing proposed
anthropogenic storage sites. This chapter discusses the natural CO2 storage ana-
logue sites and looks at them worldwide to determine which geological charac-
teristics are preferable for natural CO2 storage and which are not. Following this, an
approach is presented based on geomechanical facies, for a comparative assessment
of storage sites, accounting for features observed in the natural analogue sites.
Finally, a number of anthropogenic storage sites are classified according to the
characterization criteria and a detailed description of a number of natural and
anthropogenic storage sites are presented.

9.1 Introduction

In this chapter we define what a natural CO2 storage analogue is, then we look at an
extensive catalogue of analogue storage sites worldwide to determine which geo-
logical characteristics are preferable for natural CO2 storage and which are less
preferable. We then apply a holistic approach using geomechanical facies to enable a
comparative assessment of storage sites accounting for the various features seen in
the natural analogue sites, relating to the individual tectonic and depositional set-
tings. Following this, anthropogenic storage sites are classified according to the
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characterization developed from using a geomechanical facies framework, providing
a good match indicating that the geomechanical facies approach provides a good first
order method of assessment for storage sites. We then provide a detailed conceptual
model description and hydro-mechanical parameterization of several natural and
anthropogenic storage sites based on the geomechanical facies analysis (Otway,
Australia—CO2 storage project, In Salah, Algeria—CO2 storage project, Sleipner,
Norway—CO2 storage project, Snøhvit, Norway—CO2 storage project, Buracica,
Brazil—CO2 Enhanced Oil Recovery, Miller Field, UK North Sea—natural CO2

reservoir, St. Johns Dome, USA—natural CO2 reservoir, Fizzy Field, UK Southern
North Sea—natural CO2 reservoir). Finally, in conclusion, we address what we
learned from the analogue studies and the application of geomechanical facies
approach.

Where CO2 has been naturally stored over long periods of time in rocks, we can
learn lessons from the natural geological conditions regarding what factors are
important to retain the CO2 compared to other rocks where CO2 is present but not
retained. These sites are natural analogues to the proposed engineered storage sites
for CO2. Natural analogue sites provide the possibility to investigate and determine
the key factors which ensure the storage of CO2 and allow scientists to develop
selection criteria based on these factors when identifying contemporary engineered
storage sites.

CO2 originating from natural sources such as mantle degassing, volcanism, car-
bonate rock metamorphism and the degradation of organic matter, is common in
sedimentary basins world-wide (Wycherley et al. 1999). Sedimentary basins are
formed by layers of strata. A stratum is a layer of sedimentary rock with internally
consistent characteristics distinguishing it from other layers. Strata comprise multiple
stratum. Typically different types of strata can be found in sedimentary basins, from
highly permeable porous rocks such as sandstones, which form good reservoir rocks,
to rocks with a very low permeability such as shales, mudstones or evaporites, which
can act as effective barriers and thus as seals. Naturally occurring CO2 is often found
in reservoir rocks in which it can reside as either free phase or dissolved within the
fluid found within the pores of the rock. Sealing rocks above the reservoir rock can
prevent the vertical movement of CO2 over geological time-scales.

In cases where CO2 naturally occurs within a reservoir rock-sealing rock
sequence located within a structural or lithologic geologic feature that inhibits
lateral or vertical movement of the fluids within the reservoir rock, a so-called trap,
the site can be identified as a natural analogue for engineered geological CO2

storage sites. This is because the site has all the features of proposed engineered
storage sites such as a reservoir rock—sealing rock pair, a trapping mechanism, and
CO2.

Natural analogues for CO2 stores can offer unique insights into the long-term
behavior and retention of CO2 in the subsurface (Baines and Worden 2004) and
thereby provide truly long-term data on the interaction of CO2 with the reservoir
and caprocks, which are impossible to reproduce in laboratory studies or short-term
field experiments. In addition, such sites offer geological evidence of ancient and/or
current migration of CO2 out of the primary reservoir, sometimes all the way to
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the surface. These can offer insights into the mechanisms by which engineered sites
may fail and which properties are optimal for a secure storage site and thus give
information relevant for the selection of effective CO2 storage sites.

Analogue CO2 storage sites provide experimental evidence of storage perfor-
mance over long geological time scales, and provide important insights into the key
controls of the storage system. The main factors important in enabling CO2 storage
can be shown to be the same for most storage sites. Therefore there are certain
common factors which can be compared and contrasted world-wide. Specifically,
recognizing that storage sites have holistic characteristics—that is, there is a
reservoir rock, a seal rock and an overburden—and by investigating the primary
controls on the formation of these systems, including deposition, diagenesis and
stress controls, it is possible to identify which sites are likely to provide better
storage locations than others.

In order to identify factors that render a site a secure storage site—the opposite
of an insecure storage site from which CO2 is leaking to the surface—over 60
naturally occurring CO2 reservoirs where CO2 has been stored over geological
time-scales, and in some cases is migrating to the surface, were investigated. This
global dataset was then examined for consistent mechanisms leading to the secure
retention of CO2 in the subsurface reservoirs and to identify which processes may
lead to the migration of CO2 out of the reservoir to the surface.

In a second step we compared different sites, including natural analogues and
existing CO2 storage sites, using the framework offered by considering the
geomechanical facies present. A geomechanical facies is a conceptual building
block for the subsurface. It has specific material characteristics defined by the
geology of the rocks and defined by the engineering use to which it will be put.
A good analogy is the use of different bricks with the construction of a house. Each
brick has certain characteristics, and is used for a certain purpose. The combination
of the bricks forms the house, its shape and its individual appearance. We try and
identify the characteristics of the “geological” bricks, the geomechanical facies, and
then use this concept to compare different sites.

A geological facies is defined as a body of rock with specified characteristics
(Reading 1978). A geomechanical facies is described as a series of geological facies
grouped together on the basis of engineering parameters that fulfil a specific role
within the storage system, e.g. reservoir, caprock, overburden (McDermott et al.
2006). For complete CO2 storage site assessment, in addition to the basin archi-
tecture and sedimentary stratigraphy, the fluid flow characteristics (hydrogeology)
and the mechanical characteristics (fractures, rock strength and elastic properties)
are particularly important.

Using a geomechanical facies framework, the factors crucial to assessing the
CO2 storage security of a storage basin such as basin architecture, caprock archi-
tecture, reservoir quality, stress state, mechanical characteristics, fractures, burial
depth, geothermal gradient, risk of orogenic modification, structural stability and
preservation potential, can all be taken into account.

Obviously the tectonic setting exerts a principal influence over these compo-
nents. Different tectonic settings exhibit different depositional process controls.
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This directly influences sediment thickness and the distribution of the caprock and
reservoir sediments (Hallam 1981). The tectonic setting also determines basin
architecture, stress state, mechanical characteristics, fracture properties, burial
depths, geothermal gradient, structural stability and preservation potential. An
additional factor of importance is the facies distribution within the caprock, and
their heterogeneity.

By examining the typical characteristics of the geomechanical facies within the
different tectonic settings, it is possible to compare and contrast the different tec-
tonic settings to appraise global CO2 storage opportunities and predict which tec-
tonic settings will be most suitable for CO2 storage.

9.2 Natural Analogue Sites and Key Storage Controls

One of the key challenges when studying naturally occurring CO2 reservoirs as
analogues for storage sites, is to correctly determine whether a site is secure, storing
CO2 without any leakage for geological time scales, or insecure, with leakage of
CO2 to the surface occurring. It is crucial that sites are correctly identified if
mechanisms that lead to leakage and thus insecure storage site are to be analyzed.
Movement of natural CO2 to the surface can be identified by various surface
manifestations often called CO2 seeps (Roberts et al. 2011). These include

• dry CO2 degassing via focused vents (a discrete opening that allows gas to pass
out of the soil) or diffusely over an area without a discrete vent;

• CO2-driven mud volcanoes or mofettes (a mofette is a vent from which carbon
dioxide and some nitrogen and oxygen issue from the earth in a last stage of
volcanic activity); and

• springs with CO2-rich groundwaters that in some cases are accompanied by
travertine deposition (a carbonate rock that precipitates when CO2-rich waters
degas on reaching the surface).

It has to be noted that CO2 seeps are not necessarily related to a subsurface CO2

reservoir but may instead represent an open system where CO2 flow is not con-
stricted and thus CO2 does not accumulate in large quantities in the subsurface
(Roberts et al. 2015). This is important as it shows that not every CO2 seep on the
surface is related to a CO2 bearing reservoir rock in the subsurface from which CO2

is migrating. Indeed, many known occurrences of CO2 seeps are related to volcanic
activity and are not linked to an analogue site (reservoir rock—sealing rock pair, a
geological trap) in depth.

Natural CO2 reservoirs at a regional scale have been examined as analogues for
saline aquifer carbon storage sites for different regions: the Colorado Plateau
(Stevens et al. 2001), Europe (Holloway et al. 2005; Pearce et al. 1996, 2004) and
China (Dai et al. 2005), but not on a global scale yet. According to these studies,
migration from subsurface CO2 reservoirs towards the surface occurs mainly along
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small and large discontinuities (fractures and faults) within the rocks that are
between the reservoir in depth and the surface. Faults (and fractures) can be gen-
erally described as planar features and therefore migration of CO2 along faults is
spatially restricted. The fact that faults and fractures are the main migration path-
ways is not very surprising as fault zones have long been recognized as fluid
migration pathways in the subsurface for oil, gas, and groundwater (Faulkner et al.
2010). Considerable research has been completed in the last decades on the hy-
draulic properties of faults, in particular on the predictability of whether hydro-
carbons will or will not flow up or through fault zones (Manzocchi et al. 2010).

We have examined 61 naturally occurring CO2 reservoirs around the globe in
order to better understand the mechanisms that lead to migration of CO2 out of
subsurface reservoirs to the surface and what controls the secure retention of CO2

within such reservoirs (Miocic et al. 2013; Miocic et al. 2016). The locations of the
studied reservoirs are shown in Fig. 9.1. For a reservoir to be classified as insecure,
evidence of CO2 migration to the surface had to be present. This includes all of the
above listed types of CO2 seeps. If such a seep was located within a 10 km surface
radius of the subsurface extent of the natural CO2 reservoir, the reservoir was
classified as insecure. The 10 km radius is based on an extensive study of natural
CO2 seeps in Italy by (Roberts 2012) which conclusively found that surface seeps
linked to deep naturally occurring CO2 reservoirs which held CO2 in a free phase—
rather than holding CO2 dissolved in the pore-fluid—occurred within a 10 km
radius of boreholes which encountered the free phase CO2 in depth.

Of the 61 studied naturally occurring CO2 reservoirs, six (10 %) show clear
evidence of CO2 migration to the surface and have therefore been classified as
insecure. Three (5 %) reservoirs show inconclusive evidence for a successful
retention of CO2 in the subsurface: Montmiral in SE France, which is used as a

Fig. 9.1 Map showing the locations of natural CO2 reservoirs included in this study. Map source
US National Park Service
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secure example by Pearce et al. (2004), has many CO2 rich springs within a 10 km
radius of the field which provide evidence for CO2 migration to the surface.
However, it is currently unclear if the CO2 originates from the reservoir or is
sourced from elsewhere. The Monte Taburno reservoir in central Italy is located just
1.6 km from a thermal spring with a small CO2 content and since there is no further
geochemical information about the spring or the CO2 reservoir, the relationship
between the two is unclear (Roberts 2012). The Paritutu reservoir offshore New
Plymouth, NZ, is shallow and there is a vent at the surface degassing CO2 (Lyon
et al. 1996). However, the distance between the reservoir penetrating well and the
vent is unknown, as are the possible CO2 migration pathways. Fifty-two reservoirs
(85 %) show no evidence of CO2 migration to the surface above or within a 10 km
radius of the subsurface extent of the reservoir, which was concluded to provide
sufficient evidence that these reservoirs are successfully sealed. Features of the
natural analogues are compared and contrasted below to identify the factors that
promote the security of the storage and those which can be associated with leaks.

9.2.1 Properties of Naturally Occurring CO2 Reservoirs

The CO2 contained in the studied reservoirs is mainly sourced from mantle
degassing and igneous processes. This was the case for 62 % of the 35 reservoirs
for which stable carbon isotope and noble gas geochemical data is available, with
the remainder being sourced from the thermal breakdown of marine carbonates and
organic matter. The CO2 concentrations (vol.% of gas produced) in the reservoirs

Fig. 9.2 Frequency plot
showing the CO2

concentration in the studied
natural reservoirs. The
average concentration is
82 %, with the majority of
reservoirs holding CO2 in
concentrations of more than
90 %
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range from 20 to >99 %, with an average concentration of 82 % (Fig. 9.2). This
shows that the studied natural reservoirs are good analogues for saline aquifer
storage sites where the CO2 content is to be thought more than 80 %. The natural
reservoirs with lower concentrations are analogues for storage sites in depleted oil
and gas fields where the CO2 concentration is naturally lower as residual oil and gas
also fills the pores. Other frequently trapped gases include, in order of decreasing
abundance; methane, nitrogen, helium and H2S. It should be noted that there were
no notable differences in the CO2 composition, origin or concentration between the
secure and non-secure reservoirs.

The reservoir rocks of naturally occurring CO2 reservoirs are commonly silici-
clastic lithologies (50 %) with sandstones dominating and only minor amounts of
siltstones and conglomerates (Fig. 9.3). The other principal reservoir rock litholo-
gies are carbonates (30 %), with limestones and dolomites being equally repre-
sented. In some of the analogue sites interlayered carbonate and siliciclastic rocks
(17 %) form the reservoir sequence and in one single case basement rocks form the
reservoir. While the data on the composition of reservoir rocks is available for all
studied naturally occurring CO2 reservoirs, data on caprock (or sealing rock) is less
frequently accessible. This is related to the fact that many of the CO2 reservoirs are
found during exploratory drilling for hydrocarbons. When the operators realize that
no hydrocarbons occur within the reservoir they often abandon the well without
conducting a detailed analysis of the reservoir-seal interval. For the studied CO2

reservoirs for which data on the caprock is available, the dominant lithologies are
fine grained silicate mudstones and shales (54 %). Interlayered carbonate and
mudstone/shales are also common (16 %, Fig. 9.3). Other caprock lithologies are
evaporites, with anhydrite and halite both acting as primary seals. There is no
relationship between the type of reservoir rock or caprock and the capability of a
reservoir to successfully retain CO2 for geological periods of time. This indicates
that both siliciclastic and carbonate rocks can form good reservoir rocks for carbon

Fig. 9.3 Frequency plots showing a the distribution of reservoir rocks and b the distribution of
sealing rock lithologies of the studied naturally occurring reservoirs
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storage sites, and that any caprock, if thick enough (see below), can successfully
prevent CO2 from migrating out of the reservoir.

The thickness of the low permeability and porosity lithology directly above the
reservoir seems to have a direct influence on whether a naturally occurring CO2

reservoir is secure or insecure: Caprocks of secure reservoirs are about twice as
thick as caprocks of insecure reservoirs, which have an average thickness of 172 m
(Fig. 9.4). Caprocks of the inconclusively secure reservoirs are also on average
thicker than the caprocks of insecure reservoirs. Note that here the limitations of the
dataset are of importance: There are only three data points for inconclusively secure
reservoirs and only four data points for insecure reservoirs while there is data for 31
secure naturally occurring CO2 reservoirs. Thus there are some uncertainties with
this statistical examination and more insecure reservoirs should be added to the
dataset in the future. Sites where the caprock directly above the reservoir is not the
only low-permeability rock in the rock column above the reservoir but only one of
several caprocks, appear to assist the successful retention of CO2 in the subsurface.
Such multi caprock systems or layered compartments occur in at least 30 % of the
secure reservoirs, with up to five different reservoir horizons, each corresponding
with a caprock. Only one of the insecure reservoirs has layered compartments and
these seem to be connected via fracture networks.

For CO2 storage sites the pressure and temperature within the reservoir rock are
important as they govern CO2 properties such as density and physical state which in
turn determine the amount of CO2 that can be stored within the reservoir. Fluids
within sedimentary rocks are under pressure, and this pressure generally increases
with depth, the deeper a rock is the higher the pressure of the fluid within the pores is.

Fig. 9.4 Boxplot of caprock
thickness as determined from
available geological data
against secure and insecure
CO2 reservoirs. The caprock
above sealing reservoirs is
generally thicker than caprock
above insecure reservoirs. The
boxplot shows the median
(black horizontal line) and the
interquartile range. The
whiskers (black vertical line)
depict the 1.5 inter-quartile
range
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There are three pressure gradients within the subsurface which play an important
role: (1) in an open system where fluids can move both vertically and laterally
through the subsurface and thus dissipate pressure, pore fluids have pressures along
the hydrostatic gradient which is at around 10 kPa/m. If movement of fluids is
restricted, pore pressures are commonly higher than the hydrostatic gradient
(overpressured). (2) If the pore pressure continues to increase, it will overcome the
strength of the rock and induce fractures. The pressure at which this occurs is called
fracture gradient and is related to (3) the lithostatic gradient. The lithostatic gradient
is the pressure caused by the overlying rock material and is a function of depth, rock
density. Temperatures in the subsurface generally increase with depth, with deeper
rocks having higher temperatures. The gradient that defines the temperature increase
differs from sedimentary basin to sedimentary basin, with basins located in areas
with a thin lithosphere or strong magmatic activity having a high temperature gra-
dient while basins on cratons having a low temperature gradient. The average global
temperature gradient for sedimentary basins is in the order of 30 °C/km.

The studied naturally occurring CO2 reservoirs around the globe are located in a
range of depths below the ground surface (Fig. 9.5). The shallowest reservoir is
located in only 300 m depth (Messokampos, Greece), while the deepest reservoir is
located at a depth of 4600 m (Jackson Dome, USA). Note that insecure reservoirs
are, with one exception, located at depths shallower than 1200 m below surface.
Due to the wide range of depths it is not surprising that the reservoir fluid pressures
also show a wide range, from 0.5 MPa to more than 60 MPa (Fig. 9.5). Shallow
CO2 reservoirs (<1200 m depth below surface) that are sealing are hydrostatically
pressured, whereas insecure reservoirs at these depths exhibit pressures both above
and below hydrostatic. Some sealing reservoirs that are deeper than 1200 m below
surface show excess pressures 40–50 % above hydrostatic. All insecure and
inconclusively insecure reservoirs at these depths exhibit high overpressures. These
pressures are close to 85 % of lithostatic pressure, the known fracture pressure of
caprocks in the North Sea (Moss et al. 2003), and in other sedimentary basins where
the rock fractures (Hillis 2003). The reservoir temperatures of the studied naturally
occurring CO2 reservoirs range from 20 to 200 °C, with insecure reservoirs having
either “normal” (30 °C/km) or very high temperature gradients (Fig. 9.5).

Based on the temperature and pressure conditions within the naturally occurring
CO2 reservoirs the CO2 state and density can be calculated (Fig. 9.6). In the studied
sites CO2 occurs as gaseous phase where pressures are less than the critical pressure
of 7.39 MPa, and as supercritical phase where pressures are more than 7.39 MPa
and temperatures exceed the critical temperature of 31.1 °C. CO2 densities in the
studied sites range from 100 kg/m3 to more than 800 kg/m3. Gaseous CO2 in the
studied analogues has densities of <220 kg/m3, while the density of supercritical
CO2 ranges from 160 kg/m3 to more than 800 kg/m3.

Insecure naturally occurring CO2 reservoirs tend to be shallow and thus have
low reservoir pressures. The CO2 is in gaseous form and in five out of six insecure
reservoirs the CO2 has a density of <200 kg/m3. A comparison of reservoirs with
gaseous and supercritical conditions shows that reservoirs in which CO2 is stored in
a gaseous state are more prone to leakage than reservoirs with supercritical
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Fig. 9.5 a Depth versus pressure plot of natural CO2 reservoirs with in situ pressure data. Note
that non-secure reservoirs are mainly shallow (<1200 m) or within the fracture gradient range. The
range of fracture gradients in sedimentary basins is illustrated by the shaded area which ranges
from 60 to 90 % of lithostatic stress. The deep, insecure reservoir with reservoir pressure over the
fracture gradient is Pieve Santo Stefano, Italy. b Depth versus temperature plot of natural CO2

reservoirs, based on regional temperature gradients as well as in situ data. Note that a high
geothermal gradient may lead to migration of CO2 in shallow reservoirs. Also note that not all
reservoirs with temperature data have in situ pressure data and therefore may not be plotted on the
pressure graph
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conditions: 37 % (3 out of 8) of the reservoirs with gaseous CO2 show evidence for
migration of CO2 out of the reservoir to the surface, while only about 6 % (3 out of
53) of reservoirs with supercritical conditions exhibit such evidence. Here we also
relate to recent surprising experimental evidence which suggests that gaseous CO2

may be more mobile through fractures in the subsurface than supercritical CO2

(Edlmann et al. 2013).
In some cases CO2 occurs in several formations of multi-layered reservoirs.

Structural geological data indicates that faults are the pathways through which CO2

migrates from one formation to the next. Faults also play an important role as
migration pathways to the surface: for five of the six insecure CO2 reservoirs, the
migrating CO2 emerges at the surface close to fault tips and traces. Surface man-
ifestations of migrating CO2 linked to faults are CO2 rich springs and travertine
deposits. While faults are clearly migration pathways that render some of the
reservoirs insecure, the mere presence of a fault at a naturally occurring CO2

reservoir is not equivalent to the reservoir being insecure. More than half (56 %) of
the natural reservoirs that securely hold CO2 over geological timescales are fault
bound structural traps. At such traps one (or several) large fault(s) form the
boundary of the reservoir and withstand migration of CO2 through or along the
fault. Several more secure reservoirs that are not fault-bound are located in struc-
turally complex and faulted provinces. This is a clear indication that faults often
also inhibit CO2 migration rather than being pathways for leakage. It is noteworthy
that the majority of insecure, fault-bound reservoirs are found in tectonically active
regions, such as the Apennine thrust belt in Italy or the Florina Basin in Greece.

Fig. 9.6 CO2 state diagram (pressure vs. temperature plot) illustrating the range of reservoir
conditions found in naturally occurring CO2 reservoirs. Reservoirs with gaseous CO2 and
reservoirs with low-density supercritical CO2 are more likely to be insecure than reservoirs with
dense, supercritical CO2
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Therefore active, or close to critically stressed faults, may be more prone to act as
migration pathway than faults in tectonically quiet areas. Indeed, the state of stress
has a direct influence on the permeability of fault zones (Barton et al. 1995).

9.2.2 Mechanisms of CO2 Migration at Naturally Occurring
CO2 Reservoirs

There are three processes that can lead to the vertical migration of CO2 from a
reservoir through the caprock: Migration through unfractured caprock by capillary
flow, migration by fracturing the caprock, and migration through faults (Fig. 9.7).
In the following evidence for these processes at the studied naturally occurring CO2

reservoirs is discussed.

9.2.2.1 Migration of CO2 Through Unfractured Caprocks

Migration of CO2 through mudrocks or shales will occur when the pressure in the
reservoir exceeds that of the capillary entry pressure of fractures or pores in the seal
(Chiquet et al. 2007). The small pore sizes of low permeability rocks require
capillary entry pressures of several tens of MPa for this to occur. The density and
phase conditions of CO2 are dependent on pressure and temperature, which is a
direct function of the depth of the reservoir. The density contrast between CO2 and
brine in the reservoir decreases with increasing depth, and hence differential
buoyancy pressure on the caprock also decreases with increasing depth. For this
reason shallow reservoirs (<1000 m depth) are inherently more likely to leak CO2

through an unfractured caprock. Yet, there are no indications that leakage through
the caprock by capillary flow is a leaking mechanism in the studied shallow

Fig. 9.7 Diagram illustrating three potential migration pathways for CO2 out of a natural
reservoir: (A) Migration through unfractured caprock, (B) migration by fracturing of the caprock
and (C) migration along pre-existing faults and fractures. In naturally occurring CO2 reservoirs
only the latter mechanism is found to play a significant role
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reservoirs. For leaking CO2 reservoirs in Italy, Roberts et al. (2015) were able to
show that the observed surface CO2 seep rates greatly exceed the physical possi-
bility of leakage by capillary flow through intact mudrock from the area above the
site. Thus CO2 migration must be via fractures not matrix flow. Lu et al. (2009)
showed that even after an estimated 70 Ma, CO2 only infiltrated 12 m of sealing
mudrocks directly over a CO2 rich oil field in the UK North Sea. Hence, the
time-scales required for CO2 migration through unfractured caprocks are orders of
magnitudes longer than those necessary for CO2 storage to effectively mitigate
climate change.

9.2.2.2 Migration by Caprock Fracturing

As burial depth increases, it becomes more likely that fluid pressures will be over
pressured, that is, pore pressures deviate from hydrostatic (or “normal”) pressures
towards lithostatic pressures. If pore pressure in the reservoir exceeds both the pore
pressure in the caprock and the tensile strength of the caprock (including any
differences in confining stress due to different elastic properties), hydraulic frac-
turing and/or frictional failure along optimally oriented pre-existing fractures of the
caprock occurs (Finkbeiner et al. 2001; McDermott et al. 2013). Both mechanisms
can lead to migration of CO2 from the reservoir through the caprock by fracture
flow (Shukla et al. 2010, Fig. 9.7). This effect was induced at the CO2 injection test
site at In Salah (Rinaldi and Rutqvist 2013). Fracturing to form dilatant joints (mode
1 fractures) induced by elevated fluid pressure only occurs when the pressure
exceeds the least principal stress of the caprock (Hillis 2003) (this direction of least
principal stress is typically horizontal until depths exceed 1.5–2 km (Nara et al.
2011). The pore pressure required to cause such failure is much less than the pore
pressure required to overcome the capillary entry pressure of a mudstone caprock
(Busch et al. 2010) and so caprocks will transmit CO2 more readily by fracture flow
than by capillary flow. Most sedimentary rocks are fractured during burial and the
fracture density depends on the geomechanical properties and thickness of the rock
and thus different rock layers fracture differently in response to the same stress
(Hanks et al. 1997; Ladeira and Price 1981). Fracture density increases in the
vicinity of faults (damage zone) and fractures provide permeability only when open
or connected (Faulkner et al. 2003). There is no clear evidence for leakage through
dilatant joints in hydraulically fractured caprock in the examined sites.

9.2.2.3 Migration Through Faults

Strong evidence for CO2 migration through fault induced fractures exists at several
insecure reservoirs. CO2 seeps are frequently located close to active or extinct
faults, which may exist prior to CO2 migration (Roberts et al. 2015; Shipton et al.
2004). Thus fractures and flow through fractures as part of a fault zone play a
significant role in permitting CO2 migration. This indicates that pre-existing faults
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are important pathways for CO2 migration, possibly due to increased fracture
permeability in the fault damage zone.

9.3 Implications for Engineered CO2 Storage Sites

Deep (>1500 m) insecure and possibly insecure (inconclusive) reservoirs have high
reservoir fluid pressures close to fracture pressure (around 70–85 % of lithostatic
pressure) and will therefore readily fail by hydraulic failure (Fig. 9.5). Leak-off data
from UK North Sea reservoirs show that the least principal stress in the region is
typically within 70–85 % of lithostatic pressure and this has been shown to be the
case in other sedimentary basins (Hillis 2003; Moss et al. 2003). Therefore when
considering potential sites for engineered CO2 storage it is critical that the pore
pressure, stress history and the present day stress state of the selected storage
complex are well understood. It is also imperative that reservoir pressures during
CO2 injection are maintained below the least principal stress of the region. In
shallow (<800–1000 m) or hot reservoirs, the low density of gaseous CO2 com-
pared to the density of reservoir brine leads to a high buoyancy pressure of CO2 on
the caprock. Hence, the differential stress exerted by the state of stored CO2 needs
to be calculated specifically for each individual engineered CO2 storage sites and
especially at potential sites with abnormal temperature gradients. With increasing
reservoir pressure (depth) and temperature, CO2 enters the supercritical state and
has a (significantly) higher density, leading to a lower buoyancy pressure. The
impact of CO2 density on migration is highlighted by the fact that two of the three
insecure reservoirs where CO2 is in supercritical conditions have low CO2 densities
(119 and 200 kg/m3). The larger the difference between the buoyancy pressure and
the hydrostatic pressure, the more likely it is that the buoyancy pressure will cause
stress change that may cause frictional failure of the fractures. In addition, fault
related damage zones and fractures may have an increased permeability when close
to critically stressed (Faulkner et al. 2010). Recent experimental investigations of
CO2 flow through naturally fractured caprock indicate that gaseous CO2 flows more
readily through fractures than supercritical CO2 (Edlmann et al. 2013). From the
observations of natural CO2 reservoirs it can be concluded that migration through
faults and fractures is mainly restricted to shallow reservoirs which contain gaseous
CO2 or supercritical CO2 with a low density.

In recent years studies by international research consortia (including industry,
academic and legislative partners) have developed criteria for the selection of
industrial storage sites. These criteria, which cover potential risks for CO2 storage
sites from basin-scale (Bachu 2003; Veritas 2010; NETL 2010) to reservoir scale
(Chadwick et al. 2008; Delprat-Jannaud et al. 2013; IEAGHG 2009; Smith et al.
2011) are intended to be used to select secure storage sites. Key criteria for all studies
include depth, CO2 state, and the presence of (open) fractures or faults. It is rec-
ommended that CO2 is stored at depths of >800 m (IEA GHG 2009; NETL 2010;
Smith et al. 2011) or in depths of >1000 m (Chadwick et al. 2008). Most studies
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recommend CO2 to be stored in supercritical state with reservoir temperatures of
more than 35 °C at normal (*30 °C/km) temperature gradients, and reservoir
pressures at more than 7.5 MPa. The caprocks should be “lateral extensive” (NETL
2010) with “minimal faulting” (Smith et al. 2011), effectively ruling out active faults.
The capillary entry pressure of the caprocks should be greater than the pressure
increase induced in the reservoir during CO2 injection (Chadwick et al. 2008).

If these site selection criteria are used to screen the six insecure reservoirs, it
becomes clear that all six of them would have been ruled out for failing at least one
key selection criteria (Table 9.1). Three of the reservoirs hold CO2 in gaseous state
due to them being at shallow depths (400–700 m at St. Johns Dome; 500 m at
Messokampos) or having reservoir pressures of less than 7.5 MPa with the reservoir
being located at sufficient depth (7 MPa at 900 m depth, FarnhamDome). Two of the
reservoirs are located in suitable depths and hold supercritical CO2 but have very high
temperatures (200 °C at 1000 m, Latera Caldera; 123 °C at 1160 m, Frigento Field).
The last of the insecure reservoirs, Pieve Santo Stefano, is located very deep and has
supercritical CO2 at “normal” temperatures and pressures but is located next to a
seismically active fault. The fact that all insecure natural reservoirs would have been
detected by the selection criteria improves confidence that the internationally
accepted selection criteria for engineered storage sites are effective in selecting
storage sites which will be able to store CO2 safely for the timescales required.

9.4 Geomechanical Facies Approach for Characterization

The subsurface is not a random collection of materials. Geological processes have
led to structured deposits with distinct material characteristics and geometrical
relationships. Processes have formed the geomechanical facies as a conceptual
building block for the subsurface. A geomechanical facies has specific material
characteristics defined by the geology of the rocks and defined by the engineering
use to which it will be put. Using the geomechanical facies framework, the factors

Table 9.1 Table listing key properties of the six insecure naturally occurring CO2 reservoirs of
this study

Site Depth (m) Temperature (°C) Pressure (MPa) CO2 state Fault

St. Johns Dome 400–700 30–49 6.17 Gaseous Yes

Farnham Dome 900 41 7 Gaseous Yes

Messokampos 300 25 0.5 Gaseous Yes

Latera Caldera 1000 200 – Sc Yes

Pieve Santo Stefano 3600 117 62 Sc Yesa

Frigento Field 1160 123 11.7 Sc Yes

Italic indicates that using the site selection criteria discussed in the text, the reservoir property
would render the reservoir unsuitable for CO2 storage
aSeismically active fault, other faults are not known to be active
sc Supercritical
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crucial to assessing the CO2 storage security of a storage basin such as basin
architecture, caprock architecture, reservoir quality, stress state, mechanical char-
acteristics, fractures, burial depth, geothermal gradient, risk of orogenic modifica-
tion, structural stability and preservation potential (Fig. 9.8) can all be taken into
account.

By examining the typical characteristics of the geomechanical facies within the
different tectonic settings, it is possible to compare and contrast the different tec-
tonic settings to appraise global CO2 storage opportunities and predict which tec-
tonic settings will be most suitable for CO2 storage.

It is important to note that the geomechanical facies approach for CO2 site
selection is the first step in what is a complex and iterative site specific assessment
procedure, where uncertainty decreases as the data requirement increases. However
this first appraisal step is a crucial stage in the identification and assessment of
suitable CO2 storage sites and underpins the later screening and ranking procedure
of sedimentary basins for geological CO2 storage (e.g. Bachu 2003).

Tables 9.2, 9.3, 9.4 and 9.5 show the results of a detailed analysis of the key
parameters of sedimentary basins as determined by Edlmann et al. (2015) using the
geomechanical facies approach along with an assessment of their net contribution
towards ideal CO2 storage conditions. These tables were used to apply the
geomechanical facies approach to the CO2 storage projects of Otway, Sleipner, In
Salah, Snøhvit, Buracica and the natural CO2 reservoirs of Miller, Fizzy and
St. Johns.

Fig. 9.8 Geomechanical facies parameters as controlled by tectonic setting (after Edlmann et al.
2015)
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Table 9.2 Summary of the key sedimentary stratigraphy, basin architecture, reservoir quality and
caprock architecture as determined using the geomechanical facies approach, along with an
assessment of their net contribution towards ideal CO2 storage conditions

Key sedimentary
stratigraphy and facies

Geomechanical facies assessment

Extensional systems
a. Oceanic basin

Sedimentary
stratigraphy

Pelagic sediments, fine grained clays and turbidites

Basin architecture Long narrow and straight. 10–100 km wide and
>2000 km long

Good

Reservoir quality Thin limited reservoir sands Poor

Caprock architecture Caprock muds and silts are extensive and thick Good

b. Passive continental margin

Sedimentary
stratigraphy

Sedimentation dominated by mud, silt and fine sand laid
down in thick sequences

Basin architecture Basin has distinct concave upwards base. Straight basins
that are a few 10 km’s wide and 1000’s km long

Moderate

Reservoir quality Reservoir sands are often extensive and thick Good

Caprock architecture Caprock muds and silts are extensive and thick Good

c. Terrestrial rift basin

Sedimentary
stratigraphy

Sedimentation limited to material derived from
neighbouring fault scarps and uplifted blocks. Dominant
sediments are alluvial fans, lakes and marine. Fast filling
and burial rates

Basin architecture Asymmetric geometry based along a boundary fault with
a long narrow geometry. 10 km’s wide and up to
2000 km long

Moderate

Reservoir quality Thick rift basin bound or channelised reservoir sands Moderate

Caprock architecture Thick caprock muds and silts also rift basin bound or
channelised

Moderate

Convergent systems
a. Trench

Sedimentary
stratigraphy

Variable sedimentation, with trench fans, axial channel
sandstones, non channelised sheet flow spreading over
and down the trench and starved trench with only
hemipelagic mud and turbidites deposited

Basin architecture Long and narrow basins that are concave towards the
oncoming subducting plate. 10 km’s wide and
1000’s km long

Moderate

Reservoir quality Reservoir sands rare and have highly non-predictable
geometry

Poor

Caprock architecture Caprock muds and silts will also have a non-predictable
geometry

Poor

(continued)
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Table 9.2 (continued)

Key sedimentary
stratigraphy and facies

Geomechanical facies assessment

b. Forearc basin

Sedimentary
stratigraphy

Clastic sedimentation predominates with turbidites and
other mass flow deposits, marine sediments commonly
grading into deltaic and fluvial sediments

Basin architecture Over 100 km wide and >2000 km long Good

Reservoir quality Reservoir sands will be thick but non-predictable
geometry

Moderate

Caprock architecture Caprock will also be thick but have non-predictable
geometry

Moderate

c. Backarc basin

Sedimentary
stratigraphy

Thick clastic sedimentation predominates, there are
pelagic sediments overlying newly formed basin crust;
several thousand meters of turbidites in abyssal plains
and continental shelves; shallow marine deposition and
thick molasses type sediments

Basin architecture Small basins, no larger than km’s wide and 10’s
kilometres long. They tend to be linear parallel to the
trench

Poor

Reservoir quality Reservoir sands can be complex and unpredictable Moderate

Caprock architecture Caprock muds and silts can be thick and extensive Good

d. Foreland basin

Sedimentary
stratigraphy

Foreland basinsare filled with sediments that erode from
the adjacent mountain belt. The width and depth of the
foreland basin is determined by the flexural rigidity of
the underlying lithosphere and the characteristics of the
mountain belt

Basin architecture 10’s to a few 100 km’s wide and 100’s to 1000’s of km
long, varying profile reflecting the geometry of
subduction

Good

Reservoir quality Reservoir sands will be thick and extensive Good

Caprock architecture Caprock muds and silts are likely to be thick and
extensive

Good

Wrench system
a. Strikeslip pull apart basin

Sedimentary
stratigraphy

Typically the margins are sites of deposition of coarse
facies alluvial fans and fan deltas and these pass laterally
over short distance to lacustrine in continental settings or
marine deposits

Basin architecture Rhomboidal shape elongating with time. km to a few
10’s km wide and lengths of km to many 10’s km

Moderate

Reservoir quality Reservoir sands are thick and extensive Good

Caprock architecture Caprock muds and silts are thick and extensive Good

Where an assessment of GOOD means that the input fulfils the ideal attributes of a storage
reservoir, an assessment of MODERATE means it fulfils a reasonable number of the ideal
attributes and a POOR assessment means it fulfils a low number of ideal attributes of a CO2

storage reservoir
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Table 9.3 Summary of the key stress state, fracture characteristics and geothermal gradient as
determined using the geomechanical facies approach, along with an assessment of their net
contribution towards ideal CO2 storage conditions

Key stress state, fracture
network and geothermal
gradient

Reservoir and caprock quality

Extensional systems
a. Oceanic basin

Stress state On the stress ellipsoid, the maximum effective
stress (r1) is in the vertical direction

Fracture characteristics Transform faults. Long near straight parallel
fractures perpendicular to the ridge

Moderate

Geothermal gradient Elevated geothermal gradient Good

b. Passive continental margin

Stress state On the stress ellipsoid, the maximum effective
stress (r1) is in the vertical direction

Fracture characteristics Normal faults, may flatten with depth Good

Geothermal gradient Elevated geothermal gradient Good

c. Terrestrial rift basin

Stress state On the stress ellipsoid, the maximum effective
stress (r1) is in the vertical direction

Fracture characteristics Normal faulting, commonly half graben with a
single boundary fault

Moderate

Geothermal gradient Average geothermal gradient Moderate

Convergent systems
d. Trench

Stress state Tectonic stress in a convergent system is
characterised by a horizontal oblong stress
ellipsoid with r1 in the horizontal direction

Fracture characteristics Normal faults, ocean ward of the subduction zone Moderate

Geothermal gradient Lower geothermal gradients due to the thrusting
of cold, water-filled sediments beneath existing
crust

Poor

e. Forearc basin

Stress state Tectonic stress in a convergent system is
characterised by a horizontal oblong stress
ellipsoid with r1 in the horizontal direction

Fracture characteristics There are multiple normal fault populations, with
off sets of 20 m and dips of 60–70°

Poor

Geothermal gradient Lower than normal geothermal gradients because
of the cooling effect of the relatively cold
subducting plate

Poor

(continued)
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Table 9.3 (continued)

Key stress state, fracture
network and geothermal
gradient

Reservoir and caprock quality

f. Backarc basin

Stress state Tectonic stress in a convergent system is
characterised by a horizontal oblong stress
ellipsoid with r1 in the horizontal direction

Fracture characteristics Extensional faults which form due to the
gravitational effects of the subducted crust

Moderate

Geothermal gradient Lower than normal geothermal gradients because
of the cooling effect of the relatively cold
subducting plate

Poor

g. Foreland basin

Stress state Tectonic stress in a convergent system is
characterised by a horizontal oblong stress
ellipsoid with r1 in the horizontal direction

Fracture characteristics Predominantly sedimentary wedges and thrust
rather than deep faults

Good

Geothermal gradient Cooler than normal geothermal gradient Poor

Wrench system
a. Strike slip pull apart basin

Stress state A tectonic stress field in which the maximum and
minimum principal stresses r1 and r3 are
orientated along the horizontal plane and the
intermediate principal stress (r2) is vertical

Fracture characteristics Faults range in size from plate boundaries to small
scale fractures with only a few hundred meters or
even just tens of centimetres of movement.
Typical development of flower structure of normal
and reverse faults. Rotations of small scalefault
blocks

Moderate

Geothermal gradient Elevated geothermal gradient Good

Where an assessment of GOOD means that the input fulfils the ideal attributes of a storage
reservoir, an assessment of MODERATE means it fulfils a reasonable number of the ideal
attributes and a POOR assessment means it fulfils a low number of ideal attributes of a CO2

storage reservoir
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Table 9.4 Summary of the typical risk of overprint (stability), orogenesis modification and
preservation potential as determined using the geomechanical facies approach, along with an
assessment of their net contribution towards ideal CO2 storage conditions

Extensional systems
a. Oceanic basin

Stability/ risk of overprint Poor—high risk of overprint or destruction

Risk of major orogenesis
modification

Poor—high risk of orogenesis modification

Preservation potential Poor

b. Passive continental margin

Stability/risk of overprint Moderate risk of overprint or destruction

Risk of major orogenesis
modification

Moderate risk of orogenesis modification

Preservation potential Moderate

c. Terrestrial rift basin

Stability/ risk of overprint Moderate risk of overprint or destruction

Risk of major orogenesis
modification

Good—low risk of orogenesis modification

Preservation potential Good

Convergent systems
a. Trench

Stability/risk of overprint Poor—high risk of overprint or destruction. Preserved portions
will have collided and accreted onshore and are uplifted as
mountain regions.

Risk of major orogenesis
modification

Poor—high risk of orogenesis modification

Preservation potential Poor

b. Forearc basin

Stability/ risk of overprint Moderate risk of overprint or destruction

Risk of major orogenesis
modification

Poor—high risk of orogenesis modification

Preservation potential Moderate

c. Backarc basin

Stability/ risk of overprint Moderate risk of overprint or destruction

Risk of major orogenesis
modification

Moderate risk of orogenesis modification

Preservation potential Moderate

d.Foreland basin

Stability/ risk of overprint Moderate risk of overprint or destruction

Risk of major orogenesis
modification

Good—low risk of orogenesis modification

Preservation potential Good
(continued)
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9.5 Geomechanical Facies Models

Here we demonstrate the application of the geomechanical facies model on several
contemporary storage sites, and also provide a generic overview of the sites
including material parameters characterization.

9.5.1 Otway, Australia: CO2 Storage Project

9.5.1.1 Extensional Terrestrial Rift Basin

The CO2CRC Otway Project Pilot Site, the largest demonstration project for
geological CO2 storage and monitoring in Australia, is located in the onshore
portion of the Otway Basin, Victoria (Jenkins et al. 2012). Between March 2008
and August 2009 about 65,000 tons of gas, including 58,000 tons of CO2, have
been injected into a depleted, fault bound, natural gas field (Naylor Field). The
sandstone reservoir of cretaceous age is in 2050 m depth and has an approximate
thickness of 30 m with porosities of up to 30 % and high permeabilities of up to 1–
5 Darcy (Dance et al. 2009). The sands are predominantly fluvial channels and tidal
fluvial (reworked) sandstones. They are overlain by the 300 m thick Belfast
Mudstone which is also the fault bound seal. The bounding faults terminate within
the Belfast Mudstone and fluid migration into overlying aquifers is thus unlikely.
The maximum horizontal stress orientation is NW–SE and is consistent with the
maximum stress orientation in the Otway Basin. Geomechanical analysis shows
that pore-pressures could be increased by 1–15.7 MPa, depending on assumptions
made about stress magnitude, fault strength, reservoir stress path and Biot’s coef-
ficient, before faults would be reactivated (Vidal-Gilbert et al. 2010). Figure 9.9
presents the generic stratigraphy for the Otway CO2 storage project.

Table 9.4 (continued)

Wrench system
a. Strikeslip pull apart basin

Stability/ risk of overprint Poor—high risk of overprint or destruction

Risk of major orogenesis
modification

Moderate risk of orogenesis modification

Preservation potential Moderate

Where an assessment of GOOD means that the input fulfils the ideal attributes of a storage
reservoir, an assessment of MODERATE means it fulfils a reasonable number of the ideal
attributes and a POOR assessment means it fulfils a low number of ideal attributes of a CO2

storage reservoir
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9.5.1.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture, thick but channelized reservoir and
caprock architecture and few fractures. The basin will have low risk of overprint,
low risk of orogenesis modification and good preservation potential.

The reservoir model and field operation data from the Otway CO2 storage project
exhibits a close first order predictive match with the geomechanical facies model, as
summarized in Table 9.6.

Fig. 9.9 Generic stratigraphy for the Otway CO2 storage project. Asterisk indicates literature
values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity,
k permeability
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9.5.2 In Salah, Algeria: CO2 Storage Project

9.5.2.1 Convergent Backarc Basin

The In Salah Gas Project, located in Algeria, is currently the world’s largest onshore
CO2 storage site. The CO2 is separated from natural gas produced from three nearby
gas fields. CO2 is injected into an underground saline aquifer of Carboniferous age
through three wells. The storage formation is a tidal-deltaic Carboniferous sand-
stone overlain by about 900 m of mudstones and siltstones, which form the caprock
(Bissell et al. 2011; Ringrose et al. 2011). The reservoir sandstone is approximately
20 m thick and extensively fractured with a predominant open fracture set (NW–

SE). This is in close alignment with the present-day stress field, related to tectonic
plate convergence between Africa and Eurasia. The storage formation is also
segmented by strike-slip faults, indicative of a regional mid-to-late Carboniferous
basin inversion (White et al. 2014). Surface deformation has been detected related
to the CO2 injection by DInSAR at In Salah (Onuma and Ohkawa 2009).
Figure 9.10 presents the generic stratigraphy for the In Salah CO2 storage project.

9.5.2.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with small linear basins, thick but complex reservoir architecture, thick
caprocks with extensional fracturing. The basin will have moderate risk of over-
print, moderate risk of orogenesis modification and moderate preservation potential.

The reservoir model and field operation data from the In Salah CO2 storage
project exhibits a close first order predictive match with the geomechanical facies
model, as summarized in Table 9.7.

9.5.3 Sleipner, Norway: CO2 Storage Project

9.5.3.1 Extensional Terrestrial Rift Basin

Sleipner is an offshore gas field in the mid- to eastern edge of the Viking Graben
System of the North Sea. The Sleipner project is the first commercial application of
storage in a deep saline aquifer in the world and CO2 is injected into a sand layer
called the Utsira formation which is a highly elongated sand reservoir, extending for
more than 400 km from north to south and between 50 and 100 km from east to
west. The Utsira sand is sparsely faulted and ranges in depth from 550 to 1500 m,
the sand thickness is locally about 300 m and the regional top seal is a thick
mudstones (Chadwick et al. 2012; Zweigel et al. 2004). It is interpreted as a basin
restricted marine deposit. The caprock succession overlying the Utsira reservoir is
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100 m thick and variable and can be divided into three main units: the lower, the
middle and the upper seals (Chadwick et al. 2004; Eiken et al. 2011; Harrington
et al. 2009; Torp and Gale 2004). Figure 9.11 presents the generic stratigraphy for
the Sleipner CO2 storage project.

9.5.3.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture, thick but channelized reservoir and
caprock architecture and few fractures. The basin will have low risk of overprint,
low risk of orogenesis modification and good preservation potential.

Fig. 9.10 Generic stratigraphy of the In Salah CO2 storage project. Asterisk indicates literature
values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity,
k permeability, kfrac fracture permeability, NA no data available
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The reservoir model and field operation data from the Sleipner CO2 storage
project exhibits a very close first order predictive match with the geomechanical
facies model, as summarized in Table 9.8.

Fig. 9.11 Generic stratigraphy of the Sleipner CO2 storage project. Asterisk indicates literature
values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity,
k permeability
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9.5.4 Snøhvit, Norway: CO2 Storage Project

9.5.4.1 Extensional Terrestrial Rift Basin

The Snøhvit gas field is located in the Barents Sea, offshore northern Norway.
Three gas reservoirs, operated by Statoil, are producing gas which is processed into
LNG. It contains approximately 5–8 % CO2 which is separated before liquefaction.
The CO2 is reinjected and stored in the early Jurassic Tubåen Formation at about
2600 m depth (Chiaramonte et al. 2011). Injection started in 2008 and is planned to
continue for 30 years with a rate of 2000 tons/day. A total storage of 23 Mt is
planned. The reservoir is formed by delta plain dominated fluvial distributary
sandstones with some marine-tidal influence with a thickness of *110 m and is
located on fault blocks. The faults are ENE-WSW trending and have a maximum
throw of <150 m (Hansen et al. 2013). Open fractures, dominantly with a N–S
strike azimuth, are thought to locally influence fluid flow, however the reservoir
quality of the sandstones with permeabilities in the range of 10–800 mD and
porosities of 7–20 % is very high anyway (Wennberg et al. 2008). The local
caprock is formed by the Nordmela Formation which has a thickness of 60–100 m
and contains several shaly layers which are thought to act as flow barriers. Regional
caprocks are formed by the thick marine shales of the Fulgen and Hekkingen
Formations (Rodrigues Duran et al. 2013). Figure 9.12 presents the generic
stratigraphy for the Snøhvit CO2 storage project.

9.5.4.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture, thick but channelized reservoir and
caprock architecture and few fractures. The basin will have low risk of overprint,
low risk of orogenesis modification and good preservation potential.

The reservoir model and field operation data from the Snøhvit CO2 storage
project exhibits a good first order predictive match with the geomechanical facies
model, as summarized in Table 9.9.

9.5.5 Buracica, Brazil: CO2 EOR

9.5.5.1 Extensional Terrestrial Rift Basin

The Buracica field is located in the Reconcavo Basin, a late Jurassic to early
Cretaceous rift related basin, in the north–east of Brazil. CO2 injection into the
oilfield started in 1991 and until 2005 about 600,000 tons of CO2 were injected into
the reservoir which is a 9 m thick late Jurassic aeolian sandstone of the Sergi
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formation with an average porosity of 22 % and an average permeability of 570 mD
(Estublier et al. 2011). Overall the reservoir formation is 200 m thick and consist of
14 aeolian and fluvial sandstone reservoirs that are separated by thin lacustrine
deposits (Scherer et al. 2007). The reservoir is relatively shallow, with depths of
320–646 m below sea level (*500–850 m below surface), is dipping with *6°
south–eastward and has a lateral extend of 4.4 km in E–W direction and 3.2 km in
N–S direction. At 470 m depth it has a temperature of 44 °C and an initial pressure
of 5.5 MPa. The field is composed of three main tilted fault blocks with a maximum
throw of about 150 m. The top seal is made of >150 m thick succession of early
Cretaceous shales of the Itaparica and Taua formations (Hung Kiang et al. 1992;
Rouchon et al. 2011). Figure 9.13 presents the generic stratigraphy for the Buracica
CO2 storage project.

Fig. 9.12 Generic stratigraphy of the Snøhvit CO2 storage project. Asterisk indicates literature
values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity,
k permeability
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9.5.5.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture, thick but channelized reservoir and
caprock architecture and few fractures. The basin will have low risk of overprint,
low risk of orogenesis modification and good preservation potential.

The reservoir model and field operation data from the Buracica CO2 storage
project exhibits a good first order predictive match with the geomechanical facies
model, as summarized in Table 9.10.

Fig. 9.13 Generic stratigraphy of the Buracica CO2 storage project. Asterisk indicates literature
values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity,
k permeability
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9.5.6 Miller Field, UK North Sea: Natural CO2 Reservoir

9.5.6.1 Extensional and Rotated Half-Graben Terrestrial Rift Basin

The Miller Field is located at the western margin of the north–south trending Viking
Graben in the North Sea. It contains 28 mol% CO2 and the reservoir and caprock
have been exposed to these high concentrations of CO2 since its emplacement and
the CO2 has been successfully stored for millions of years. The South Viking
Graben is a half graben fault which is bounded against the west basement of the
Fladen Ground Spur. Late Jurassic rifting and subsidence in the graben led to
deposition of submarine fan systems which constitute the reservoirs in the Miller
field (Eiken et al. 2011). It covers an area of 45 km2 and shows limited faulting,
faults in the Miller Field have NW–SE orientation (Rooksby 1991).

The Miller reservoir sandstones are composed of three main lithofacies. The first
is clean, fine to medium-grained, well-sorted quartzose sandstone transported by,
and deposited from sand-rich, high-density, low-efficiency turbidity currents. The
second lithofacies is thinly bedded alternation of sandstone and mudstone, usually
interbedded with the clean sandstones and deposits of the low-density turbidity
currents. The third lithofacies is isolated mudstones locally interbedded with the
main part of the reservoir, representing normal background sedimentation at the
margins of the fan system, or during periods of non-deposition within the fan (Lu
et al. 2009). During the period of highest sea level the Kimmeridge Clay Formation
covered the Miller Field reservoir sands and formed a seal over the field with a
thickness of several hundreds of meters. Figure 9.14 presents the generic stratig-
raphy for the Miller field natural CO2 reservoir.

9.5.6.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture and few fractures. The basin will
have low risk of overprint, low risk of orogenesis modification and good preser-
vation potential.

The reservoir model and field operation data from the Miller natural CO2

reservoir exhibits a close first order predictive match with the geomechanical facies
model, as summarized in Table 9.11.
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9.5.7 St. Johns Dome, USA: Natural CO2 Reservoir

9.5.7.1 Possible Foreland Basin

The natural CO2 field of St. Johns is located in North–Eastern Arizona at the
southern end of the Permian Holbrook basin and the southern edge of the Colorado
Plateau (Blakey 1990; Rauzi 1999). The mechanism of basin subsidence of
non-yoked Permian basins on the Colorado Plateau and Southern Rocky Mountains

Fig. 9.14 Generic stratigraphy
of the Miller field natural CO2 reservoir. Asterisk indicates literature values instead of in-situ data.
m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u porosity, k permeability
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is hard to determine as the Late Paleozoic tectonics were subtle (Blakey 2008). The
reservoir rocks of the Permian Supai Formation are dominantly siltstones, fine
grained sandstones and carbonate layers and are in depth between 300 and 700 m
below surface and have an approximate thickness of *400 m. Continuous, thin
anhydrite layers form seals within the reservoir complex and the top seal is formed
by shales of the upper Supai formation, Permian limestones of the San Andres
Formation and Triassic shales of the Moenkopi and Chinle Formations which have
a total thickness of *300 m. The CO2 is mantle sourced and is probably related to
the nearby Springerville volcanic complex (Gilfillan et al. 2011). CO2 has been
encountered in fractured Precambrian Granite which forms the basement (Embid
2009). Structurally the reservoir is located in a faulted anticline. It’s spatial extent is
*60 � 35 km. The St. Johns Dome area is well known for its extensive travertine
deposits which record a history of CO2 leakage from the reservoir over the last
400 ka (Priewisch et al. 2014). Figure 9.15 presents the generic stratigraphy of the
St. Johns Dome natural CO2 reservoir.

9.5.7.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a good storage oppor-
tunity with a long and wide basin architecture, with thick reservoir sands and
extensive caprocks with few fractures. The basin will have a cool geothermal
gradient, a moderate risk of overprint or destruction, low risk of orogenesis mod-
ification and a good preservation potential.

The reservoir model and field operation data from the St. Johns Dome natural
CO2 reservoir exhibits a moderate-poor first order predictive match with the
geomechanical facies model, as summarized in Table 9.12. This might indicate that
the basin type has not correctly been identified.

9.5.8 Fizzy Field, UK Southern North Sea: Natural CO2

Reservoir

9.5.8.1 Post Extensional Terrestrial Rift Sag Basin

The Fizzy field is located in block 50/26b of the UK sector of the southern North
Sea and is part of the Southern Permian Basin (SPB) complex. The SPB is a major
east–west striking sedimentary basin that has hosts the majority of gas and oil fields
of the UK, the Netherlands, Denmark and Germany (Glennie 1998). The reservoir
consists of Permian aeolian Rotliegend sandstones with a thickness of 100 m and
good reservoir quality (18 % porosity and 260 mD permeability) and holds a gas
column of 50 % CO2, 41 % CH4 and 9 % N2 (Underhill et al. 2009). About 550 m
of Permian evaporites (mainly anhydrite, minor salt and carbonates) and Triassic
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shales form the top seal. The reservoir is located on a horst structure and is fault
bound, with the bounding fault having a maximum throw of 500 m (Yielding et al.
2011). The fault has been reactivated and inverted during the Late Cretaceous,
todays stress field is probably a strike-slip faulting regime. Figure 9.16 presents the
generic stratigraphy of the Fizzy Field natural CO2 reservoir.

Fig. 9.15 Generic stratigraphy of the St. Johns Dome natural CO2 reservoir. Asterisk indicates
literature values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u
porosity, k permeability
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9.5.8.2 Geomechanical Facies Model

The geomechanical facies model would predict this to be a moderate storage
opportunity with long narrow basin architecture, thick but channelized reservoir and
caprock architecture and few fractures. The basin will have low risk of overprint,
low risk of orogenesis modification and good preservation potential.

The reservoir model and field operation data from the Fizzy Field natural CO2

reservoir exhibits a close first order predictive match with the geomechanical facies
model, as summarized in Table 9.13.

Fig. 9.16 Generic stratigraphy of the Fizzy Field natural CO2 reservoir. Asterisk indicates
literature values instead of in-situ data. m Poisson’s ratio, E Young’s Modulus, K Bulk modulus, u
porosity, k permeability
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9.6 Conclusions

A total of 61 natural analogue CO2 storage sites where investigated and the key
geological and physical controls on ensuring the longer term retention of CO2 were
identified. These controls were then related to different characteristics of the
geomechanical facies within the storage system. The geomechanical facies are
identified as combinations of geological facies operating in a specific engineering
way, e.g. storage, retention or overburden.

The characteristics of the different geomechanical facies are controlled by the
tectonic settings they were deposited in. This directly influences sediment stratigra-
phy, thickness and the distribution of the caprock and reservoir sediments. The tec-
tonic setting also determines basin architecture, stress state, mechanical properties,
fracture characteristics, burial depths, geothermal gradient, structural stability and
preservation potential, all crucial inputs into assessing CO2 storage site suitability.

Using the geomechanical facies approach, the geomechanical facies inputs
crucial to the primary CO2 storage requirements of storage volume and storage
security can be evaluated and graded as good, moderate and poor based on an
assessment of their net contribution towards providing ideal CO2 storage
conditions.

The results show that foreland basins and passive continental margin basins are
very suitable basins for CO2 storage. Strike-slip basins, terrestrial rift basins and
back arc basins are also suitable for CO2 storage with oceanic basins and fore-arc
basins being moderately suitable and trench basins unsuitable tectonic settings for
CO2 storage.

The geomechanical facies approach was then used to evaluate a number of
current anthropogenic CO2 storage projects and natural CO2 storage analogues.
Generic conceptual profiles are presented for the sites and the main hydraulic and
mechanical parameters for the different geomechanical facies in each site is pre-
sented. The sites include Otway-Australia, In Salah-Algeria, Buracica-Brazil,
Sleipner-Norway, Snøhvit-Norway, Miller Field-UK North Sea, Fizzy Field, UK
Southern North Sea and St. Johns Dome-USA.

Using the geomechanical facies framework to evaluate the storage potential
correctly predicts that most of the sites would be suitable CO2 storage opportunities.
Only in cases where there has been significant overprint of the original basin
architecture (e.g. Snohvit) or where the basin type is not well known (St. Johns) the
approach has limitations.
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Chapter 10
Risk Management for CO2 Geological
Storage Projects

Yvi Le Guen, Stéphanie Dias, Olivier Poupard, Katriona Edlmann
and Christopher Ian McDermott

Abstract A number of key challenges relating to potential CO2 reservoir capacity,
injectivity and confinement need to be overcome when validating the performance
of a storage system for its lifecycle. In the case of a failure of a storage operation,
the environment, investments, and human health and safety, may be at risk. It is
therefore important to use risk management methods to ensure that the project will
meet its objectives in all aspects. The aims of risk management are both to identify
and evaluate all the risks that could impact the project objectives, and to establish
treatment, monitoring actions and plans to reduce the impact of risks thereby
ensuring the project performance. This Chapter discusses the implementation of
risk management for a CO2 geological storage project.

10.1 Introduction

Deep CO2 geological storage is one of the most promising solutions to reduce the
CO2 emissions to the atmosphere, and minimize the impact of greenhouse gas
effects. Nevertheless, some key challenges relating to capacity, injectivity, and
containment need to be addressed in order to ensure the performance of the storage
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system during its lifecycle, for a duration that can range from some years to hun-
dreds of years. This means that we need to understand the risks associated with this
technology and devise strategies to manage these risks, which include technological
risks to the environment and human health and safety, social risks, policy risks,
legal risks and the like.

Risk management for the geological storage of CO2 is complex due to the

• wide variety of physical phenomena that need to be taken into account (in-
cluding hydrodynamic, geochemical, geomechanical phenomena) and their
inter-dependence,

• limited access to geological data and the associated uncertainties,
• variability between the sites and the time scales involved, ranging from very

short term to centuries or a few millennia.

The safety management of the storage projects is one of the key obstacles to the
large-scale deployment of the technology, not only for technical reasons, but also
for societal reasons, including acceptance of industrial projects of a new type and
growing awareness of people. Ensuring the safety of a geological storage project
requires mitigating the main technological obstacle, namely that of reliably pre-
dicting the behaviour of the storage performance over its lifecycle. This goal is
fraught with the inherent uncertainties related to deep geological reservoirs.

Currently, there is no recognized and by the international scientific community
commonly accepted standard methodology, for the analysis and management of the
risks related to the geological storage of CO2. The activity of geological storage of
CO2 is still under development. Research over the past ten years proposed
approaches for the identification of risk scenarios or tools for their representation
(Pawar et al. 2015). However, these studies have not yet produced a generic,
comprehensive and commonly accepted methodology to evaluate, in a quantitative
way, the risks posed by the geological storage of CO2.

Risk studies have been carried out in for various sites, such as:

• In-Salah, Algeria (Dodds et al. 2011; Paulley et al. 2011; Oldenburg et al. 2011),
• Weyburn, US (Stenhouse et al. 2005),
• Illinois Basin, US (Hnottavange-Telleen et al. 2009, 2011),
• Fort Nelson Carbon Capture, US (Sorensen et al. 2014),
• The North Sea, Captain Sandstone Aquifer, UK (SCCS 2015).

The aforementioned studies were conducted as part of research projects and had
no regulatory framework for the definition of procedures and/or standards
(Oldenburg et al. 2008; US EPA 2008). Examples of initiatives in Europe include
those by Quintessa, who has developed a database on related FEPs (Features,
Events and Processes) (Maul et al. 2005), by DNV (Det Norske Veritas 2009) and
by TNO (Wildenborg et al. 2004; Yavuz et al. 2009). The project ANR CRISCO2
(Bouc et al. 2010) proposes a method to determine qualitative and quantitative
criteria to ensure the safety of CO2 storage. This study focuses on aquifer storage.
The approach was developed on the basis of the Paris Basin case study and relies on
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reasonably conservative assumptions and simplified models for quick evaluation of
the safety. CO2-PENS software platform has been developed by the Los Alamos
Laboratory (Pawar et al. 2006; Stauffer et al. 2009, 2011) and tests on a few storage
cases within National Risk Assessment Partnership (NRAP) projects (Cugini et al.
2010) have been performed.

National Energy Technology Laboratory in the US has in a Best Practices Manual
summarized the concepts of risk analysis (risk assessment) and numerical simulation
by describing the experience gained by the DOE Regional Carbon Sequestration
Partnerships as they implemented multiple field projects (NETL 2011). This manual
focuses on the risks arising from unplanned migration of injected CO2 from the
reservoir and on the ways in which numerical codes have been used to model
specific processes related to the behavior of injected CO2 in the subsurface.

Guidelines and standards are needed to delineate best practices for conducting
studies of long term predictive failure analysis for elements of geological storage of
CO2, namely:

• reservoirs and geological barriers,
• geological features (faults, fractures),
• wells (former ones or those constructed for the purpose of the storage project).

Potential impact studies concerning the effect of CO2 geological storage on both
surface targets, such as drinking water aquifers and soils as well as subsurface
targets and on human health, fauna and flora are also needed. This is needed to
provide objective demonstration of the performance of such projects elements. Risk
management is the process that aims at identifying all the potential risks related to a
project, organizing them in order to define which are the critical ones and outlining
actions that may be taken to lower these risks. The different steps of risk man-
agement process are the following (Fig. 10.1):

• Communication and consultation;
• Establishment of the context;
• Risk assessment or risk analysis, that includes risk identification, estimation and

evaluation;
• Risk treatment;
• Risk monitoring and review.

Management and communication will ensure that the policy is understood,
implemented and maintained at all levels of the CO2 project.

Risk management is an iterative process to be applied over the project lifecycle
(Fig. 10.2), from site selection to abandonment stages and should be viewed as an
essential component for any CO2 storage project. Its main principles are to:

• Contribute to the achievement of project objectives regarding, for example,
health and safety, environment and investments as well as the improvement of
project performance;
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Fig. 10.1 Risk management process according to ISO 31000 (2009)

Fig. 10.2 Risk management workflow over CO2 geological storage project life cycle
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• Support the decision making process for risk treatment and definition of any
Monitoring, Verification and Accounting (MVA) program, including prioritiz-
ing actions and justifying the choices;

• Provide management and/or authorities demonstration of effective and com-
prehensive management of risks;

• Provide consistent, comparable and reliable results of risk evaluation as a pro-
duct of a transparent and structured methodology.

10.2 Risk Management Policy

According to the reference process for risk management (ISO 31000 2009), the risk
management policy should:

• Clarify the project objectives and commitment for risk management;
• Specify the link between the risk management policy and the project objectives,

and rationale for managing risk;
• Specify the processes, methods and tools to be used for managing the risks;
• Identify the roles and responsibilities in the project team for managing risks;
• Describe the way in which risk management performance will be measured and

reported;
• Establish the project commitment to the periodic review and verification of the

risk management policy.

10.3 Establishment of the Context

The definition of the context of the CO2 project supports the risk management
process, as it defines the contours of the risk management and the elements to be
considered in the process. The context of this process will vary according to the
needs of the project. It can involve, but is not limited to:

• Defining the scope, as well as the extent of the risk management activities to be
carried out, including specific inclusions and exclusions;

• Defining the activity, process, function associated to the project in terms of time
and location as well as their goals and objectives;

• Defining the way performance is evaluated in the risk management;
• Identifying and specifying the decision process (who, when, for which purpose

and what).

The definition of the context of a project must include the elements listed below,
which are described in more details in what follows:

• The scope of the project: environment of the project, storage characteristics and
timeline.
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• The internal and external entities involved in risk management, including the
operators, stakeholders and contractors.

• The risk criteria to evaluate the significance of the risk: the probability and
severity levels and the criticality matrix.

It is also important to point out that good quality information is essential in any
risk management process. The data collection step is one of the most important
steps in the Risk Management process, and must be started early in the process.

10.3.1 Scope of the Study

The first step in the definition of the scope of the risk assessment is the identification
of the system under consideration and its breakdown into subsystems. It is also
necessary to define the type of risks that will be considered. These risks must be
included in the different risk families defined previously in the field of application
of the risk management policy.

To define the scope of the CO2 project, all the elements and interactors of the
project must be defined. The following paragraphs describe what these elements and
interactors could be. Here, we focus only on technical aspects. Note that the elements
and the interactors depend on the system or subsystem under consideration.

For any CO2 storage project, the system elements could be included into two
main groups, namely (1) the natural system, i.e. the geology, which defines the
target reservoir, the caprock above it, the overburden, the fresh water aquifers, and
(2) the anthropogenic influence, i.e. the wells located in the storage area, including
any injection wells, oil and gas production wells, water disposal wells, monitoring
wells, shutoff wells, plugged and abandoned wells.

10.3.2 Internal and External Entities

The second step for establishing the context is to define the internal and external
entities of the CO2 project. The relationship between the CO2 project and its
environment (both internal and external) must be taken into account when identi-
fying and assessing risks. The identification and definition of internal and external
entities will support the identification of stakeholders. To ensure that all stake-
holders are taken into account, both internal and external contexts are defined and
linked to the subsystems by means on a functional analysis.

There is a wide variety of stakeholders that must be considered in the context of
a project. The stakeholders can be considered either internal or external. Internal
stakeholders would be departments or teams that interact with the project (several
disciplines and groups will be involved, such as geologists, drilling engineers,
geophysicists, to mention some), while external stakeholders would consist of
entities that interact with the operator and may affect or have an impact on the
project, such as regulators, other oil and gas companies, local communities and the
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like. Figure 10.3 illustrates a representation of key stakeholders to be considered in
a CO2 geological storage project. The understanding of the internal context can
include, for example:

• The capabilities, understood in terms of resources and knowledge (e.g. time,
people, processes, systems and technologies);

• Information systems, information flows, and decision making processes (both
formal and informal);

• Internal stakeholders;
• Standards and reference models adopted within the project.

External context is the external environment in which the project seeks support
to achieve its objectives. The external context can include, but is not limited to:

• The cultural, political, legal, regulatory, financial, technological, economic,
natural and competitive environment, whether international, national, regional
or local;

• Key drivers and trends having impact on the objectives of the project.

10.3.3 Constraints

The definition of constraints is one of the important steps in the establishment of the
project context. The project team needs to identify the activities, the media and the

Fig. 10.3 Key actors/activities within in a CO2 geological storage project
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organizations which can be affected by any risk. Examples of constraints for a CO2

storage project include, but is not limited to:

• Technical aspects, such as capability to safely transport and store CO2;
• Health and safety aspects, to ensure that the personnel and the local population

will not in any way be endangered by the activities related to the project;
• Public outreach and confidence aspects, including demonstrating a reliable

leadership of the project as well as the benefits gained from the project, to reach
public confidence;

• Financial aspects, including achieving the project within the frame of the agreed
budget;

• Policy and strategic aspects: CO2 storage project is an innovative technology
which is involved in global and local climate change and energy strategies;

• Compliance with national and local authorities’ requirements.

10.3.4 Risk Criteria

This step uses the project objectives to identify key performance indicators that will
be used to estimate, evaluate and treat risks. In this step, the risk criteria will be
defined and used to evaluate the importance of risk. The criteria must reflect the
project values and objectives and be continuously reviewed. Risk criteria could be
defined according to expert opinions, interviews with stakeholders and actors, or by
expert elicitation with the project team (Edlmann et al. 2016).

10.3.4.1 Probability Grid

The definition of the probability grid is defined with the knowledge of the project
team and eventually based on other expert opinions. When possible, a quantitative
estimation has to be used, such as probability of a CO2 leakage, probability of a
mechanical failure for a well component, to mention some. This quantitative esti-
mation is then converted to a probability level on the basis of the probability grid
used for the project. An example of such a grid is presented in Table 10.1.

Table 10.1 Example of a probability grid

Description Probability over CO2 storage perioda Level

Very unlikely: very rare <0.001 % A

Unlikely: rare (0.001 %; 0.01 %) B

Possible: can be observed, feared (0.01 %; 0.1 %) C

Likely: already observed, will probably occur (0.1 %; 10 %) D

Very likely: expected to occur (almost certain) >10 % E
aProvided as an example
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10.3.4.2 Severity Grid

The severity levels indicate the magnitude of the impact if an unwanted event, or
failure, occurs. The definition of the severity grid is also defined with the knowl-
edge of the project team and with subject matter expert opinions. It is the pre-
liminary step of the consequence grid elaboration. Table 10.2 is an example of a
severity grid with 5 levels.

10.3.4.3 Consequence Grid

The consequence grid provides a description of the different severity levels for each
project objective identified. The objectives are expressed in using performance
indicators to illustrate the different level of impact (severity levels) on the objectives
of the project (see Sect. 10.3.3).

This grid is the link between the project objectives impacted and resulting
severity level. It must be developed closely with the project stakeholders, and
eventually with expert opinions. When the objectives of the project and the key
indicators (severity levels) are defined, each project stakeholder defines the mini-
mum and maximum severity levels regarding each objective and then proceeds to
complete the intermediate levels.

10.3.4.4 Risk Matrix

The risk matrix shown in Table 10.3 is also named a criticality matrix. The
criticality “C” represents a mathematical relation between the severity and proba-
bility level. Mostly, criticality is a function of the severity level and the probability
level:

C Criticalityð Þ ¼ F S Severityð Þ; P Probabilityð Þð Þ

The higher the criticality level, the higher the risk.

Table 10.2 Example of
severity grid

Description Level

Minor 1

Low 2

Medium 3

High 4

Very high 5
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10.3.4.5 Level of Acceptability

The level of acceptability is the level used to decide if treatment actions or mon-
itoring actions are required. The definition of the level of acceptability depends on
each objective identified by the project team. This level is defined according to the
technical, financial, legal, social and other criteria. It is defined within the project
and reflects the appetence or aversion of risks by the company.

Acceptability level of risk delimits 2 zones (Table 10.3): a zone where risks are
critical (not acceptable) and a zone where risks are acceptable. For example, if the
acceptability level has a criticality level of 6, the critical risks are those located in
the orange and red zones in Table 10.3. This enables the definition of an action plan
to mitigate risks.

10.4 Risk Assessment

A risk cannot be managed unless it is first identified and its impact assessed.
Consequently, after risk management policy and context have been completed, the
first process in the iterative Risk Management process aims to identify all the
knowable risks to CO2 project objectives. Risk assessment is the process of sys-
tematically and continuously identifying, categorizing, and assessing the initial
significance of risks associated with a CO2 project. Risk identification determines
risks that might affect the project and registration of their characteristics.

The assessment should be performed on a regular basis throughout the project
timeline. The purpose is to identify risks to the maximum extent that is practicable.
The fact that some risks are unknowable or emergent requires the ‘identify risk’
process to be iterative, repeating the ‘identify risks’ process to find new risks which
have become knowable since the previous iteration of the process. During the
progress of the project through its lifecycle, new risks may appear. The project team
should be involved in this process so that they can develop and maintain a sense of
ownership of, and responsibility for, the risks and associated risk response actions.

In the following section, we will focus the risk assessment on technological
issues for a CO2 geological storage project to illustrate the approach.

Table 10.3 Illustration of a risk matrix

Probability

E Medium High High Extreme Extreme
D Medium Medium High High Extreme
C Medium low Medium Medium High High
B Medium low Medium low Medium Medium High
A Low Medium low Medium low Medium Medium

1 2 3 4 5
Severity
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10.4.1 Risk Identification

A comprehensive identification based on a well-structured and systematic process is
essential to ensure that all significant risks are considered. Different methodologies
can be used for this: FMEA (Failure Mode and Effects Analysis), Fault tree anal-
ysis, Event tree analysis, or Features, Events and Processes (FEP) analysis
(Wildenborg et al. 2004; Pawar et al. 2006; Oldenburg et al. 2011; Paulley et al.
2011). We propose the use of FMEA. This is a systematic approach that focuses on
the function to be fulfilled by the subsystems and components. In this process, the
list of risks is based on the failure modes that might prevent, degrade or delay the
achievement or performance of the objectives of the CO2 project; it uses the results
of the establishment of the context. For each subsystem and component (Fig. 10.4),
the failure modes, their causes and their potential impacts (or consequences) on the
objectives are defined (Fig. 10.5). The outcome of the risk identification step is a
comprehensive list of risks related to the project compiled in a risk register
(Table 10.4). This risk register is the input for the risk estimation step.

An example of the risk identification is given in Fig. 10.6. In the figure a
structured and comprehensive inventory of leakage pathways and leakage impact
factors (risks) through the caprock, which could contribute to CO2 storage per-
formance, was generated based on information from the literature (e.g. Oldenburg
et al. 2011; Vilarrasa et al. 2011; Al-Bazali et al. 2005; Li et al. 2006; Shukla et al.
2008, 2010; Bildstein et al. 2009; Class et al. 2009; Wollenweber et al. 2010; Busch
et al. 2010; Amman et al. 2011; Le Guen et al. 2008, 2010; Viswanathan et al.
2008). This is used as the basis for subsequent risk estimation.

Fig. 10.4 Example of a schematic of a CO2 geological storage system and possible interactions
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Fig. 10.5 Generic bow-tie illustrating central event ‘loss of containment for an injecting well
with respect to CO2’ and its associated causes and effects

Table 10.4 Example of the components and functions breakdown for a CO2 geological storage
project

Component Sub-functions Interactors Failure mode

CO2

reservoir
To ensure injectivity into the reservoir CO2 Loss of injectivity

To ensure storage capacity CO2 Loss of storage capacity

Caprock To resist to the formation fluids pressure Formation
fluids

Deformation of the
caprock, cracks

To ensure the sealing with respect to the
formation fluids

Formation
fluids

Loss of confinement

To resist to the injected gas pressure CO2 Loss of mechanical
resistance

To ensure the sealing with respect to
injected gas

CO2 Loss of confinement

To resist to geological formations
deformation pressure

Geological
formation

Deformation of the
caprock, cracks

Wells (all
types)

To resist to the formation fluid pressure Formation
fluids

Deformation of the
caprock, cracks

To ensure the sealing with respect to the
formation fluids

Formation
fluids

Loss of confinement

To resist to the injected gas pressure CO2 Loss of mechanical
resistance

532 Y. Le Guen et al.



10.4.2 Risk Estimation

Risk estimation is the second step of risk assessment (Fig. 10.1) where the risk
levels are estimated. The input data for this step is the list of risks established by the
risk identification process.

The risk level, i.e. criticality, is a combination of:

• A severity level: the magnitude of the impact of a failure mode on the identified
objectives. The definition of the different severity levels is established by
defining the consequence grid;

• A probability level: the occurrence of the failure mode. The the different
probability levels is established by defining the probability grid.

Estimation can be qualitative or preferentially quantitative estimation of the
failure mode and its impacts on the associated performance indicators:

• Quantitatively, using statistical analysis, modeling and simulations;
• Qualitatively, on the basis of past records, experience, subject matter expert’s

opinions or literature review.

A failure mode can have multiple consequences and can impact various
objectives, thus each risk must be estimated for every threatened objective. The
resultant outcome of the “risk estimation” step is risk mapping, where each risk is
plotted by means of its criticality value, represented by the severity level (y-axis in
Fig. 10.7) versus probability level (x-axis in Fig. 10.7) of a failure mode.

Fig. 10.6 The potential CO2 leakage pathways and leakage impact factors (risks) influencing
caprock leakage grouped by primary category
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10.4.3 Expert Elicitation

Expert elicitation is an approach whereby the reasoned and subjective judgment of
experts can be synthesised where there is uncertainty due to insufficient data,
making explicit the inherent knowledge based on experience and expertise (Slottje
et al. 2008). It is particularly useful in risk assessment when there is very limited
“hard” input data. For example, at the beginning of an injection project, early
decisions need to be made with regards to data collection, field operation and
monitoring strategies. Then, an expert elicitation can be undertaken with the aim to
identify, assess and rank potential leakage scenarios, in order to support the
assessment and decision making process. The elicitation can be undertaken by a
questionnaire where experts are asked for their best estimation of the
semi-quantitative scenario uncertainty assessment criteria of severity (i.e. how
extensive the leakage could be) and immediacy (i.e. what is the likely time frame of
the leakage). Simple mathematical aggregation giving equal weight to all experts
can be used for the data analysis and the severity and immediacy be plotted in a
probability and impact matrix, assigning an impact rating from low, medium low,
medium, high to very high and conclusions made based on the outcome. Such an
exercise was carried out for the Heletz pilot injection project (Edlmann et al. 2016),
as an demonstration example and the findings were in agreement with more con-
ventional risk assessment studies at existing pilot CO2 injections sites (Deel et al.
2007; Oldenburg et al. 2011; Watson 2014; Jewel and Senior 2012). Prudent expert
elicitation can provide useful insight and guidance and make a valuable contribu-
tion to decision making.

Fig. 10.7 Risk matrix example for a specific CO2 geological storage project. Dots represent
various scenarios identified with some examples given in the figure right hand panel
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10.4.4 Risk Evaluation

Risk evaluation is the third step of risk assessment. The input data for this step are
the outcome of the risk analysis, i.e. the list of the risks with a level of severity,
probability and criticality.

The purpose of risk evaluation, based on the outcomes of risk analysis, is to
make decisions about which risks require treatment and to define priorities between
treatment actions.

The final outcome of a risk evaluation is a prioritized risk register recommending
further action. In addition, the risk evaluation yields a risk matrix in which risks are
ranked (Fig. 10.7). Risks with the higher criticality levels should be treated with
priority.

A detail of the map can be drawn for specific scenarios. An example for caprock
integrity is detailed below (Fig. 10.8).

10.4.5 Description of Risk Treatment Process

Risk treatment defines the processes of selection and implementation of measures to
modify the risk. Risk treatment is based on the outcomes of the risk evaluation
which ranked the risks that have to be treated by priority.

Risk treatment involves:

• Identifying the key parameters driving the critical risks;
• Listing the range of options for treating risk, including (1) selecting a short list

of actions among treatment options and applying those options to critical risks
and (2) assessing the options;

• Defining the actions in terms of cost, nature, and duration.

Before a risk can be effectively treated, it is necessary to understand its cause, in
order to identify and select the appropriate actions. Possible risk treatment actions
are defined by the project team during review meetings and the selection of treat-
ment options is made by project managers or those delegated by the project
manager. Treatment options can include the following:

• Avoid the risk by deciding not to start or to stop any activity that contributes to
the risk, in other words terminate the risk.

• Change the nature and magnitude of probability of a risk by prevention and/or
monitoring, thereby lowering the probability of the risk occurring.

• Decrease the severity of a risk by protection and/or mitigation actions, thereby
lowering the consequence(s) of the risk.

Other options can also be chosen, such as to tolerate the risk by deciding to start
or to stop any activity that contributes to the risk.
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Fig. 10.8 Risk matrix plot for CO2 leakage scenario. Example for poorly defined input
parameters when assessing caprock integrity
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The high-criticality risks evaluated in the risk assessment are analyzed and
broken down into causes, failure modes and consequences. This process results in a
list of parameters that may provide direct or indirect indication of the occurrence of
the risks, thus requiring monitoring. This list will drive the ensuing selection of
applicable MVA technologies. Relevant MVA techniques are proposed to deal with
the parameters previously identified. The technical applicability of each solution for
the CCS project has to be discussed, as well as its cost level. This results in a list of
relevant MVA technologies recommended for the monitoring of the deep subsur-
face. Frequencies of data acquisition are then defined for each MVA technology, as
well as the action plan stemming from the detection of any deviation from the base
case scenario. Two types of MVA plan are recommended in CO2 geological storage
projects:

• A “regular” monitoring plan: continuous monitoring shows the system
behaviour in accordance with the models. Regular additional surveys are per-
formed to confirm this “normal” behaviour;

• An “in case” monitoring plan: continuous monitoring detects a system devi-
ation. A risk-based decision-tree will have to be implemented. This decision tree
will define the response plan for a proper mitigation of the risk as early as
possible through complementary measurements or modification of the injection
strategy.

10.4.6 Preparing and Implementing Risk Treatment Plans

In implementing a risk treatment plan, a strategy is formulated using for example:
the description of the proposed actions to treat the risk, benefit expected to be
gained (i.e. estimate the residual risk after action), cost and man resource required,
and schedule.

The outcomes of the risk treatment are:

• A list of treatment actions associated to each risk, including the actions,
resources and planning, in other words, a risk treatment plan;

• A new risk matrix, which takes into account the effect of the treatment actions.
In this risk matrix the risks are plotted after the treatment actions (for actions
which needed to be treated) with new severity and/or probability levels.

The inclusion of new data in a second-round assessment will support the
development of a project-specific MVA plan to monitor the critical risks in the most
efficient and cost-effective manner.
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10.5 Risk Monitoring, Review and Reporting

10.5.1 Objectives

Risk monitoring allows risk evolution to be tracked over time. In an operational
way, risk monitoring is focused on processes and causes of the risks. The purpose is
to ensure that risk is known and controlled. Monitoring will also ensure that risk
treatment actions are effective. Monitoring, review and reporting is an essential and
integral step in the risk management process and it takes place throughout the risk
management process (see Fig. 10.1).

10.5.2 Risk Monitoring

Risks need to be monitored to ensure that changing circumstances are recorded and
duly reported and analysed. Monitoring actions must be continuous and need to be
reinforced during particular actions or phenomena. The periodicity of risk moni-
toring has to be defined in the risk management policy. Very few risks will remain
static. Therefore, the risk management process needs to be regularly repeated so that
identified risks are up-to-date and the new risks are captured in the process.

10.5.3 Risk Review

Risk review establishes continuity and improvement of the whole risk management
process. This stage helps to identify possible deviation from the objectives defined
by the risk management policy (i.e., change of injection conditions). It also eval-
uates the benefits of the risk treatment actions implemented. Periodical
re-assessment of the risks must be performed to control risk changes and residual
risk levels. After treatment actions, the risks must be re-assessed to identify if the
objectives of the treatment action have been achieved.

10.5.4 Risk Reporting

Risk reporting constitutes a necessary support for monitoring and reviewing risks. It
relies on a functional risk management tool that provides risk reports. Risk
reporting is important to ensure an efficient communication and traceability
between all persons involved in the CO2 project.
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10.6 Conclusion

Geologic CO2 storage project risk management provides a more accurate under-
standing of the relevant, project-specific technical risks while establishing a robust
framework designed to mitigate subsurface risk through the life cycle of the project.
By identifying knowledge gaps in current data, risk assessment activities can
provide direction for future studies and characterization work. Additionally, geo-
logic storage risk assessment supports the development of a project-specific,
risk-based MVA plan.

As a project progresses, the risks can change. The risks that were once estimated
to be high can diminish, becoming negligible, and conversely, risks that were once
not relevant can become critical. As a result, the risks must be monitored to ensure
they are successfully controlled throughout the lifetime of the project. Because risk
management is an iterative process, as the details of a project change, the risk
management plan may need to evolve to fit its needs. The risk management plan
can be reviewed to ensure that it is still effectively controlling the risks for the
project and can be modified if necessary.

The successful application of a risk management framework to CCS feasibility
projects provide a step forward for the development of CCS. It supports the idea
that a risk management framework, including technical risk assessment, can be
effectively implemented for large-scale CCS projects. The risk management
framework also provides an invaluable decision-making and communication tool
that can validate project planning, educate stakeholders, and demonstrate project
safety and reliability—all essential for the success of CCS.
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