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Abstract We propose two novel local transform features: local gradient patterns
(LGP) and binary histograms of oriented gradients (BHOG). LGP assigns one if the
neighboring gradient of a given pixel is greater than the average of eight neigh-
boring gradients and zero otherwise, which makes the local intensity variations
along the edge components robust. BHOG assigns one if the histogram bin has a
higher value than the average value of the total histogram bins, and zero otherwise,
which makes the feature computation time fast due to no further post-processing
and SVM classification. We also propose a hybrid feature that combines several
local transform features by AdaBoost feature selection method where the best local
transform feature among several local transform features (LBP, LGP, and BHOG),
which has the lowest classification error, is sequentially selected until we obtain the
required classification performance. This hybridization makes the face and human
detection robust to the global illumination change by LBP, the local intensity
change by LGP, and the local pose change by BHOG, which improves the detection
performance considerably. We apply the proposed local transform features and the
hybrid feature to the face detection problem using MIT+CMU and FDDB face
database and the human detection problem using INRIA human database. The
experimental results show that the proposed LGP and BHOG features attain
accurate detection performance and fast computation time, respectively, and the
hybrid feature provides a considerable improvement of face detection and human
detection.
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1 Introduction

Face and Human detection is one of the important topics in computer vision. It has
been widely used for the practical and real-time applications in many areas such as
digital media (cell phone, smart phone, smart TV, digital camera), intelligent user
interfaces (Wii, MS Kinnect), intelligent visual surveillance, and interactive games.
Conventional face and human detection methods usually take the pixel color (or
intensity) [37] directly as the information cue. However, these cues are sensitive to
the illumination changes and noises [29]. To tackle this problem, many researchers
have introduced the transform features that convert the pixel color (or intensity) by
a certain nonlinear transformation function. They can be categorized into two
transform features: the intensity-based transform features and the gradient-based
transform features.

First, the intensity-based transform features convert the pixel color (or intensity)
into the encoded value by comparing the pixel value with the neighboring pixel
value. Papageorgiou and Poggio [26] introduced the Haar-like features that encoded
the differences in average intensities between two rectangular regions and they
applied to extract the textures irrespective of pixel color (or intensity). Viola and
Jones [39, 40] used the Haar-like features to detect the faces. They used an integral
image [40] to compute the Haar-like features efficiently and an efficient scheme for
constructing a strong classifier by cascading several weak classifiers using
AdaBoost training. Yan et al. [41] proposed the binary Haar feature that kept only
the directional relationship in the Haar feature computation. However, the dis-
criminating power of a single binary Haar feature was too weak to construct a
robust classifier. They also proposed the assembled binary Haar (ABH) feature that
integrated three binary Haar features to improve the discriminative power of the
binary Haar feature. However, the dimensionality of ABH feature is very huge.
Furthermore, they proposed the locally assembled binary (LAB) Haar feature that
combined 8 locally adjacent 2-rectangle to reduce the size of feature dimensionality.
The LAB Haar feature represented the local intensity differences at various loca-
tions, scales, and orientations. Ojala et al. [24] proposed the local binary patterns
(LBP) feature that was derived from a general definition of texture in a local
neighborhood of the image. They encoded an image pixel into a 8-bit binary pattern
that compared the intensity of center pixel within the 3 × 3 block with the intensity
values of 8 boundary pixels with the 3 × 3 block and representing the comparison
result as 1 or 0. One important advantage of the LBP feature was that it was
invariant to the monotonic change of illumination. Zabin and Woodfill [42] pro-
posed the census transform (CT) that is similar to the LBP feature. The LBP feature
and its variants have been widely used in many applications: face detection [19, 43],
face recognition [1, 44], facial expression recognition [12, 33], gender recognition
[36], face authentication [16], gait recognition [21], image retrieval [38], texture
classification [14, 25], shape localization [17], and object detection [15].

Second, the gradient-based transform features convert the pixel color (or intensity)
into the gradient magnitude and orientation. Lowe [22] proposed the SIFT descriptor
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that extracted distinctive invariant features from images and was invariant to image
scale and rotation. The SIFT descriptor computed a histogram of local oriented
gradients around the key point and represented the histogram in a 128 dimensional
vector. It was obtained by computing the gradient magnitude and orientation on the
key points, where the key points were obtained by finding the maxima and minima of
the difference of Gaussian (DOG) images among three adjacent layers. It also
required an image pyramid to make the SIFT descriptor scale invariant. Ke and
Sukthankar [20] proposed the PCA-SIFT that used the principal component analysis
(PCA) instead of histogram to normalize gradient patch. The feature vector was
significantly smaller than the SIFT feature vector. They showed that PCA-based local
descriptors were distinctive and robust to image deformations but it took a long
computation time to extract the local descriptors. Bay et al. [2] proposed the speeded
up robust features (SURF) that was an efficient implementation of SIFT by using the
integral image. The SURF descriptor was obtained by computing the gradient
magnitude and orientation on the key points, where the key points was obtained by
finding the maxima of the Haar-like box filtered images. It did not require the image
pyramid because it used many different sized box filters using integral image. Dalal
and Triggs [4] proposed the histogram of oriented gradients (HOG) that divided the
object into many fixed sized blocks, computed the HOG of each block, and repre-
sented the object by a concatenation of the block’s HOG vectors. The HOG feature
has been widely used in many applications: human detection [4, 6, 46], face rec-
ognition [5], object detection [10, 11] and emotion recognition [3]. Many researchers
[9, 34, 45, 46] have also extended the original HOG to use variable-sized blocks,
which improved the detection performance greatly.

In this chapter, we take two representative local transform features: local binary
patterns (LBP) and histogram of oriented gradients (HOG) because LBP is robust to
the global illumination change and HOG is robust to the local pose change.
However, the local transform features have some limitations such that LBP is
sensitive to local intensity changes due to makeup, wearing of glasses, and a variety
of background and HOG requires a long processing time to compute the feature
transformation.

To overcome these limitations, we propose two new local feature transforms:
LGP and BHOG. LGP assigns one if the neighboring gradient of a given pixel is
greater than the average of eight neighboring gradients, and zero otherwise, which
makes the local intensity variations along the edge components robust. We show
that LGP has a higher discriminant power than LBP in both the difference between
face histogram and non-face histogram and the detection error based on face/face
distance and face/non-face distance. BHOG assigns one if the histogram bin has a
higher value than the average value of the total histogram bins, and zero otherwise,
which makes the feature computation time fast due to no further post-processing
and SVM classification.

We also propose a hybrid feature that combines several local transform features
by AdaBoost feature selection method where the best local transform feature among
several local transform features (LBP, LGP, and BHOG), which has the lowest
classification error, is sequentially selected until we obtain the required
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classification performance. This hybridization makes the face and human detection
robust to the global illumination change by LBP, the local intensity change by LGP,
and the local pose change by BHOG, which improves the detection performance
considerably.

This chapter is organized as follows. Section 2 describes the LGP feature to
overcome the limitation of the LBP feature. Section 3 describes the BHOG feature
to speed up the computation of the HOG feature. Section 4 describes a hybrid-
ization of several local transform features that combines them by AdaBoost feature
selection method. Section 5 describes the experimental results of face and human
detection that demonstrates the usefulness of the proposed local transform features
and the hybrid feature. Finally, Sect. 6 presents conclusions.

2 Local Gradient Patterns

Many variants of LBP have been applied to tasks such as face detection, face
recognition, facial expression recognition, gender recognition, face authentication,
gate recognition, image retrieval, texture classification, shape localization, and
object detection. However, they are sensitive to local intensity variations that occur
commonly along edge components such as eyes, eyebrows, noses, mouths, whis-
kers, beards, or chins due to internal factors (eye glasses, contact lenses, or makeup)
and external factors (different backgrounds). This sensitivity generates many dif-
ferent patterns of local intensity variations and makes training of the face and human
detection by AdaBoost difficult. To overcome this problem, we propose a novel face
and human representation method called Local Gradient Patterns (LGP), which
generates constant patterns irrespective of local intensity variations along edges.

The LGP operator uses the gradient values of the eight neighbors of a given
pixel, which are computed as the absolute value of intensity difference between the
given pixel and its neighboring pixel. Then, the average of the gradient values of
the eight neighboring pixels is assigned to the given pixel and is used as the
threshold value for LGP encoding as follows. A pixel is assigned a value of 1 if the
gradient value of a neighboring pixel is greater than the threshold value, and a value
of 0 otherwise. The LGP code for the given pixel is then produced by concatenating
the binary 1s and 0s into a binary code (See Fig. 1).

The LGP operator is extended to use different sizes of neighborhoods. We
consider a circle of radius r centered on a specified pixel and take p sampling points
along on the circle (See Fig. 2). To obtain the values of pixel positions in the
neighborhood for r and p, bilinear interpolation is necessary. It uses a 2 × r + 1 by
2 × r + 1 kernel that summarizes the local structure of an image. At a given center
pixel position ðxc; ycÞ, it takes the 2 × r + 1 by 2 × r + 1 neighboring pixels
surrounding of the center pixel. Here, we define the gradient value between the
center pixel ic and its neighboring pixel in as gn ¼ jin � icj, and set the average of
p gradient values as �g ¼ 1

p

Pp�1
n¼0 gn. Then, LGPp;r xc; ycð Þ can be expressed as
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LGPp;r xc; ycð Þ ¼
Xp�1

n¼0

s gn � �gð Þ2n; ð1Þ

where

sðxÞ ¼ 0; if x\0;
1; otherwise:

�
ð2Þ

Figure 3 illustrates that LBP and LGP generate the same codes and the different
codes depending on the global and local intensity changes. When the intensity
levels of both the background and the foreground are changed together (globally),
LGP and LBP both generate invariant patterns (See Fig. 3a). However, when the
intensity level of the background or the foreground is changed locally, LGP gen-
erates invariant patterns but LBP generates variant patterns (See Fig. 3b, c). This
difference occurs because LGP generates patterns using the gradient difference
(sðgn � �gÞ), whereas LBP generates patterns using the intensity difference
(s in � icð Þ). For the nearly uniform color region, there exist the small variations of
absolute intensity differences between two neighboring pixels. We can suppress
these small variations of absolute intensity differences by setting the threshold as a
predefined value that is a little greater than the average absolute difference.

Fig. 1 The original LGP operator. © 2013 IEEE

Fig. 2 Three examples of neighboring pixels: LGP4,1, LGP8,1 and LGP8,2. © 2013 IEEE
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3 Binary Histograms of Oriented Gradients

Dalal and Triggs [4] showed that the HOG feature combined with a linear SVM
was a good detection performance of human beings. They took the overlapped
block division method, the 1-D centered mask [−1, 0, 1], and the L2-Hys nor-
malization method. However, it showed a slow processing speed of 1 fps for the
320 × 240 image although it took very small number of search windows (800
windows per image).

Fig. 3 LBP and LGP patterns when the intensity levels are changed globally or locally. © 2013
IEEE
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Q. Zhu et al. [46] used a cascade of rejectors and AdaBoost training to select the
features which needed to be evaluated in each stage. This method could process
320 × 240 images over the speed of 5 fps, while maintaining an accuracy level
similar to the existing HOG methods. However, it was still not enough to run in
real-time, because each HOG feature consisted of 36 dimensional histogram vectors
for each block and the weak classifiers of AdaBoost were the linear SVMs with
HOG features.

To overcome this problem, we propose a novel face and human representation
method called the binary histograms of oriented gradients (BHOG) that assigns one
if the histogram bin has a higher value than an average value of the total histogram
bins and zero otherwise, where threshold is just . Therefore, the BHOG feature for a
given block is represented by concatenating the binary 1s and 0s into a binary code
(See Fig. 4). While the HOG feature represents each block by the 256 bit vector (8
bins × 32 bits), the BHOG feature represents each block by the 8 bits, which makes
the processing time efficient.

The BHOG feature is generated as follows. First, we compute the square of
gradient magnitude and orientation of all pixels within the block. Second, we build
the orientation histogram HOGðbÞ; b ¼ 0; 1; . . .; 7 in the same way of generating
the HOG feature. Third, we encode the orientation histogram into 8 bit vector,
where each bit is determined by thresholding: If the histogram bin has a higher
value than a given threshold, the 1 bit is assigned. Otherwise, the 0 bit is assigned.
The decimal form of the 8 bit BHOG feature for a given block is expressed as

BHOG ¼
X7
n¼0

sðHOGðnÞ � ThÞ2n; ð3Þ

where Th denotes the average of HOG as Th ¼ 1
8

P7
n¼0 HOG nð Þ and a sign function

sð�Þ is defined as

s xð Þ ¼ 1; if x[ 0;
0; otherwise:

�
ð4Þ

Fig. 4 Binary histograms of oriented gradients. © 2013 IEEE
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The BHOG feature has several advantages over the HOG feature as follows.
First, the BHOG featuer does not require the square root operation in computing the
gradient magnitude because it just compares the value of histogram bin with a given
threshold. Second, the BHOG feature does not perform normalization of the ori-
entation histograms which is the essential part in the original HOG, since it just
requires the relative comparison between the value of histogram bin and a given
threshold value. Third, the BHOG feature can be obtained by the AdaBoost training
because it can be represented as one dimensional scalar value.

However, the HOG feature cannot use the Adaboost training because it is rep-
resented by a N × M dimensional vector that is obtained by concatenating N blocks,
where each block is M dimensional vector. Therefore, the HOG feature is obtained
by applying the linear SVM to the vector and then applying the Adaboost training
to the scalar value of the SVM result. Finally, the BHOG feature uses the
variable-sized blocks from 3 × 3 to W × H, where W and H denote the width and
height of the image, which can capture a lot of useful information that is spread
over different scales and it can capture a large sized part of the human body (e.g.
head, arm, leg).

4 Hybridization of Local Transform Features

We propose a hybridization of local transform features that combines them by
AdaBoost feature selection method, where the best local transform feature among
several local transform features (LBP, LGP, and BHOG), which has the lowest
classification error, is sequentially selected until we obtain the required classifica-
tion performance. The pool of feature candidates consists of a large set of point
features in the case of LBP and LGP features and a huge number of block features
with a variety of sizes from 3 × 3 to W × H in the case of BHOG feature. The
selected features should not be redundant and characterize both intra-class vari-
ability and inter-class variability well. This hybridization makes the face and human
detection robust to the global illumination change by LBP, the local intensity
change by LGP, and the local pose change by BHOG, which improves the detection
performance considerably. To select discriminative features from LBP, LGP, and
BHOG, we use AdaBoost based on LBP, LGP, and BHOG.

The overall procedure of selecting the hybrid feature using the AdaBoost
training is given below. First, we prepare the positive and the negative training
images. Second, we initialize the weight values of the positive and the negative
training images. Third, we obtain the positive and the negative training feature
images of three different local transform features: LBP, LGP and BHOG. Fourth,
we compute the classification errors for all feature images. Fifth, we select the best
local transform feature that has the minimum classification error. Finally, we update
the weight values of all the training images such that the training images incorrectly
classified by the selected feature have large weight values and the training images
correctly classified by the selected feature have small weight values in the
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subsequent iterations. We prevent to re-select the previously selected feature by the
other feature type by sharing the weight values among LBP, LGP and BHOG
features.

After AdaBoost training, we obtain a strong classifier HðCÞ, where C includes
LBP, LGP, and BHOG feature images. Then, it is represented by the sum of weak
classifiers as

H Cð Þ ¼
X
x2SLBPT

hx L xð Þð Þ þ
X

x2SLGPT

hx GðxÞð Þ þ
X

x2SBHOGT

hx BðIHðxÞð Þ; ð5Þ

where L is an LBP feature, G is an LGP feature, IH is an integral histogram [27]
of the HOG feature whose size is w� h of one detection window, Bð�Þ is a binary
HOG feature value computed from HOG feature vector, SLBPT , SLGPT , and SBHOGT are
the sets of selected LBP, LGP and BHOG features at the final iteration, respec-
tively, x denotes the selected feature as x ¼ ðtype; x; y;w; hÞ (If type is LBP or LGP,
x and y represents feature location, while w and h has no meaning, if type is BHOG,
x and y represent the center position of the selected block, while w and h represent
the width and height of the selected block.), and hxð�Þ is the weak classifier that
consists of a lookup table with a dimensionality of 2N 0; 2N � 1f g, N is bit length of
LBP, LGP, and BHOG) whose index is just the LBP, LGP, or BHOG value.

The value at each index of the lookup table indicates that the smaller it is, the
more positive training images have the index and the larger it is, the more negative
training images have the index. The weak classifiers are constructed using
AdaBoost training [13], which updates the weight of each training sample such that
misclassified instances are given a higher weight in the subsequent iteration.
Table 1 shows an overall procedure of selecting the hybrid feature using the
AdaBoost training procedure and Table 2 shows a detailed sub-procedure of
selecting the best feature.

5 Experimental Results and Discussion

5.1 Face Detection

5.1.1 Data Preparation

We prepared 30,000 images from the FDD061 database, which contained the faces
with the race, illumination, color and texture variations. We detect the faces in the
image manually and normalized the detected faces to the face images with a fixed
size of 22 × 24 pixels using the manually marked both eye’s center positions. We
generated 300,000 training face images by shifting slightly the face images, scaling

1See database(http://imlab.postech.ac.kr/faceDB/FDD06/FDD06.html.
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the face images with 0.95, 1.0, and 1.05 scale-factors, and rotating the face images
by −15, 0, and 15 degrees in order to detect the faces irrespective of positions and
scales. In addition, we mirrored the training face images to make them doubled.
Figure 5 shows some typical training face images that were normalized by two
eyes.

We prepared 17,000 non-face images from the FDD06 database, which did not
contain the faces and generated 300,000 training non-face images by resizing the
non-face images and taking the image patches with a fixed size of 22 × 24 pixels
from the resized non-face images at random positions. These non-face images were
used to train only the 1st stage of the cascade of face detectors, which will be
explained later. From the 2nd stage of the cascade of face detectors, only the
non-face images that were classified as false positives in the previous stage, were
used to train the current stage face detector.

Table 1 Hybrid feature selection using AdaBoost training. © 2013 IEEE

1. Prepare the training images Ti; cið Þji ¼ 1; 2; . . .; Np þ Nn
� �

,

where Np and Nn denote the number of positive and negative training images, respectively,
ci ¼ 0 for Ti 2 P and ci ¼ 1 for Ti 2 N, where P and N denote positive and negative training
images, respectively.

2. Initialize the weights of the positive and negative training images as wi ¼
1
Np

for ci ¼ 0;
1
Nn

for ci ¼ 1;

 

define the set of selected features S1 ¼ fg, set the number of selected features to Ns, and set the
values of the weak classifier hxt cð Þ ¼ 0, where xt denotes one of LBP, LGP, and BHOG features,
t ¼ 1; 2; . . .; Ns and the feature index c ¼ 0; . . .; 2N � 1.

3. Apply LBP, LGP, and HOG to all positive and negative training images.

Let Li, Gi, and IHi be the positive and negative training LBP, LGP and integral histogram of
HOG feature images, respectively.

4. For t ¼ 1; 2; . . .; T

(a) Select the best feature xt with the classification error epsilont, by performing the tasks in
Table 2.

(b) Update the weak classifier at the selected feature xt as hxt cð Þ ¼ hxt cð Þ þ atzt cð Þ;
where c ¼ 0; . . .; 2N � 1 and at ¼ 1

2 ln
1�et
et

� �
.

(c) Update the weights of positive and negative training images as

if the type of xt is LBP, wtþ1 ið Þ ¼ wt ið Þ � e�at ; if zt Li xtð Þð Þ ¼ ci;
eat ; if zt Li xtð Þð Þ 6¼ ci;

�

if the type of xt is LGP, wtþ1 ið Þ ¼ wt ið Þ � e�at ; if zt Gi xtð Þð Þ ¼ ci;
eat ; if zt Gi xtð Þð Þ 6¼ ci;

�

if the type of xt is BHOG, wtþ1ðiÞ ¼ wtðiÞ � e�at ; if zt B IHi xtð Þð Þð Þ ¼ ci;
eat ; if zt B IHi xtð Þð Þð Þ 6¼ ci;

�

(d) Normalize the weights of positive and negative training images as wtþ1 ið Þ ¼ wtþ1 ið ÞPNpþNn

i¼1
wtþ1 ið Þ

.

5. The final strong classifier is the sum of weak classifiers as

H Cð Þ ¼Px2SLBPT
hx L xð Þð Þ þPx2SLGPT

hx G xð Þð Þ þPx2SBHOGT
hx B IH xð Þð Þð Þ;

where SLBPT , SLGPT , and SBHOGT are the set of selected feature positions at the final iteration T.
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We also prepared 15,000 images from the internet, which were not used for
training and generated 150,000 validation face images in the same way of gener-
ating the training face images. We also prepared 15,000 non-face images from the
internet, which were not used for training and generated 250,000 validation
non-face images in the same way of generating the training non-face images.

Table 2 A sub-procedure of selecting the best feature. 2013 IEEE

1. Generate the weight tables from the positive and negative training LBP, LGP, and BHOG
feature images as Wk;LBP

t x; cð Þ ¼Pi;x;c wt ið ÞI LiðxÞ ¼ cð ÞI ci ¼ kð Þ; Wk;LGP
t ðx; cÞ ¼P

i;x;c wt ið ÞI Gi xð Þ ¼ cð ÞI ci ¼ kð Þ; Wk;BHOG
t x; cð Þ ¼Pi;x;c wt ið ÞI B IHi xð Þð Þ ¼ cð ÞI ci ¼ kð Þ;

where k = 0 or 1 for positive or negative training samples, respectively, and Ið�Þ is an indicator
function that takes a value of 1 if the argument is true, and 0 otherwise.

2. Compute the error et xð Þ for each lookup table as eLBP ¼P
c min W0;LBP

t x; cð Þ;W1;LBP
t x; cð Þ

n o
; eLGP ¼Pc min W0;LGP

t x; cð Þ;W1;LGP
t x; cð Þ

n o
; eBHOG ¼P

c min W0;BHOG
t x; cð Þ;W1;BHOG

t x; cð Þ
n o

; et xð Þ ¼ min eLBP; eLGP; eBHOGf g:

3. Select the best feature position xt as xt ¼ x ¼ minxetðxÞ; if jStj\Ns;
x ¼ minx2St etðxÞ; otherwise;

�
where Ns is the allowed number of selected feature positions.

4. Update the set of selected features as

if the type of xt is LBP, SLBPtþ1 ¼ SLBPt [xt
� �

,

if the type of xt is LGP, SLGPtþ1 ¼ SLGPt [xt
� �

,

if the type of xt is BHOG, SBHOGtþ1 ¼ SBHOGt [xt
� �

, Stþ1 ¼ SLBPtþ1 [SLGPtþ1 [SBHOGtþ1

� �
.

5. Determine the dominant class indicator ztðcÞ of the feature value c at the selected feature xt as

zt cð Þ ¼ 0; if W0
t xt; cð Þ[W1

t xt; cð Þ;
1; otherwise:

�

Fig. 5 Normalized training face images. © 2013 IEEE
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5.2 Training Procedure

We have three different face detectors that use different features such as LBP, LGP
and LBP+LGP+BHOG hybrid features, respectively. The AdaBoost training pro-
cedure of three face detectors is explained below.

First, we transform the training face and non-face images into the training face
and non-face LBP, LGP, and BHOG feature images. Second, we compute the
classification errors of all features. Third, we select one best feature with the
minimum classification error at the current iteration. Fourth, we update the weight
values of the training face and non-face feature images. Fifth, we check the stop
condition that we achieve 99 % detection rate and 4 % false positive error rate using
the validation face and non-face feature images. If the stop condition is satisfied,
then we stop and obtain the selected features: the positions features in the case of
LBP and LGP and the position and block features in the case of hybrid feature.
Otherwise, we normalized the weight values of the training face and non-face
feature images and go to the second step.

5.2.1 Cascade of Face Detectors

Since the proposed face detection method is based on classifying every possible
window in the image as positive images or negative images, it takes long com-
putation to detect the face in the high resolution image. To make the detection fast,
we can employ the cascade of face detectors using the AdaBoost training method
used by Viola and Jones [39].

In the real experiments, we trained three different cascades of face detectors
using the LBP, LGP, and the hybrid feature images. However, we failed to train the
cascade of face detectors using the BHOG feature images because the BHOG
feature has only 8 different patterns in the case of 3 × 3 size of block. We set the
maximum number of selected features of stage 1, 2, 3, and 4–26, 60, 120, and 400,
respectively.

Figure 6 shows the selected features of three different cascade of face detectors
using the LBP, LGP, and hybrid features, where white dots denote the positions of
the selected point features in case of the LBP and LGP features and the center
positions of the selected block features in the case of BHOG feature, and the
rectangular boxes denote the sizes of the selected block features. We represent the
center points of all the selected block features but did not represent the sizes of all
the selected block features because it is very difficult to draw the boxes of all the
selected block features within the face image. From Fig. 8, we know that (1) the
LBP features are mostly selected from eye and mouth endpoints because they
capture the common characteristics to all training face images, (2) the LGP features
are widely selected from all face regions because they capture the locally changing
gradient information and (3) the BHOG features are mostly selected from the eye,
nose and mouth regions because they capture the common block information to all
training face images.
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Table 3 shows the number of selected features in each stage that is determined
from the training of the cascade of face detectors using the hybrid feature images.
From Table 3, we know that (1) the LGP features are selected more than the LBP

Fig. 6 Selected features of three cascades of face detectors. © 2013 IEEE
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and BHOG features because they are widely distributed over the all face region and
(2) the BHOG features are rarely selected because they cover the large face com-
ponents such as eyes, nose, and mouth.

Table 4 shows the computation time in each stage that is executed for the
training of three different cascades of face detectors using the LBP, LGP and hybrid
feature images, which run on the 2.83 GHz Intel Pentium IV PC system with 8 GB
RAM. From Table 4, we know that the training time for the cascade of face
detectors using the LBP and LGP feature images takes about one day while the
training time for the cascade of face detectors using the hybrid feature images takes
about four days.

5.2.2 Detection Performance

After training the proposed four-stage cascaded face detector, we evaluated the face
detection accuracy using two kinds of face databases: the MIT+CMU database [30]
(130 images with 483 faces), the Face Detection Data Set and Benchmark (FDDB2)
database [18] (2,845 images with 5,171 faces). The face images in the MIT+CMU
database are easy to detect because they are frontal and upright, and have mild
illumination variations. The face images in the FDDB database are very difficult to
detect because they include many occluded images and have large pose/illumination
variations.

We considered six face detection methods for performance evaluation: the LBP
feature-based face detector (LBP), the LGP feature-based face detector (LGP),

Table 4 The computation time in each stage for training three different cascades of face detectors.
2013 IEEE

Cascade Training time (LBP or LGP) Training time (Hybrid)

Stage 1 ≈1 min ≈6 min

Stage 2 ≈5 min ≈40 min

Stage 3 ≈30 min ≈4 h

Stage 4 ≈23 h ≈3 days

Table 3 The number of selected features in each stage. 2013 IEEE

Feature Stage 1 Stage 2 Stage 3 Stage 4 Total

# of LBP 8 19 39 146 212

# of LGP 12 34 76 242 364

# of BHOG 6 7 5 12 30

Total 26 60 120 400 606

2See http://vis-www.cs.umass.edu/fddb/results.html.
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the LBP+LGP feature-based face detector (LBP+LGP), the hybrid feature-based
face detector (HYBRID). We compared four face detection methods (LBP, LGP,
LBP+LGP, and HYBRID) with other existing face detection methods:
Rowley-Baluja-Kanade [31], Viola-Jones [39], Mikolajaczyk et al. [23],
Subburaman et al. [35].

Figure 7a, b show two receiver operating characteristic (ROC) curves that are
obtained from several different face detection methods using the MIT+CMU
database and the FDDB database, respectively. From Fig. 7a using the MIT+CMU
database, we know that (1) the detection rate of the proposed HYBRID face
detection method was the highest among all face detection methods by 0.959 when
the false positive per image (FPPI) is one and (2) the number of false positives of
the HYBRID, LBP+LGP, LGP, LBP, Viola-Jones, and Rowley-Baluja-Kanade
methods at the 0.9 detection rate is 4, 7, 26, 67, 78, and 166, respectively,

From Fig. 7b using the FDDB database, we know that (1) the detection rates
using the FDDB database are lower than those using the MIT+CMU database
because the face images in the FDDB database has higher variations in the pose,

Fig. 7 ROC curves using (a) the MIT+CMU database and (b) the FDDB database. © 2013 IEEE
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illumination, expression, and occlusion than those in the MIT+CMU database,
(2) the detection rate of the proposed HYBRID method was the highest among all
face detection methods by 78.9 % when the false positive per image (FPPI) is 0.1,
(3) the detection rate of the HYBRID, LBP+LGP, LGP, LBP, Viola-Jones,
Mikolajaczyk et al., and Subburaman et al. methods at the 0.1 FPPI are 78.2, 76.3,
74.2, 72.1, 46.2, 45.6, and 42.3 %, respectively.

Figure 8 shows the face detection results using the MIT+CMU database (top
row) and the FDDB database (bottom row), where (a), (b) and (c) are obtained from
the LBP feature-based face detector, the LGP feature-based face detector and the
hybrid feature-based face detector, respectively. From Fig. 8, we know that the
HYBRID feature-based face detector succeeds to find most of faces, even tiny faces
with a size of 22 × 24, but the LBP and LGP feature-based face detectors fail to find
them occasionally.

Figure 9 shows several face detection results using the hybrid feature-based face
detector on the MIT+CMU and FDDB database, respectively.

5.2.3 Memory Size

Each weak classifier must store the confidence value at each LBP, LGP, and BHOG
value in the lookup table, where the confidence value is represented by a real
number, which consists of 8 bytes. Therefore, each weak classifier requires a
memory space of 2,048 bytes (= 256 LGP patterns × 8 bytes). Because stages 1–4

Fig. 8 Comparison of face detection results from (a) the LBP feature-based face detector, (b) the
LGP feature-based face detector, and (c) the hybrid feature-based face detector. © 2013 IEEE
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Fig. 9 Face detection results. 2013 IEEE
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consist of 26, 60, 120 and 400 weak classifiers respectively, the total required
memory space is 1.2 Mbytes (= 606 × 2,048 bytes), which is a burden for
low-performance embedded systems. Furthermore, most low-performance embed-
ded systems do not support the floating point operation. To overcome this limita-
tion, we propose an encoding scheme of reducing the required memory space that
quantizes the confidence value into 256 intervals and represents it as one byte value
from 0 to 255. This encoding reduces the required memory size to 152 Kbytes
(= 606 × 256 LGP patterns × 1 byte).

5.2.4 Computation Time

We represent the computation time of our face detector as a linear function
TðtÞ ¼ N � t þ C, where N is the number of possible detection windows in the
image, t is the average computation time to process one detection window, and C is
a constant time that includes the image loading time, the preprocessing time (the
time for transforming the input image into the LBP, LGP, BHOG feature image, the
time for making integral histogram of HOG in the case of the hybrid-based face
detector, the time for making the integral image in the case of Viola-Jones face
detector, the time for constructing the pyramid image).

We measured the computation time on a 2.83 GHz Intel Pentium IV PC system
with 8 GB RAM. Table 5 shows the preprocessing time and the average compu-
tation time of several face detectors, where it is the average of the computation time
of 10,000 320 × 240 input images.

The average computation times of the Rowley-Baluja-Kanade face detector [31]
and the Schneiderman-Kanade face detector [39] were referred from [39], which
stated that their face detector was roughly 15 times faster than the
Rowley-Baluja-Kanade face detector and roughly 600 times faster than the
Schneiderman-Kanade face detector. The proposed LGP feature-based face detector
is slightly slower than the LBP-based face detector due to the gradient computation
for LGP feature transformation. However, the LGP feature-based face detector is
seven times faster than the Viola-Jones face detector because the LGP feature-based

Table 5 Comparison of average computation time among several face detectors (unit: 10−3 s).
2013 IEEE

Detector Pyramid Feature Face Total

Image Transform Detection Time

LBP feature-based [24] 1.7 1.76 6.20 9.66

LGP feature-based 1.7 2.05 6.07 10.12

HYBRID feature-based 1.7 9.78 25.78 37.26

Viola-Jones [39] 0.0 0.16 70.06 70.22

Rowley-Baluja-Kanade [31] – – – 1053.3

Schneiderman-Kanade [32] – – – 42132.0
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face detector computes the weak classifier by one array reference to the lookup
table, whereas the Viola-Jones face detector computes the weak classifier by more
than six array references even with integral image.

The proposed hybrid feature-based face detector is roughly 2 times faster than
the Viola-Jones face detector. Since most of the features of hybrid feature-based
face detector consist of LBP and LGP features, there are a few number of BHOG
features. Accordingly, hybrid feature-based face detector requires a few number of
integral histogram computations which take much computation time. In contrast, all
the weak classifiers of Viola-Jones face detector consist of Haar-like features which
require high number of integral image computation.

5.3 Human Detection

5.3.1 Data Preparation

We prepared 618 images from the INRIA database [4], which contained 1,208
humans with the pose, illumination, appearance, and occlusion variations. We
detect the human in the image manually and normalized the detected humans to the
human images with a fixed size of 32 × 64 pixels using the manually marked head
and toe positions. We generated 59,180 training human images by shifting slightly
the human images and scaling the human images with 0.95, 1.0, and 1.05
scale-factors in order to detect the humans irrespective of positions and scales. In
addition, we mirrored the training human images to make them doubled. Figure 10
shows some typical training human images that were normalized by the head and
toe.

We prepared 1,218 nonhuman images from the INRIA database [4], which did
not contain humans and generated 100,000 training nonhuman images by boot-
strapping and resizing the nonhuman images and taking the image patches with a
fixed size of 32 × 64 pixels from the resized nonhuman images at random positions.
These nonhuman images were used to train only the first stage of the cascade of
human detectors. From the 2nd stage of the cascade of human detectors, only the
nonhuman images that were classified as false positives in the previous stage, were
used to train the current stage human detector.

5.3.2 Training Procedure

We have two different human detectors that use different features such as BHOG
and LBP+LGP+BHOG hybrid features, respectively. The BHOG feature uses the
variable size of blocks from 4 × 4 to W � H, where W and H denote the width and
height of the window image, which it can capture a lot of useful information that is
spread over different scales and it can capture a large sized part of the human body
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(e.g. head, arm, leg). The AdaBoost training procedure of two human detectors is
explained below.

First, we transform the training human and nonhuman images into the training
human and nonhuman LBP, LGP, and BHOG feature images. Second, we compute
the classification errors of all feature images. Third, we select one best feature with
the minimum classification error at the current iteration. Fourth, we update the
weight values of the training human and nonhuman feature images. Fifth, we check
the stop condition that we achieve 96 % detection rate and 8 % false positive error
rate using the validation human and nonhuman feature images. If the stop condition
is satisfied, then we stop and obtain the selected features: the position features in the
case of LBP and LGP and the position and block features in the case of hybrid
feature. Otherwise, we normalize the weight values of the training human and
nonhumane feature images and go to the second step.

5.3.3 Cascade of Human Detectors

We also take the cascade of human detectors to make the human detection fast. In
real experiments, we trained two different cascades of human detectors using
BHOG and LBP+LGP+BHOG hybrid feature images because the LBP and LGP
features failed to train the human detectors. We set the maximum number of
selected features of stage 1, 2, 3, 4, and 5–40, 80, 160, 320, and 1,600, respectively.

Figure 11 shows the selected features of two different cascade of human
detectors using the BHOG and hybrid features, where white dots denote the

Fig. 10 Normalized training human images. © 2013 IEEE
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positions of the selected point features in the case of the LBP and LGP features and
the center positions of the selected block features in the case of BHOG feature, and
the rectangular boxes denote the sizes of the selected block features. We represent
the center points of all the selected block features but did not represent the sizes of
all the selected block features because it is very difficult to draw the boxes of all the
selected block features. From Fig. 11, we know that (1) the LBP features are mostly
selected from the shoulder because they capture the common characteristics to all
training human images, (2) the LGP features are mostly selected from the arms and
legs with high variations because they capture the locally changing gradient
information, (3) the BHOG features are widely selected from all-human regions
such as head, arms, legs, and torso because they capture the common block
information to all training human images.

Table 6 shows the number of selected features in each stage that is determined
from the training of the cascade of human detectors using the hybrid feature images.
From Table 6, we know that (1) the LGP features are selected more than the LBP
features because they are widely distributed over the all- human region and (2) the
BHOG features are most widely selected over the whole body region because they
cover the large body part components such as arms, legs and torso.

Table 7 shows the training time of two different cascade of human detectors
using the BHOG and hybrid features, which runs on the 2.83 GHz Intel Pentium IV
PC system with 8 GB RAM. From Table 7, we know that the training of the
cascade of human detectors using the BHOG feature images takes about seven days
while the training of the cascade of human detectors using the hybrid feature images
takes about nine days.

5.3.4 Detection Performance

After training the proposed five-stage cascaded human detector, we evaluated the
human detection accuracy using the INRIA database [4] that contained 288 test
images with 1,132 humans.

We considered four human detection methods for performance evaluation: the
BHOG feature-based human detector (BHOG), the LGP+BHOG feature-based
human detector (LGP+BHOG) the hybrid feature-based human detector
(HYBRID). We compared three human detection methods (BHOG, LGP+BHOG,
and HYBRID) with other existing human detection methods: HOG [4] and VJ
(Viola-Jones) [7] using the evaluation protocol based on Pascal measure [8].

Figure 12 shows the receiver operating characteristic (ROC) curve that is
obtained from several different human detection methods using the INRIA data-
base. From Fig. 12, we know that (1) the detection rate of the HYBRID, LGP
+BHOG, BHOG, HOG64�128, HOG32�64, and VJ at the one false positive rate per
images (FPPI) was 85.5, 83.5, 79.5, 78.9, 41, and 58 %, respectively, which means
that the proposed HYBRID human detection method was the highest among all
other human detection methods, and (2) the number of false positives of the
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Fig. 11 Selected features of two cascades of human detectors. © 2013 IEEE
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HYBRID, LGP+BHOG, BHOG, and HOG at the 70 % detection is 70, 92, 120, and
145, respectively.

Figure 13 shows the human detection results using the INRIA database, where
(a), (b) and (c) are obtained from from the HOG-based human detector, the
BHOG-based human detector, and the hybrid feature-based human detector,
respectively. From Fig. 13, we know that the HYBRID feature-based human
detector succeeds to find most of humans even small sized human with a size of
32 × 64, but the HYBRID and HOG-based human detectors fail to find them
occasionally.

Figure 14 shows several human detection results using the hybrid feature-based
human detector on the INRIA database.

Table 6 The number of selected features in each stage. 2013 IEEE

Feature Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Total

# of LBP 8 12 17 16 12 65

# of LGP 14 18 31 43 54 160

# of BHOG 18 50 112 261 1,534 1,975

Total 40 80 160 320 1,600 2,200

Table 7 The training time of two different cascades of human detectors. 2013 IEEE

Cascade Training time (BHOG) Training time (Hybrid)

1 stage ≈8 min ≈10 min

2 stage ≈30 min ≈50 min

3 stage ≈4 h ≈4 h

4 stage ≈1 day ≈2 days

5 stage ≈5 days ≈6 days

Fig. 12 ROC curves using the INRIA database. © 2013 IEEE
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We also evaluated the human detection accuracy using the MIT-CBCL3 database
that contained 924 front/back-view positive images (no negative images). Instead of
training on the MIT-CBCL database, we use our trained detectors on the INRIA
database and tested them on the MIT-CBCL database. We achieve that (1) the
detection rate of the HYBRID, LGP+BHOG, BHOG, and HOG at the zero false
positive rate per images (FPPI) was 93.1, 92.6, 90.2, and 84.5 %, respectively,
which means that the proposed HYBRID human detection method was the highest
among all other human detection methods, and (2) this indicates that our detectors
have good generalization performance.

5.3.5 Computation Time

We measured the computation time of the HOG human detector [4], the proposed
BHOG-based human detector, and the proposed hybrid-based human detector on a
2.83 GHz Intel Pentium IV PC system with 8 GB RAM. Table 8 shows the average

Fig. 13 Comparison of
human detection results. ©
2013 IEEE

3See http://cbcl.mit.edu/software-datasets/PedestrianData.html.
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computation time of two human detectors, where it is the average of computation
time of 1,000 320 × 240 input images. From Table 8, we know that (1) the existing
HOG-based human detector works slowly in that it takes about 490 10�3 s (�2 fps)
and the BHOG-based human detector works fast in that it takes about 52 10�3 s
(�20 fps), which implies that the proposed BHOG-based human detector is about

Fig. 14 Human detection results using the INRIA database. © 2013 IEEE
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10 times faster than the existing HOG-based human detector, and (2) the hybrid
feature-based human detector is roughly three times slower than the BHOG-based
human detector because it uses the hybrid features. One interesting point is that the
BHOG-based human detector shows 1 % higher detection rate than the HOG-based
human detector in spite of its faster computation time.

6 Conclusion

The most commonly used face and human detection method was local transform
feature-based method. Many researchers have introduced many different approa-
ches using local transform features: specifically local binary patterns (LBP) and
histograms of oriented gradients (HOG). Each approach had its own advantage in
that LBP was robust to monotonic illumination variations and HOG was robust to
local pose variations. However, these methods have some limitations such that LBP
was sensitive to locally changing intensity changes and HOG required a huge
computation time for the feature transformation.

To overcome the limitations of the previous approaches, we proposed two novel
local feature transformation methods: local gradient patterns (LGP) and binary
HOG (BHOG) and proposed a hybridization of local transform features that
combined several local features (LBP, LGP, and BHOG or HOG) by AdaBoost
feature selection method to improve the face and human detection performance
given below.

LGP encoded an image pixel into a 8-bit binary pattern by comparing the
gradient of the given pixel and the average of its 8 neighboring gradients. It was
invariant to the local gradient variations that were caused by makeup, wearing of
glasses, and a variety of background, and had higher discriminant power than LBP.

BHOG binarized the histogram values of HOG by thresholding them with the
average value of the total histogram bins. It did not require the square root operation
in computing the gradient magnitude and the normalization of the orientation
histograms because it just compared the value of histogram bin with a given

Table 8 Comparison of average computation time among several human detectors (unit: 10−3 s).
2013 IEEE

Detector Pyramid Feature Human Total

Image Transform Detection Time

HOG feature-based 1.7 87 401.3 490

BHOG feature-based – 6.01 46 52.01

Hybrid feature-based 1.7 9.78 165.78 177.26

Cascade+HOG [46] – – – 214

GPU implementation of HOG [28] – – – 19
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threshold and enabled to obtain the face and human detectors by the AdaBoost
training because it was represented as one dimensional scalar value.

The hybridization of the multiple local transform features selected relevant
features from the feature pool of LBP, LGP, and BHOG in order to improve the
detection performance considerably. It took advantages of each local transform
feature: LBP’s robustness to local illumination change, LGP’s robustness to locally
changing intensity, and BHOG’s robustness to local pose change.

We applied the proposed local transform features and its hybridization to face
and human detection to validate the usefulness of the proposed methods First, the
face detection rates of LBP, LGP and the hybridization of LBP, LGP, and BHOG
features using MIT+CMU database were 90, 93, and 96 %, respectively, which
showed that the LGP feature resulted in better face detection rate than the LBP
feature, and the hybrid feature resulted in the best face detection rate among them.
Second, the human detection rates of HOG, BHOG and the hybridization of LBP,
LGP and BHOG features using INRIA database were 79, 80, and 86 %, respec-
tively, which showed that BHOG feature had similar detection rate but 10 times
faster than HOG feature and the hybrid feature resulted in the best human detection
rate among them. From all the results, we can conclude that the proposed local
transform features and its hybrid feature are very effective for the face and human
detection rate in terms of the performance and operating speed.

Acknowledgements This work is supported by the Center for Integrated Smart Sensors funded
by the Ministry of Science, ICT & Future Planning as the Global Frontier Project.
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