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Message from the FutureTech 2014
General Chairs

FutureTech 2014 is the FTRA nineth event of the series of international scientific
conference. This conference took place from May 28–31, 2014, in Zhangjiajie
China. The aim of the FutureTech 2014 was to provide an international forum for
scientific research in the technologies and application of information technologies.
It was organized by the Korea Information Technology Convergence Society.

FutureTech 2014 is the next edition of FutureTech 2013 (Gwangju, Korea),
FutureTech 2012 (Vancouver, Canada), FutureTech 2011 (Loutraki, Greece),
FutureTech 2010 (Busan, Korea, May 2010), which was the next event in a series
of highly successful the International Symposium on Ubiquitous Applications and
Security Services (UASS-09, USA, January 2009), previously held as UASS-08
(Okinawa, Japan, March 2008), UASS-07 (Kuala Lumpur, Malaysia, August,
2007), and UASS-06 (Glasgow, Scotland, UK, May 2006).

The papers included in the proceedings cover the following topics: Hybrid
Information Technology High Performance Computing, Cloud and Cluster
Computing, Ubiquitous Networks and Wireless Communications Digital Conver-
gence, Multimedia Convergence, Intelligent and Pervasive Applications, Security
and Trust Computing, IT Management and Service Bioinformatics and Bio-
Inspired Computing, Database and Data Mining, Knowledge System and
Intelligent Agent, Game and Graphics Human-centric Computing and Social
Networks, Advanced Mechanical Engineering, Computer Aided Machine Design,
Control and Automations and Simulation. Accepted and presented papers highlight
new trends and challenges of future and information technology. The presenters
showed how new research could lead to novel and innovative applications. We
hope you will find these results useful and inspiring for your future research.

We would like to express our sincere thanks to Steering Chairs: James J. (Jong
Hyuk) Park (SeoulTech, Korea), Hamid R. Arabnia (The University of Georgia,
USA). Our special thanks go to the Program Chairs: Cheonshik Kim (Anyang
University, Korea), Bin Guo (Northwestern Polytechnical University, China),
Xiaojun Cao (Georgia State University, USA), Muhammad Khurram Khan
(King Saud University, Saudi Arabia), Shaozi Li (Xiamen University, China),
Yun Yang (Swinburne University of Technology, Australia), Beihong Jin
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(Chinese Academy of Sciences, China), all Program Committee members and all
the additional reviewers for their valuable efforts in the review process, which
helped us to guarantee the highest quality of the selected papers for the conference.

We cordially thank all the authors for their valuable contributions and the other
participants of this conference. The conference would not have been possible
without their support. Thanks are also due to the many experts who contributed to
making the event a success.

May 2014 Yi Pan, Georgia State University, USA
XianfengLuo, Shanghai University, China
Xiaohong Jiang, FUN, Hakodate, Japan

Young-Sik Jeong, Dongguk University, Korea
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Program Chairs

Welcome to the FTRA Nineth FTRA International Conference on Future
Information Technology (FutureTech 2014) held in Zhangjiajie, China during
May 28–31, 2014. FutureTech 2014 is the most comprehensive conference focused
on the various aspects of information technology. FutureTech 2014 provides an
opportunity for academic and industry professionals to discuss recent progress in the
area of information technology. In addition, the conference will publish high quality
papers, which are closely related to the various theories and practical applications
in information technology. Furthermore, we expect that the conference and its
publications will be a trigger for further related research and technology
improvements in these important subjects.

For FutureTech 2014, we received many paper submissions, after a rigorous
peer review process, we accepted the articles with high quality for the FutureTech
2014 proceedings, published by the Springer. All submitted papers have undergone
blind reviews by at least three reviewers from the technical program committee,
which consists of leading researchers around the globe. Without their hard work,
achieving such a high-quality proceeding would not have been possible. We take
this opportunity to thank them for their great support and cooperation. We would
like to sincerely thank the following invited speakers who kindly accepted our
invitations, and, in this way, helped to meet the objectives of the conference:
Prof. Han-Chieh Chao (National Ilan University, Taiwan) and Timothy K. Shih
(National Central University, Taiwan). Finally, we would like to thank all of you
for your participation in our conference, and also thank all the authors, reviewers,
and organizing committee members. Thank you and enjoy the conference!

Cheonshik Kim, Anyang University, Korea
Bin Guo, Northwestern Polytechnical University, China

Xiaojun Cao, Georgia State University, USA
Muhammad Khurram Khan, King Saud University, Saudi Arabia

Shaozi Li, Xiamen University, China
Yun Yang, Swinburne University of Technology, Melbourne, Australia

Beihong Jin, Professor, Chinese Academy of Sciences, China
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Chapter 1
10-Step Information Architecture
on Wanfang Med Online

Xiumei Zhang, Xiaoying Zhou, Junli Liu and Jianwu Xu

Abstract The paper first reviews the different definitions and the basic funda-
mentals of information architecture, then summarizes the creative-application
experiences of IA in the field of Chinese medical-information service based on the
practice of Wanfang Med Online and gives out the ten steps of the IA process,
which include research on users, content analysis, context analysis, metadata
framework construction, classification, thesaurus, IA strategy, Project Management
(PM), blueprint, and user interface.

Keywords Information architecture � Case study � Wanfang Med Online �
Information architecture process

1.1 Introduction

As environmental pollution continues and society ages, more than a billion Chinese
people have demonstrated strong demand for medical and health care information.
Despite a wide variety of health websites, few medical-information service

Project 71133006 supported by National Natural Science Foundation of China; Project
71073168 supported by National Natural Science Foundation of China.
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platforms are actually scientific, authoritative, and trustworthy. The library and
informatics field (LIS) has accumulated a wealth of information architecture (IA)
theoretical achievements. The research on how to combine these results with the
Chinese medical information service has far-reaching significance, on the one hand
expanding and promoting IA application, and on the other hand exploring the
design theory of medical-information service.

1.2 Information Architecture and the Practice of Wanfang
Med Online

1.2.1 Three Classical Definitions and Four Basic
Fundamentals of Information Architecture

1.2.1.1 Three Classical Definitions of Information Architecture

Wurman defines a founder of IA in these terms: (1) a person who organizes the
patterns inherent in data, making the complex clear; (2) a person who creates the
structure of an information map that allows others to find their personal paths to
knowledge; (3) an emerging 21st-century professional occupation addressing the
needs of the age focused upon clarity, human understanding, and the science of the
organization of information [5].

Ding and Lin [1] give a definition in Information Architecture: information
architecture is about organizing and simplifying information design, integrating and
aggregating information spaces (systems); creating ways for people to find,
understanding, exchange and manage information; and, therefore, staying on top of
information and making the right decisions.

Professor Zhou [7] in China also defines IA as follows: an art and a science,
which organizes information and designs information environments, information
spaces, and information structure to meet the information needs of users and to help
them meet their objectives.

All above three definitions of IA stress the organization and design of infor-
mation, but they are different just in the form of expression.

1.2.1.2 Four Basic Fundamentals of Information Architecture [2]

• Integration principle of information segment: IA process is the process of
integrating harmoniously and comprehensively collected information with vari-
ous media from multiple aspects since the time of the collection of each infor-
mation segment. There are three most important problems in the integrated
process: the first is to harmoniously integrate information resources; the second is
to effectively use different communication media or tools to realize mutual com-
patibility; and the third is to realize the function of integration with a small screen.
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• Ordering principle of information ensemble: Organize information contents
and express information forms in an information ensemble in order to do three
things: substantially enhance effective information content, consciously control
the entropy of the information structure system, and form methodical and logical
information structure systems with distinct themes and clear primary and sec-
ondary relations. As the objects of IA, information carriers, forms, technological
means, and other aspects are polyphyletic and complicated. The effect of IA
depends mainly on the size of effective information content after the organi-
zation of information, while the size of effective information content is related
closely to the ordering degree of information organization.

• Display principle of information structure: The information architect designs
a coherent and functional information framework for information after ordering
it. In this way, the information can be substantially expressed through the
information interface and effectively display contents, styles, and characteristics,
and the users can perceive information in the information structure and con-
veniently and happily obtain information from the information structure so as to
meet information demands and realize their objectives.

• Optimization principle of information space: Help people remit psychological
confusion or action dilemmas caused by information environment in compli-
cated and huge information spaces, lighten their cognitive loads, enhance their
abilities to perceive and capture information, and promote information accep-
tance and use.

1.3 The Practice of IA in Wanfang Med Online

1.3.1 Introduction of Wanfang Med Online

Wanfang Med Online is a large Chinese medical-information service platform
which was developed by Wanfang Data Co, Ltd. Based on an exclusive strategic
partnership with the Chinese Medical Association (CMA) and the Chinese Medical
Doctor Association (CMDA), it has become the authoritative website for under-
standing Chinese medical and health information in mainland China and the Asia-
Pacific region, serving thousands of medical institutions and nearly one million
daily visits [3].

1.3.2 Innovation of IA in “Wanfang Med Online”

The information architecture of a typical website focuses on content, users, and
background, but it is not enough, for a site’s success, to pay attention to these alone
[6]. Many related issues properly addressed and developed in coordination are also
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very important. This paper proposes a 10-step website IA process applied in the
construction of Wanfang Med Online, based on previous achievements described in
figures or tables (Fig. 1.1).

Step 1. Research on users on Wanfang Med Online
For different types of users, Wanfang Med Online provide different solu-
tions in main task, information requirement, searching behavior, user
experience and thesaurus (Table 1.1).

Step 2. Content analysis for Wanfang Med Online
The detailed content in Wanfang Med Online is described from the fol-
lowing four aspects, these resources are the basis of the Follow-Up Ser-
vices (Table 1.2).

Step 3. Context analysis for Wanfang Med Online
As a platform, Wanfang Med Online linked service provider and service
receptor, but they have totally different goals and background. How to
bridge two parties and integrated their requirements into the same website?
Context analysis is very important (Table 1.3).

Step 4. Creating a metadata framework for Wanfang Med Online

• Five-element metadata framework for bibliography resources:
Many metadata fields were indexed for each kind of literature
resources, supporting the exhibition of website navigation and search
results. In addition, Wanfang Med Online also proposed a five-ele-
ment (author, institution, subject, keywords, and fund) metadata
framework of literature resources to support different website func-
tions (Fig. 1.2).

10. Wanfang 
med online

interface

9.Framework
& Blueprint

4.Metadata 
Framework

5.Classification
 System

6.MeSH
Thesaurus

7.Strategy of 
IA

8.Plan of 
Project 

Management
3.Context

2.Content 1.User

·Culture
·Man-power
·Technical
·Money
·Political
·Businessgoal

·File/data type
·Object of content
·Amount of data
·Structure of data

·User type
·Main task
·Information requirement
·Searching behavior
·User experience

Fig. 1.1 10-step IA in Wanfang Med Online
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Table 1.1 Research on users of Wanfang Med Online

User type Main task Information
requirement

Searching
behavior

User experience Thesaurus

Researcher
or teacher

Research
teaching

Academic
literature

Concerning
search
strategy

Frontier; accurate
comprehensiveness

MeSH

Doctor or
nurse

Diagnosis
and
treatment

Medical
knowledge;
case reports;
guideline
specifications

Browse
evaluation

Practicality;
correlation

ICD-10 classi-
fication code
for clinical- and
laboratory-stan-
dard drug name

Enterprise
user

Research
marketing

Monitoring
on adverse
drug reaction
behaviors of
users

Regular Timeliness;
comprehensiveness

ICD-10 OTC
standard drug
name custom-
ized thesaurus

Patient Health
advisory

Health
knowledge;
treatment
information

Quick view;
simple
query

Practicality;
comprehensibility

Common
names of
diseases

Table 1.2 Content analysis for Wanfang Med Online

Type of
content

File/data type Object of content Amount of
data (pieces)

Structure of
data

Journal Metadata + PDF
full text

Journal paper 30,000,000 Unstructured

Dissertation Metadata + PDF
full text

Dissertation 350,000 Unstructured

Conference Metadata + PDF
full text

Paper 280,000 Unstructured

Book Metadata + PDF
full text

Chapter 51,850 Unstructured

Video Metadata + AVI
or FLV

Video + multimedia 2,025 kinds;
44,196 min

Unstructured

Knowledge
base

Text and picture Knowledge point Structured

Table 1.3 Context analysis for Wanfang Med Online

Service
type

Business
goal

Money Political Technical Manpower Culture

Service
provider

Paid
knowledge
services

Research
and
marketing

Copyright
owner

Information
integration,
retrieval,
and services

Data collec-
tion, product
research and
development,
marketing and
sales

Internet
and
software

Service
receptor

Access to
knowledge

Research
funding

Purchasing
the right to
use

Simple
information
retrieval

Doctor and
patient

Medical
services

1 10-Step Information Architecture on Wanfang Med Online 5



• Six-element metadata framework for clinical diagnostic supporting
system: The clinical diagnostic knowledge base of Wanfang Med
Online integrates six independent knowledge bases, including disease,
symptoms, examination, drug, guidelines, and case report, based on
ICD10 disease classification criteria. Through it, clinicians can search
relevant knowledge and case reports conveniently while making clin-
ical diagnoses. Figure 1.3 shows the information structure.

Five 
elements of 
literatureAuthor

Key words

Subject

Fund

Institution

Journal classification and 
classification limiting

Basic fund 
information

Medical subject terms

Author space

Institution space

Fig. 1.2 Five-element metadata framework for bibliography resources

Fig. 1.3 Web of knowledge base of clinical diagnosis
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Step 5. The classification system of Wanfang Med Online
A different classification system supports different point-of-information
insights. Wanfang Med Online provides three main classification systems,
each for a different group of users (Table 1.4).

Step 6. Application of a MeSH thesaurus
Medical Subject Headings (MeSH) is a large medical professional the-
saurus that was edited and published by the U.S. National Library of
Medicine (NLM) [4]; it has also been amended and supplemented regu-
larly. The Chinese version of MeSH was translated by the Chinese Medical
Institute for Scientific Information. Wanfang Med Online applied MeSH to
automatic indexing and retrieval and thus improved precision and recall.

Step 7. IA Strategy for Wanfang Med Online
A website’s features and style are decided by the information architecture
strategy. Wanfang Med Online reflects a unique style based on proven
theoretical methods, especially on content organization, structure genera-
tion, interface design, and navigation (Table 1.5).

Step 8. Project management plan for Wanfang Med Online
It seems simple to construct a website for an enterprise, but behind the
website is a very complex supporting system related to the enterprise’s
strategy, vision, marketing system, products and service system, technical
development system, and so on. Project management linked Wanfang Med
Online and other elements within the company, and so determined the
site’s strategy and roadmap clearly (Fig. 1.4).

Step 9. Blueprint of Wanfang Med Online

Table 1.4 Classification
system of Wanfang Med
Online

Classification system Target customer

Clinical department classification Clinicians and nurses

Chinese books CLC Librarians and journal
editors

International classification of dis-
eases (ICD10)

Clinicians, nurses,
patients

Table 1.5 IA Strategy for
Wanfang Med Online

Name of
strategy

Theoretical methods

Organizing
content

LATCH (location, alphabet, time, category,
hierarchy), collecting-analyzing-group,
labelling-screening-standard-indexing

Generating
structure

Organizational structure metaphor, function
metaphor, visual metaphors

Designing
interface

HCI, scenario setting

Providing
navigation

Browsing, searching, asking

1 10-Step Information Architecture on Wanfang Med Online 7



Fig. 1.4 Plan of project management for Wanfang Med Online
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Integrating the flood of information, multi-functions, and target users into a
system in accordance with a certain logic, the website’s framework and
blueprint were given out as a guideline of action for all the website’s
stakeholders (Fig. 1.5).

Step 10. User interface
According to the users’ requirements, Wanfang Med Online provides
better user experience by integrating page layout and function. The fea-
tures of its user interface can be summarized by three principles:

Uniformity: Unified layout and unified color. The former gives users a
sense of comfort in structure, and the latter gives users color comfort.
Streamlining: Focus on the core functionality, with a premise as simple
as possible to meet user demand.
Subdivision: Provide different retrieval methods according to users’
various processes.

1.4 Conclusion

Based on the practice of Wanfang Med Online, the author proposed a 10-step
website IA process in Chinese medical-information service, which include research
on users, content analysis, context analysis, metadata framework construction,
classification, thesaurus, IA strategy, PM, blueprint, and user interface, hoping to
introduce as well as promote the Chinese medical-information service. It is not
described in deep in many aspects and the suitability to be used in other fields still
need to be further verified.

References

1. Ding W, Lin X (2009) Information architecture: the design and integration of information
spaces. Morgan & Claypool Publishers, San Rafael

2. Du JT, Zhu QH, Koronios A (2014) Library and information science research in Asia-Oceania:
theory and practice. IGI Global, Hershey

3. http://med.wanfangdata.com.cn
4. http://www.nlm.nih.gov/
5. Rosenfeld L, Morville P (2002) Information architecture for the world wide web, 2nd edn.

O’Reilly & Associates, Inc., Sebastopol
6. Zhang XM, Cheng YH, Xu JW Assumption of construction of subject information gateway for

antibacterials. J China Licensed Pharmacist 10(8):42–46
7. Zhou XY (2005) IA based on information understanding. China Renmin University Press,

Beijing

1 10-Step Information Architecture on Wanfang Med Online 9

http://med.wanfangdata.com.cn
http://www.nlm.nih.gov/


Chapter 2
A Mathematical Model for Nurse
Scheduling with Different
Preference Ranks

Chun-Cheng Lin, Jia-Rong Kang and Wan-Yu Liu

Abstract On nurse shift schedules, it is common that the nursing staff have diverse
preferences about shift rotations and days off. We propose a nurse scheduling
model based upon integer programming under the constraints of the schedule,
different preference ranks towards each shift and the historical data of previous
schedule periods so that the nursing staff’s preference satisfaction about the shift
schedule is maximized. The main difference of the proposed model from the pre-
vious works is to consider that the nursing staff’s satisfaction level is affected by
preference ranks and their priority ordering to be scheduled, so that the quality of
shift schedule is more reasonable.

Keywords Nurse shift schedules � Integer programming � Preference ranks

2.1 Introduction

This paper is concerned with the nurse schedule, which aims at determining the
rotating shifts of the nursing staff over a schedule period [4]. In general, the work
shifts and days off of the nursing staff should be consider in a nurse schedule. In
order to ensure a feasible schedule, when the manager plans the nurse schedule, all
the combinations of shifts and days off have to meet the manpower requirement of
each shift, and simultaneously, the number of basic days off of each staff member
should be fulfilled [3]. In addition, there are a lot of types of the work shifts and
days off in the schedule. The nursing staff usually has different preferences for work
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shifts and days off, because diverse personal lifestyles and different degrees of
physical tolerance for continuous working days.

The preference satisfaction of the nursing staff for work shifts and days off
enables them to take the proper rest to increase the quality of medical service and
reduce medical cost of the hospital and risks of occupational hazard [2, 5].
Therefore, it has drawn a lot of attention in the recent works to consider the nursing
staff’s preferences in planning the schedule of work shifts and days off, and apply
maximization of satisfaction and minimization of penalty cost to evaluate the
quality of shift schedule with preferences [1, 5–7].

For example, Hadwan et al. [4] investigated how to minimize the penalty cost of
a nurse schedule. Aickelin and Dowsland [1] applied a genetic algorithm to solve
the nurse shift schedule problem in hospitals with the aim to minimize the penalty
cost for not fulfilling the preferences of the nursing staff. Maenhout and Vanhoucke
[6] studied the penalty costs with multiple constraints (including the nursing staff’s
preferences and some certain combinations of work shifts and days off). Topaloglu
and Selim [7] considered a variety of uncertain factors in nurse schedule to propose
a fuzzy multi-objective integer programming model which takes into consideration
the fuzziness of the objective and the nursing staff’s preferences.

From the previous works, it can be found that many studies do not explore the
preference ranks of the nursing staff towards each shift rotation or day off. In
addition, the preferred shift and day off are not given any priority ordering. Based
on this, this paper proposes a mathematical programming model for the nurse
scheduling problem. Our model takes into account constraints of the schedule,
different preference ranks towards each shift and the historical data of previous
schedule periods to maximize the nursing staff’s preference satisfaction about the
shift schedule.

The main contributions of this paper are listed as follows.

• The work shift and day off preferences of the nursing staff are categorized into
different levels, and are then integrated to be solved.

• A priority ordering mechanism of the nursing staff when planning their shift
schedule is applied to solve the contradictory situations among their preferences.

The rest of this paper is organized as follows. Section 2.2 describes our con-
cerned problem. Section 2.3 proposes the mathematical model. Finally, a conclu-
sion is made in Sect. 2.4.

2.2 Problem Description

We consider a shift schedule for a 2-week work in which the shifts of a day start at
midnight, and the hospital runs on a 3-shift rotation: a day shift, an evening shift,
and a night shift. Note that only regular days off are planned in the schedule. The
nursing staff are asked to rank their preferences for each shift and day off, which are
called preference ranks. The preference ranks for each shift are classified into 3
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types: “good,” “normal,” and “bad” shifts. The preference ranks of days off are
classified into “good” and “bad” days off based on the “preferred” and “not pre-
ferred” days off, respectively.

In order to ensure the nurse schedule available, some schedule constraints
assumed are listed as follows.

The planned schedule has some constraints on shift rotations:

• Each nursing staff member is only assigned to a fixed type of shift within each
schedule period.

• The number of nursing staff members required for each shift is fixed.
• Each person should have at least an 8-h rest before continuing on to the next

shift.

The planned schedule has some constraints on days off:

• The total number of days off of each nursing staff member within the schedule
period is the same.

• Each nursing staff member is entitled to at least one day off each week.
• The maximum number of the nursing staff members allowed to be on day off,

and the number of senior staff members working in each shift each day are
known and flexible.

2.3 Methodology

In this subsection, a binary integer linear programming model is constructed, which
aims to maximize the overall preference satisfaction of the nursing staff towards the
shift schedule by taking into consideration the preference ranks of the nursing staff
for different work shifts and days off, despite the constraints of manpower, shifts,
and days off.

• Symbols

Subscript:
i Index of a nursing staff member
j Index of a shift type
k Index of date

Parameters:
I Set of the nursing staff (i.e., i ∈ I)
J Set of shift types (i.e., j ∈ J; note that J = {1 (day shift), 2 (evening shift),

3 (night shift)} in this paper)
K Set of days off (i.e., k ∈ K; note that |K| = 14 in this paper)
M Set of preference ranks for shifts, M = {1 (good), 2 (normal), 3 (bad)}
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N Set of preference ranks for days off, N = {1 (good), 3 (bad)}
P Number of considered past schedule periods
α Coefficient of the most preferred shift, α > 1
β Total number of days off of each staff member within the schedule

period, β > 1
Ri The variable to identify whether staff member i is senior, Ri = {0 (junior),

1 (senior)}
WS

i The preference weight of each nursing staff member for work shift
WH

i The preference weight of each nursing staff member for day off
C The base of preference weight (C = 2 in this paper)
PS
i;j Shift preference satisfaction of staff member i in work shift j

PH
i;k Day off preference satisfaction of staff member i in taking day k off

LSi;j Preference rank of staff member i for shift j within the schedule period,
LSi;j 2 1 goodð Þ; 2 normalð Þ; 3 badð Þf g

LHi;k Preference rank of staff member i for taking day k off within the schedule
period, LHi;k 2 1 goodð Þ; 3 badð Þf g

TS
i;m In the recent P periods, the number of times staff i is assigned to the shift

of preference rank m, 0� TS
i;m �P

TH
i;n In the recent P periods, the number of times staff i is assigned to the day

off of preference rank n, 0� TH
i;n � P � bð Þ

hSm Preference score for being assigned to the shift of preference rank m,
hSm¼1 ¼ 1\hSm¼2 ¼ 2\hSm¼3 ¼ 3

hHn Preference score for being assigned to the day off of preference rank n,
hHn¼1 ¼ 1\hHn¼2 ¼ 3

Dj,k Manpower demand in shift j on day k off
smin
j;k Lower bound of the required number of senior staff members in shift j on

day k off
Nmax
j;k The maximum number of staff members allowed to have day off in shift

j on day k
s
0
i;j

Whether staff member i worked shift j in the previous schedule period
s
0
i;j 2 {0 (off shift), 1 (on shift)}

h
0
i;j;k

Whether staff member i had day off in shift j on day k in the previous
schedule period, h

0
i;j;k 2 {0 (off shift), 1 (on shift)}

Decision variable:
si,j Whether staff i is scheduled for shift j, si,j ∈ {0 (off shift), 1 (on shift)}.
hi,j,k Whether staff i is scheduled for day off j on day k, hi,j,k ∈ {0 (off shift), 1

(on shift)}
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• Mathematical model

The complete mathematical model is constructed as follows.

Objective:

Max G

¼
XI

i

XJ

j

PS
i;j � si;j;

� �
þ

XK

k

PH
i;k � hi;j;k

� � !( )
ð2:1Þ

where

PS
i;j;m ¼

aWS
i ; if LSi;j ¼ 1

WS
i ; if LSi;j ¼ 2
0; if LSi;j ¼ 3

8
><

>:
ð2:2Þ

PH
i;k;n ¼

aWH
i ; if LHi;k ¼ 1

0; if LHi;k ¼ 3

�
ð2:3Þ

WS
i ¼ C

XM

m¼1

ðTS
i;m � hSm Þ

ð2:4Þ

WH
i ¼ C

XN

n¼1

ðT
H
i;n

b
� hHn Þ

ð2:5Þ

Constraints:

X

j2J
si;j ¼ 1; 8i 2 I ð2:6Þ

X

i2I
si;j ¼ Dj;k; 8j 2 J; k 2 K ð2:7Þ

X

i2I
ðRi � ðsi;j � hi;j;kÞÞ� smin

j;k ; 8j 2 J; k 2 K ð2:8Þ

X

k2K
hi;j;k ¼ si;j � b; 8i 2 I; j 2 J ð2:9Þ
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Nmax
j;k �

XI

i

hi;j;k � 0; 8j 2 J; k 2 K ð2:10Þ

XJ

j

Xk¼7

k¼1

hi;j;k �
Xk¼14

k¼8

hi;j;k

 !
[ 0; 8i 2 I ð2:11Þ

s0i;3 � si;j � h0i;3;14 � hi;j;k; 8i 2 I ð2:12Þ

si;j 2 0; 1f g; 8i 2 I; j 2 J ð2:13Þ

hi;j;k 2 0; 1f g; 8i 2 I; j 2 J; k 2 K ð2:14Þ

First, the objective function of the model is explained as follows. Equation (2.1)
maximizes the overall preference satisfaction of the nursing staff towards work
shifts and days off. The preference satisfaction of each shift preference rank of each
nursing staff is calculated by Eq. (2.2) [resp., Eq. (2.3)]. The preference satisfaction
calculation for shift (resp., day off) is obtained from Eq. (2.4) [resp., Eq. (2.5)].

We continue to look at the constraints of the model. Constraint (2.6) enforces
each nursing staff member to be assigned to at most one work shift within each
schedule period. According to Constraints (2.7) and (2.8) respectively, manpower
demand and number of senior nursing staff members of each shift each day should
be met. Constraint (2.9) enforces that the total number of days off assigned to each
staff member in a work shift should be the same within a certain schedule period.
Constraint (2.10) enforces the maximum total number of nursing staff members
allowed to have day off on each shift each day. As the number of patients usually
fluctuates, the schedule planner may adjust the total number of nursing staff
members allowed to be on day off according to the actual number of patient on that
particular day. Constraint (2.11) enforces that each staff member has to be given at
least 1 day off each week, and the interval between two different shifts must be
more than 8 h. According to Constraints (2.13) and (2.14), the decision variables of
work shifts and days off should be either zero or one.

2.4 Conclusion

In hospital, it is specific and significant to investigate the problem of scheduling
devise types of work shifts and days off for nurse staff members preferred. This
paper proposes a mathematical programming model that integrates both the shift
and day off into the analysis model. Not only are the shift and day off constraints
taken into consideration, but also the historical records and individual preferences.
Scheduling is performed on a fair and objective basis.
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Chapter 3
A New RFID and Cellular Automata
Based Genetic Sequence Converter

Meng-Hsiun Tsai, Hsin-Lung Wang, Teng-Yen Wu
and Mu-Yen Chen

Abstract With the development of computer technology, the more information is
obtained from biological experiments through computer analysis, and even has
helped give rise to a new kind of science called bioinformatics. The commonly used
tool in bioinformatics is sequence alignment. Sequence alignment is a way of
comparing the sequences to identify regions of similarity that may be a conse-
quence of functional relationships between the sequences. The genetic code is
highly similar among all organisms and can be expressed in a simple table with
64 entries. In this research, we uses cellular automata (CA) theory as the research
topic instead of using traditional dotplot or dynamic programming to conduct
sequence alignment. The parallel computing characteristic of cellular automata
makes the future expansion model tremendously decrease the massive sequence
computing costs. This research modifies the originally defined rules of cellular
automata in order to make it more appropriate for amino acid sequence alignment.

Keywords Bioinformatics � Cellular automata � Genetic code � Sequence align-
ments � Parallel computing
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3.1 Introduction

Sequence alignment is an important tool to find the similarity of sequences. After
finding the similarity of sequences (DNA sequence or protein sequence), we can
know the sequences function and purpose [3, 4, 7–10].

Biological sequences can be roughly divided into three types: DNA, RNA and
Protein [1]. The process by which DNA is copied to RNA is called transcription,
and that by which RNA is used to produce proteins is called translation. DNA can
through transcription and translation to express the genetic information in biolog-
ical. Protein structure determines its function, protein function depends on the
spatial structure of the protein, protein structure depends on the protein sequence,
and protein structure information implicit in protein sequences. By comparing
different species from the genus in the homologous proteins, the protein can be
analyzed to find the species relationship, even to find their common ancestor
protein. At present the first genetic code has been deciphered, but the majority of
non-coding regions of DNA function are poorly understood. Bioinformatics fea-
tures are: large amount of information data, information, complex and close rela-
tionship with each other. This is why we need to make sequence alignment.
However, if these sequences can be converted to some graphs [2, 6, 11, 12] so that
some important functions can be automatically shown and it will save a lot of time.

Through the literature and integration, we found that most of the existing pub-
lished gene sequence expression method compare in a single sequence mostly, and
did not feature for comparison based on Amino acids. Therefore, this research
proposed an improved method and the method can be used in Amino acid sequence.

3.2 Material and Research Method

See Fig. 3.1.

3.2.1 Input Sequence

Proteins are complex organic compounds and formed by the combination of amino
acids arranged in molecules. Protein is essential composition of the organism, and
each of the procedures involved in cell activity. Each protein has its own unique
amino acid sequences, each composed of amino acids corresponding to the
nucleotides encoding and translation, and every three nucleotides decided a par-
ticular amino acid, for example, mRNA of AUG (in the DNA for ATG) translation
after M, there are four RNA nucleotides in RNA, a total of 4 × 4 × 4 = 64 possible,
but amino acids only have 20 types, so some combination of the results are
repeatable. Therefore, the same amino acid may be caused by different arrangement
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of the nucleotides translation. In most organisms, DNA required RNA polymerase
to transcription of mRNA, after transcription, mRNA can be used as a template for
protein. The process from mRNA to protein called translation, the translation from
the 5′ to 3′ end to find start code, you can begin to find the password after the
translation, each reading until the end of the three nucleotides.

In this research, we used the input genome [5] are:

(1) AAA96714 [ATPase (Schistosoma mansoni)]
(2) AAC72756 [calcium ATPase 2 (Schistosoma mansoni)]
(3) AAD09924 [plasma membrane calcium ATPase isoform 1 (Homo sapiens)]
(4) AAF33531 [plasma membrane calcium ATPase isoform 3 (Homo sapiens)]
(5) AF361357 (Schistosoma mansoni Ca-ATPase-like protein SMA3 mRNA,

complete cds)
(6) CAA09303 [calcium ATPase (Caenorhabditis elegans)]
(7) CAA09985 [calcium ATPase (Caenorhabditis elegans)]
(8) CAA59762 [calcium transporting ATPase 1 (Saccharomyces cerevisiae)]
(9) CAB04015 [C. elegans protein ZK256.1a, confirmed by transcript evidence

(Caenorhabditis elegans)]
(10) KIAA0703 [Homo sapiens DNA (Celera Genomics) Homo sapiens genomic,

genomic survey sequence]
(11) P20647 (Calcium-transporting ATPase sarcoplasmic reticulum type, slow

twitch skeletal muscle isoform)

Fig. 3.1 The flow chart of
the proposed method
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And AAC72756, CAA09985, P20647 and AAA96717 relatively similar;
AF361357, CAB04015, KIAA0703 and CAA59762 can be attributed to a class;
AAD09924, AAP33531 and CAA09303 can attributed to a class.

3.2.2 Sequence Convert to Binary Sequence

Gene is a meaningful unit of heredity. Take the human body as an example; body’s
cells have cell membrane, cytoplasm, nucleus and other organelles. Nucleus has
chromosomes that composed of a number of protein and deoxyribonucleic acid
(DNA). And chromosomes can carry the genetic code. When the species complete
the gene sequencing, we can know the genetic code and it can be expressed as an
amino acid sequence. To human cells, for example, the protein consists of 20 amino
acids, therefore, the genetic code can be converted to the amino acid sequences.
After completing of the species gene sequencing, the genetic code can be stored in
the form of a string fragment (amino acid composition of the arrangement). In order
to make the genetic code be kept and stored more properly, the sequence can be
converted to a binary sequence, the rules are as follows in Table 3.1.

3.2.3 Implement Cellular Automata Image Process

A cellular automaton is a discrete dynamic system. Cellular automata can be
re-designed in discrete time and space of macroscopic or microcosmic rules to
observe the complex of space and rules. The application of cellular automata is for
one-dimensional and two-dimensional currently. In this research, we used one-
dimensional cellular automata. One-dimensional cellular automata consists of a set

Table 3.1 Amino acids digital coding table

Amino acid Binary notation Amino acid Binary notation

P 00010 L 00100

Q 00101 H 00110

R 00111 S 01001

Y 01100 F 01011

W 01110 C 01111

T 10000 I 10010

M 10011 K 10100

N 10101 A 11001

V 11010 D 11100

E 11101 –(gap) 00000

G 11110
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of state variables according to the time change the composition Sit, i from 0 to N−1,
N is the number of variables. Each variable can be placed in a grid, and the
composition is called a cell. Each cell has different states, and in the one-dimen-
sional cellular automata are usually have two states, 0 and 1 and the visual per-
formance of state can be converted into black and white.

Therefore, the sequence of cellular automata array of genes can be further
expressed as a barcode graphics. Among them, the sequence of the genetic code
look-up table transformation method to convert into a binary sequence, through the
above process by amino acids which are arranged to form the genetic code sequence
will convert into a binary sequence. After the completion of converting into the
binary sequence, the binary sequence will do rearrangements where the Department
of sequence alignment algorithms takes the sequence of binary bits in each of three
adjacent tables of values to be under the control iteration conversion. When the
completion of each of three adjacent bits of the iteration is changed, then moves to
the right one bit to continue iterative process, and finally generate a new sequence
of a cellular automata. After completing rearrangement of the calculus sequence,
select a plurality of side by side to form a binary sequence to form a selected
number of rows, and then form a sequence of cellular automata array. This pro-
cedure can be simplified to the following equation:

Dði;jÞ ¼F½Dði�1;j�1Þ ;Dði�1;jÞ ;Dði�1;jþ1Þ �;
If 1� j\S� 1; 1� i\n

ð3:1Þ

Dði;0Þ ¼F½Dði�1;S�1Þ ;Dði�1;0Þ ;Dði�1;1Þ �;
If j ¼ 0; 1� i\n

ð3:2Þ

Dði;S�1Þ ¼F½Dði�1;S�2Þ ;Dði�1;S�1Þ ;Dði�1;0Þ �;
If j ¼ S� 1; 1� i\n

ð3:3Þ

Dði;jÞ is on behalf of state value of converted the sequence of cellular automata
array of (i, j) position of 0 or 1; i for the selected lines; S represents the binary
sequence of length; and F refers to the rearrangement of the sequence rules of
calculus functions. The sequence rearrangement calculus function F rules for the
following table (Table 3.2).

Table 3.2 Iteration rule table

Rule 1 2 3 4 5 6 7 8

Before iteration 000 001 010 011 100 101 110 111

After iteration 1 0 1 1 1 0 0 0
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3.2.4 Black-and-White Graphics

Showing the traditional black and white graphics, you can see with the naked
eye directly after conversion of graphic sequences. We can directly observe what
different proportions between the two sequences, and determine whether the two
sequences are similar. It is wasting time of using the traditional method with the eye
to compare the genes. Therefore, display the traditional black and white images, can
determine where the difference between the two genes.

3.3 Results

3.3.1 Convert to the Binary Sequence

In the system back-end, if you input an access number, the system will determine
the sequence is a protein database or a nucleotide database; if it is the protein
database, the system will directly capture sequence form the NCBI database for
conversion. If it is the nucleotide database, the complete data capture and search
after the acquisition for the provision of translation part of the system to use. When
the sequence captured, system will receive the sequence string into a binary
sequences, conversion to the table in the previous section.

3.3.2 Implement Cellular Automata Image Process

When the sequence from the string into a binary number, we can begin to convert
the digital sequence of images by the specified rules for cellular automata iterations.
According to different rules, converted the images will not be the same. The image
shows the bottom of this group under the AF361357 sequence and converted with
different rules to get the images (Figs. 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 3.8 and 3.9).

Because the experimental images are a lot, there are only a few selected out of
representative comparison. In this research, the section 184 rules is the most
identification of all, so we chose the rules of section 184 after the experiment as a
sequence alignment using the basis. Under section 184 rules, we will enter the
experimental group and converted to an image sequence. With these maps, we can
determine them directly from the visual similarity is very high (Figs. 3.10 and 3.11).

Figure 3.12 is the AF361357 protein fragment sequence image by CDS con-
verted, the major conversion of the amino acid sequence capture contains 303–308
locations in the resulting image. In this fragment, it contains most of the V-shaped
image on the right side, and the black lines are more obvious. Similarly, Fig. 3.13 is
the CAB04015 protein fragment sequence image by CDS converted, the major
conversion of the amino acid sequence capture contains 276–281 locations in the
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Fig. 3.2 Image of sequence AF361357 by rule 2

Fig. 3.3 Image of sequence AF361357 by rule 5

Fig. 3.4 Image of sequence AF361357 by rule 14

Fig. 3.5 Image of sequence AF361357 by rule 18

Fig. 3.6 Image of sequence AF361357 by rule 32

Fig. 3.7 Image of sequence AF361357 by rule 43

Fig. 3.8 Image of sequence AF361357 by rule 184

Fig. 3.9 Image of sequence AF361357 by rule 247

Fig. 3.10 Image of sequence AF361357 by rule 184
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resulting image. In this fragment, it contains most of the V-shaped image on the left
side, and the white lines are more obvious. Both can be found than the latter
(Fig. 3.14), the V-shaped of the Fig. 3.12 stackmore intensive, while the part of
Fig. 3.13 stack more loosely.However the location 303–308 of AF361357 are
for the HILELL, andthe location 276–281 of CAB04015 are for the NVVDMF,
HILELLand NVVDMF are similar in chemical nature from the BLOSUM 62table
and more positive points in that, so the image are generated out of the V-shaped, but
in different positions.

Fig. 3.11 Image of sequence CAB04015 by rule 184

Fig. 3.12 Fragment image of AF361357

Fig. 3.13 Fragment image of CAB04015

Fig. 3.14 AF361357 (up) and CAB04015 (down) different in the picture
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3.4 Conclusion

Sequence alignment is a very basic tool of analyzing biological information. In this
research, we used graphics conversion to replace traditional sequence alignment
such as Dot plot and dynamic programming. And we compared the different amino
acid sequences which were converted to graphics. By this conversion, we can easily
compare the similarity between the more complex sequences. The shortcoming of
traditional dynamic programming is that the results can only be known from scores.
But the implement system in this research can visually identify which sequences are
more similar.
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Chapter 4
A Research on 3D Motion Database
Management and Query System Based
on Kinect

Edgar Chia-Han Lin

Abstract Due to the development of computer technology and the mature devel-
opment of 3D motion capture technology, the applications of 3D motion databases
become more and more important. How to analysis the huge data stored in the
database and efficiently retrieved the matched data is an important research issue.
3D animation design is one of the important applications of 3D motion databases.
Based on our teaching experience, the bottleneck of the students’ learning of 3D
animation is the motion animation of the 3D characters. Therefore, the 3D motion
database can be used to assist the design of the motion for 3D characters. However,
it is still a difficult problem because of the high complexity of the matching
mechanism and the difficult of user interface design. Kinect, which is developed by
Microsoft, is used as a remote controller of Xbox 360 games. Because of the
capability of capturing user motions, Kinect is used in this project as the user
interface. The captured data can be used as the user query and the further com-
parison will be performed to find the matched motion data.

Keywords 3D motion database � Index structure � Query processing � Kinect

4.1 Introduction

Due to the great improvement of technology and the mature development of 3D
motion capture technology, the applications of 3D motion database become more
important in recent years. How to analyze the large amount of 3D motions recorded
in the databases to efficiently retrieve the desired motions become an important
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research issue. 3D motion data is a time sequence data which is formed by the series
of reference coordinate values in different locations on the human body. Due to the
large amount of reference coordinate values and the characteristics of time series
data, the analysis and retrieval of 3D motion data is time consuming. There are
many researches which focus on the complexity reduction of the motion data or the
index structure construction for the motion data to enhance the efficiency of data
comparison.

In [14], the complex multidimensional time series data is separated into several
smaller segments to reduce the complexity of data. Furthermore, the segments are
used to reduce the difficulty of the matching mechanism. In these years, many
researches focus on the representation of the motion data. In [15], the geometric
relationships between reference points on the body are defined as features which are
used to represent different body poses. In [13], the piecewise-linear model is used to
classify different motion types. Moreover, the index structure is constructed based
on the linear models. In [3, 4], the features of the motion poses will be extracted for
each motion frame which map to a multi-dimension vector. The motion content is
represented by those vectors while the index structure is also constructed. In [6, 12],
the motion poses are represented by a hierarchical structure and the key frames are
extracted to find the motion information. However, the extraction of key frames is
time consuming. In [17, 19, 20], various motion database representation mecha-
nisms are proposed.

In [5], a method to find the similar motions is proposed. Based on the index
structure, the partial queries, i.e., the motions of some specific body parts, can be
processed. Five index structures are constructed for the motions performed by
different body parts. Moreover, a hierarchical structure of the human body is used to
integrate the index structures such that the partial motion queries can be processed.
A new similarity measurement is proposed in [7] to enhance the efficiency and
effective of similar matching mechanism.

Since the motion data can be represented as multiple attribute (multiple reference
points) time series data, many researches focus on the similarity search of multiple
attributes databases. In [18], the Dynamic Time Warping (DTW) and Longest
Common Subsequence (LCSS) approaches are extended as the similarity mea-
surement of the multiple attribute data. In [1], a pivot-based index structure for
combination of feature vectors is proposed. The query processing problem is
transformed to a searching problem of multiple attributes data set. In [16], an
aggregate nearest-neighbors retrieval algorithm is proposed for multi-points query
problem. iDistance [21] is an index structure based on distance. In [2], a prepro-
cessing procedure is proposed to construct the neighbor graph for motion database
such that the nearest neighbor search can be efficiently performed. However, the
preprocessing procedure is time consuming.

In our previous works [8–11], the index structures and corresponding query
processing mechanisms for multiple attribute time sequence are proposed for exact
or approximate matching problem.

This paper proposes a 3D motion data management query system based on
Kinect. The 3D motion data will be represented as multiple multi-attribute strings
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and the corresponding index structure are proposed to efficiently find the matched
motions. Moreover, the Kinect device is used to capture the user queries and
represented as a query string for further query processing mechanism.

4.2 Data Model of Motion Data

In this section, the data model of 3D motion is proposed to represents the content of
3D motions in the database. There are two different data models which are proposed
to represent the semantic and geometric meanings of 3D motions. The semantic
model is constructed based on the content information of the 3D motions while the
geometric data model is constructed based on the coordinates of the reference
points in 3D spaces.

To construct the semantic model, the hierarchy of human body will be defined
first. In the proposed semantic model, the semantic meanings of human body are
defined as the following different types: Whole Body, Half Body, Hand and Foot.
The type of motions corresponding to each type of human body will be further
defined as: Stand, Squat, Walk, Run, Jump, Wave and Kick. Each motion in the
database will be analyzed and hierarchically classified into some particular semantic
class such as Hand → Wave. Therefore, each motion in the database will be
structurally annotated based on the semantic data model. The annotated metadata
can be used as the query criteria specified by users.

The geometric data model is constructed based on the motion properties of the
reference points in the 3D spaces. The movement of each reference point can be
represented by the feature values of 3 dimensions. That is, the feature values are
used to represent the movement characteristic of three different dimensions. The
feature values used to represent the motion data are shown as follows.

X-dimension Left Steady Right
Y-dimension Up Steady Down
Z-dimension Forward Steady Backward

For example, the movement of the reference point corresponding to left wrist in
Fig. 4.1 can be represented as the following 3-attribute string.

L R R

U D D

F F B

Therefore, the 3D motions can be represented as a set of 3-attribute strings which
can be used to construct the index structure for further query processing
mechanism.
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4.3 Index Structure and Query Processing

Since the 3D motion data is represented as a multiple 3-attribute strings, the suffix
tree based index structure proposed in our previous work [10] can be modified and
applied to efficiently find the matched motion data. On the other hand, the semantic
hierarchy can be used to record the semantic meaning of each motion which can be
used to find the matched results by traverse the hierarchy. The architecture of the
index structure construction can be shown in Fig. 4.2.

A Kinect based query interface is also designed for user to specify queries. The
feature values of the query motion will be extracted and represented as a query
string. The query processing mechanism will be applied to process the query string

Fig. 4.1 Example of a 3D motion

Fig. 4.2 Index structure construction
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and the match results will be efficiently found via the index structure. The archi-
tecture of the proposed query processing mechanism is shown in Fig. 4.3.

The semantic query can be specified by users via the interface to find the
corresponding motions. The geometric queries will be specified by using the Kinect
device. The query motion can be acted by user and the Kinect device will capture
the user motion and transform into the multiple 3-attribute strings as the query
string. The multiple 3-attribute strings will be decomposed and traverse the cor-
responding index tree to find the matched data. At last, the matched data will be
compared and the matched results will be found. Since only the movement of each
reference point is considered, the absolute location of the human body captured by
Kinect device won’t affect the matching results. The experiment results show the
flexibility of specifying queries.

4.4 Experimental Results

In this paper, a 3D data management query system is proposed. The desired motions
can be specified semantically or geometrically by users. A semi-automatically
annotation system is developed to annotate the semantic metadata of each 3D motion
recorded in the database. Moreover, the multiple 3-attribute strings used to represent
each 3D motion are automatically generated by considering the relationship of the
coordinates between reference points. Then, the multiple index structures corre-
sponding to multiple reference points are constructed according the corresponding
3-attribute string. The query interface is designed for user to specified desired

Fig. 4.3 The query processing mechanism
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motions as queries. The semantic queries can be manually specified via the interface.
Moreover, the geometric queries can be captured via the Kinect device and the
corresponding multiple 3-attribute strings will be transformed and specified as query
strings. Therefore, the index structures are traversed and the matched results can be
found.

The experiments show that the desired motions can be easily specified by users
and the matched results can efficiently found.

4.5 Conclusion

In this paper, a 3D motion data management query system based on Kinect is
proposed. The semantic meaning of 3D motions will be hierarchically annotated.
Moreover, the geometric meanings of the 3D motions will be represented as
multiple 3-attribute strings and the corresponding index structure are proposed to
efficiently find the matched motions. Moreover, the Kinect device is used to capture
the user queries and represented as a query string for further query processing
mechanism. The experimental results show that the desired motions can be easily
specified and the matched results can be found efficiently. Since the user queries
may not exactly describe the desired motions, the approximate results should be
further considered. We are currently working on extending the proposed method-
ology to find the approximate results. The similarity measurement and the corre-
sponding matching algorithm are currently under development.

References

1. Bustos B, Keim D, Schreck T (2005) A pivot-based index structure for combination of feature
vectors. In: Proceedings of SAC 2005, New York, pp 1180–1184

2. Chai J, Hodgins JK (2005) Performance animation from low-dimensional control signals.
ACM Trans Graph 24(3):686–696 (SIGGRAPH 2005)

3. Chao S-P, Chiu C-Y, Chao J-H, Ruan Y-C, Yang S-N (2003) Motion retrieval and synthesis
based on posture features indexing. In: Proceedings of 5th international conference
computational intelligence and multimedia applications, Sept 2003, pp 266–271

4. Chiu C-Y, Chao S-P, Wu M-Y, Yang S-N, Lin H-C (2004) Content based retrieval for human
motion data. J Vis Commun Image Represent 15:446–466

5. Gaurav NP, Balakrishnan P (2009) Indexing 3-D human motion repositories for content-based
retreival. IEEE Trans Inf Technol Biomed 13(5):802–809

6. Gu Q, Peng J, Deng Z (2009) Compression of human motion capture data using motion
pattern indexing. Comput Graph Forum 28(1):1–12

7. Kruger B, Tautges J, Weber A, Zinke A (2010) Fast local and global similarity searches in
large motion capture databases. In: Proceedings of 2010 ACM SIGGRAPH/Eurographics
symposium on computer animation

8. Lin EC-H (2013) Research on sequence query processing techniques over data streams. Appl
Mech Mater 284–287:3507–3511

34 E.C.-H. Lin



9. Lin EC-H (2013) Research on multi-attribute sequence query processing techniques over data
streams. In: 2nd international conference on advanced computer science applications and
technologies

10. Lin C-H, Chen ALP (2006) Indexing and matching multiple-attribute strings for efficient
multimedia query processing. IEEE Trans Multimedia 8(2):408–411

11. Lin C-H, Chen ALP (2006) Approximate video search based on spatio-temporal information
of video objects. In: The first IEEE international workshop on multimedia databases and data
management, pp 13–20

12. Liu F, Zhuang Y, Wu F, Pan Y (2003) 3D motion retrieval with motion index tree. Comput
Vis Image Underst 92:265–284

13. Liu G, Zhang J, Wang W, McMillan L (2005) A system for analyzing and indexing human-
motion databases. In: Proceedings of 2005 ACM SIGMOD international conference
management of data, pp 924–926

14. Lu C, Ferrier NJ (2003) Automated analysis of repetitive joint motion. IEEE Trans Inf Technol
Biomed 7(4):263–273

15. Muller M, Roder T, Clausen M (2005) Efficient content-based retrieval of motion capture data.
ACM Trans Graphic (TOG) 24:667–685

16. Papadias D, Tao Y, Mouratidis K, Hui CK (2005) Aggregate nearest neighbor queries in
spatial databases. ACM Trans Database Syst 30(2):529–576

17. Tang K, Leung H, Komura T, Shum HPH (2008) Finding repetitive patterns in 3D human
motion captured data. In: Proceedings of 2nd international conference ubiquitous information
management and communication, Suwon, Korea, pp 396–403

18. Vlachos M, Hadjieleftheriou M, Gunopulos D, Keogh E (2003) Indexing multi-dimensional
time-series with support for multiple distance measures. In: Proceedings of SIGMOD, Aug
2003, pp 216–225

19. Wang J, Fleet D, Hertzmann A (2008) Gaussian process dynamical models for human motion.
IEEE Trans Pattern Anal Mach Intell 30(2):283–298

20. Wang X, Yu Z, Wong H (2009) 3D motion sequence retrieval based on data distribution. In:
Proceedings of 2008 IEEE international conference on multimedia expo, pp 1229–1232

21. Yu C, Ooi BC, Tan K-L, Jagadish HV (2001) Indexing the distance: an efficient method to
KNN processing. In: Proceedings of VLDB, San Francisco, CA, pp 421–430

4 A Research on 3D Motion Database Management … 35



Chapter 5
A SAT Approach to Nursing Scheduling
Problem

Tsung-Shun Wu, Chia-Ling Ho and Chien-Liang Chen

Abstract The objective of nursing scheduling problem (NSP) is finding a shift
schedule for nurses. According to the nurse’s preference, the working constraints in
the hospital and many possible combinations, the NSP become a complex problem
and difficult to solve. The goal of NSP is to find a shift schedule in an efficiently
way is very important when the problem become more complex. In this paper, we
propose that the NSP can be converted into the boolean satisfiability problem
(SAT). A shift schedule can be obtained by integer linear programming (ILP)
method where satisfy the nurse’s preference and the working constraints. We show
that an example is solved by SAT approach efficiently.

Keywords Nurse shift schedule � Boolean satisfiability � Integer linear
programming

5.1 Introduction

The nursing scheduling problem (NSP) is an important problem for the hospital due
to the nursing shortage. How to arrange a reasonable nurse’s shift schedule that
satisfy all requirements is very significant. In this problem, there are many aspect
that needs to be considered according to how many nurses are required in a shift,
the nurse’s preference and the working constraints. Hence, the NSP is a complex
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problem and it is difficult to be solved. As we know, the complexity of NSP is a
NP-Hard [7] in mathematical optimization due to enormous number of constraints
and many possible solution.

The NSP has been studied in many approaches, e.g. genetic algorithm [1], local
search algorithm [2], linear programming [11], integer programming [5], dynamic
programing [6] and fuzzy method [10]. In this paper, we propose a boolean
satisfiability (SAT) approach [9] to solve the NSP. This approach examines the
whole space which is described the NSP. If NSP is unsatisfiable then it has no
solution, or else it’s satisfied then SAT approach will search all possible solution to
find the optimal solution.

SAT problem is to determine a satisfying variable assignment for a boolean
function. It is consist of a set of boolean variables and a set of constraints stated in
product of sum form, i.e. the Conjunctive Normal Form (CNF), that can be solved
by SAT solver. A SAT solver construct the variable assignment that satisfies CNF
when it is satisfiable. An extension of SAT solver is Pseudo-Boolean (PB) con-
straints [4, 8] which is linear inequalities of boolean variable in the following format:

a1x1 þ a2x2 þ � � � þ anxn � b

where a1; b 2 Z and xi 2 f0; 1g. We can translate any CNF clause to be a PB
constraint. e.g., clause ða _ b _ cÞ is the same as aþ bþ c� 1. PB constraints is
the efficient way to describe NSP. In this paper, we use CNF and PB constraints to
describe NSP. Then, we solve it using integer linear programming method [3].

The rest of this paper is organized as follows. Section 5.2 describes our concern
problem. Section 5.3 uses a example to describe the mathematic model. Finally a
conclusion is given in Sect. 5.4.

5.2 Problem Formulation

Consider a Nurse Scheduling Problem (NSP) has m nursing staffs, shifts s per day, a
shift schedule for d days and needsw nursing staffs to be working in each shift. In this
problem, we focus on the three shifts per day: a day shift, an evening shift and a night
shift, i.e., s is three. If a nurse staff i is working, we sayNi is one, otherwiseNi is zero. If
a nurse staff i is working on day j, we say Ni;j is one, otherwise Ni;j is zero. If a nurse
staff i is working at shift s on day j, we say Ni;j;s is one, otherwise Ni;j;s is zero.

For NSP, two kinds of main constraints must be taken into account.

• Working constraints: It needs to make sure that w nurse staffs are assigned to
each shift. It can be express in the following constraint:

Xm
i¼1

Ni;j;s ¼ w; 8j; 8s and w�m ð5:1Þ
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• Nurse staff constraints: The following constraint ensures that a nurse staff is
assigned to any shift if and only if the nurse staff is working.

[3
s¼1

Ni;j;s , Ni;j; 8i and 8j ð5:2Þ

• The following constraint is that a nurse staff is working during any day if and
only if the nurse staff is working.

[d
j¼1

Ni;j , Ni; 8i ð5:3Þ

In this work, we concern the nurse staff preferences. The following constraints
can be assigned to each nurse staff depending on their preferences.

• A nurse staff cannot work for two consecutive days.

Ni;j ) Ni;jþ1; 8i; 8j and j 6¼ d ð5:4Þ

• A nurse staff only can work up to one shift per day.

X3
s¼1

Ni;j;s � 1; 8i and 8j ð5:5Þ

• A nurse staff must work not less l days and no more than u days.

l�
Xd
j¼1

Ni;j and
Xd
j¼1

Ni;j � u; 8i ð5:6Þ

• If a nurse staff i cannot work on day j, the constraint can be expressed

Ni;j ¼ 0 ð5:7Þ

• If a nurse staff i is unable to work in the day shift, it means s is one, the
constraint can be expressed

Xd
j¼1

Ni;j;1 ¼ 0 ð5:8Þ
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From above constraints, the preference of nurse staff can be considered optional
and can be included when necessary. The constraints described the NSP can be seen
as a set of linear constraint that can be solved by integer linear programming method.

5.3 Example

We consider an example consisting of three nurse staffs, a shift schedule for three
days and three shifts per day. Each shift must be assigned to a nurse staff. Figure 5.1
shows all boolean variables in this example. Each node denotes a boolean variable.
For example, N1 and N2 denote the nurse staff 1 and 2. N2;3 denotes the nurse staff 2
working in day 3. N1;2;3 denotes the nurse staff 1 working in the late shift on day 2.

The working constraints show that one nurse staff is assigned to each shift in this
system. The following constraints is obtained from SAT:

N1;1;1 þ N2;1;1 þ N3;1;1 ¼ 1
N1;1;2 þ N2;1;2 þ N3;1;2 ¼ 1
N1;1;3 þ N2;1;3 þ N3;1;3 ¼ 1
N1;2;1 þ N2;2;1 þ N3;2;1 ¼ 1
N1;2;2 þ N2;2;2 þ N3;2;2 ¼ 1
N1;2;3 þ N2;2;3 þ N3;2;3 ¼ 1
N1;3;1 þ N2;3;1 þ N3;3;1 ¼ 1
N1;3;2 þ N2;3;2 þ N3;3;2 ¼ 1
N1;3;3 þ N2;3;3 þ N3;3;3 ¼ 1

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð5:9Þ

Fig. 5.1 Boolean variables in the example

40 T.-S. Wu et al.



The nurse staff constraints ensure that if a nurse staff is assigned to a shift then
the nurse staff is working. The logic repressions and CNF clauses of nurse staff
constraints can be expressed in the following:

N1;1;1 _ N1;1;2 _ N1;1;3 ) N1;1

N1;2;1 _ N1;2;2 _ N1;2;3 ) N1;2

N1;3;1 _ N1;3;2 _ N1;3;3 ) N1;3

N2;1;1 _ N2;1;2 _ N2;1;3 ) N2;1

N2;2;1 _ N2;2;2 _ N2;2;3 ) N2;2

N2;3;1 _ N2;3;2 _ N2;3;3 ) N2;3

N3;1;1 _ N3;1;2 _ N3;1;3 ) N3;1

N3;2;1 _ N3;2;2 _ N3;2;3 ) N3;2

N3;3;1 _ N3;3;2 _ N3;3;3 ) N3;3

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{logic expression

ðN1;1;1 _ N1;1ÞðN1;1;2 _ N1;1ÞðN1;1;3 _ N1;1Þ
ðN1;2;1 _ N1;2ÞðN1;2;2 _ N1;2ÞðN1;2;3 _ N1;2Þ
ðN1;3;1 _ N1;3ÞðN1;3;2 _ N1;3ÞðN1;3;3 _ N1;3Þ
ðN2;1;1 _ N2;1ÞðN2;1;2 _ N2;1ÞðN2;1;3 _ N2;1Þ
ðN2;2;1 _ N2;2ÞðN2;2;2 _ N2;2ÞðN2;2;3 _ N2;2Þ
ðN2;3;1 _ N2;3ÞðN2;3;2 _ N2;3ÞðN2;3;3 _ N2;3Þ
ðN3;1;1 _ N3;1ÞðN3;1;2 _ N3;1ÞðN3;1;3 _ N3;1Þ
ðN3;2;1 _ N3;2ÞðN3;2;2 _ N3;2ÞðN3;2;3 _ N3;2Þ
ðN3;3;1 _ N3;3ÞðN3;3;2 _ N3;3ÞðN3;3;3 _ N3;3Þ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{CNF clause

ð5:10Þ

The only if part of the nurse staff constraints is expressed in the following:

N1;1 ) N1;1;1 _ N1;1;2 _ N1;1;3

N1;2 ) N1;2;1 _ N1;2;2 _ N1;2;3

N1;3 ) N1;3;1 _ N1;3;2 _ N1;3;3

N2;1 ) N2;1;1 _ N2;1;2 _ N2;1;3

N2;2 ) N2;2;1 _ N2;2;2 _ N2;2;3

N2;3 ) N2;3;1 _ N2;3;2 _ N2;3;3

N3;1 ) N3;1;1 _ N3;1;2 _ N3;1;3

N3;2 ) N3;2;1 _ N3;2;2 _ N3;2;3

N3;3 ) N3;3;1 _ N3;3;2 _ N3;3;3

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{logic expression

ðN1;1 _ N1;1;1 _ N1;1;2 _ N1;1;3Þ
ðN1;2 _ N1;2;1 _ N1;2;2 _ N1;2;3Þ
ðN1;3 _ N1;3;1 _ N1;3;2 _ N1;3;3Þ
ðN2;1 _ N2;1;1 _ N2;1;2 _ N2;1;3Þ
ðN2;2 _ N2;2;1 _ N2;2;2 _ N2;2;3Þ
ðN2;3 _ N2;3;1 _ N2;3;2 _ N2;3;3Þ
ðN3;1 _ N3;1;1 _ N3;1;2 _ N3;1;3Þ
ðN3;2 _ N3;2;1 _ N3;2;2 _ N3;2;3Þ
ðN3;3 _ N3;3;1 _ N3;3;2 _ N3;3;3Þ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{CNF clause

ð5:11Þ

The following logic expressions and CNF clauses ensure that a nurse staff is
working in a day only if the nurse staff is working. The constraints come from only
if part of Eq. 5.3, it can be expressed in the following:

N1;1 _ N1;2 _ N1;3 ) N1

N2;1 _ N2;2 _ N2;3 ) N2

N3;1 _ N3;2 _ N3;3 ) N3

ðN1;1 _ N1ÞðN1;2 _ N1ÞðN1;3 _ N1Þ
ðN2;1 _ N2ÞðN2;2 _ N2ÞðN2;3 _ N2Þ
ðN3;1 _ N3ÞðN3;2 _ N3ÞðN3;3 _ N3Þ

ð5:12Þ

The following logic expressions and CNF clauses ensure that if a nurse staff is
working in a day then the nurse staff is working. The constraints come from if part
of Eq. 5.3, it can be expressed in the following:

N1 ) N1;1 _ N1;2 _ N1;3

N2 ) N2;1 _ N2;2 _ N2;3

N3 ) N3;1 _ N3;2 _ N3;3

ðN1 _ N1;1 _ N1;2 _ N1;3Þ
ðN2 _ N2;1 _ N2;2 _ N2;3Þ
ðN3 _ N3;1 _ N3;2 _ N3;3Þ

ð5:13Þ
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We also can express the nurse staff’s preferences which can be expressed in the
following:

• If the nurse staff 1 cannot work for two consecutive days. It can be expressed in
the following logic expressions:

N1;1 ) N1;2 and N1;2 ) N1;3

The CNF clauses can be expressed in the following:

ðN1;1 _ N1;2Þ and ðN1;2 _ N1;3Þ

• The nurse staff 1 works for four shifts during 3 days.

ðN1;1;1 þ N1;1;2 þ N1;1;3Þ þ ðN1;2;1 þ N1;2;2 þ N1;2;3Þ þ ðN1;3;1 þ N1;3;2

þ N1;3;3Þ� 4

• The nurse staff 1 cannot work in day shift at day 1 and day 3.

N1;1;1 þ N1;3;1 ¼ 0

• The nurse staff 1 cannot work at day 1.

N1;1 ¼ 0

• The nurse staff 1 must work at least 2 days.

N1;1 þ N1;2 þ N1;3 � 2

From above constraints, we known that it’s an integer linear constraints and can
be solved it by integer linear programming method.

5.4 Conclusion

It is significant to investigate the nurse scheduling problem using boolean satisfi-
ability approach. In this paper, we propose a SAT approach to model the nurse
scheduling problem and solve it by using integer linear programming method. The
proposed approach take advantage of pseudo-boolean constraints to find an optimal
shift schedule that satisfies the working constraints and the nurse’s preferences.
Scheduling is demonstrated in an efficient way using SAT approach.
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Chapter 6
A Hybrid Energy-Aware Scheduling
for Real-Time Task Synchronization

Da-Ren Chen

Abstract Due to the importance of resource allocation and energy efficiency, this
paper considers minimizing energy consumptions and priority inversion in the
embedded real-time systems. While dynamic voltage scaling (DVS) is known to
reduce dynamic power consumption, it also causes increased blocking time of
lower priority tasks and leakage energy consumption due to increased execution.
We proposed a concept of reservation lock to prevent priority inversion using
CPU’s dormant mode and define a block-free interval in which both DVS and
leakage-aware methods can be applied. In order to compute the optimal sleeping
time and its duration and to meet the timing constraints, we also propose a weighted
directed graph (WDG) to obtain additional task information. By traversing WDG,
task information can be updated online and the scheduling decisions could be done
in linear time complexity.

Keywords Real-time scheduling � Priority ceiling protocol � Priority inversion

6.1 Introduction

The power-aware real-time scheduling problem has been well studied, relatively
few work address energy-efficient real-time task synchronization. Most embedded
real-time applications have shared resources in the system and mutually exclusive
access to shared resources. On such a system, real-time tasks can lead to priority
inversion if a task is blocked by a lower priority task due to non-preemptive
resource sharing. The recent related work is an extension of Priority Ceiling
Protocol (PCP) [7] in frequency inheritance. Zhang and Chanson [9] proposed a
dual-speed (DS) algorithm: One is for the execution of a task when it is not blocked,
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and the other is adopted to execute the task in the critical section when it is blocked.
Jejurikar and Gupta [3, 4] computes two slowdown factor, which can be classified
into static slowdown, computed offline based on task properties, and dynamic
slowdown, computed using online task execution information. Chen and Kuo [2]
proposed a DVS method using frequency locking concept which can be used to
render energy-efficient to the existing real-time task synchronization protocols. The
work which is designed with DVS capability to slowdown or speedup the blocked
or blocking tasks in the critical section. These methods may receive additional
priority inversion, and thus increase the difficulties of schedulability. Our goal is to
propose a energy-aware task synchronization protocol, which can minimize the
priority inversion and reduce the energy-consumption of the processor. The basic
idea is to postpone the intention to the locking on resources invoked by lower-
priority tasks, and to construct a blocking-free interval in which the tasks’ speed can
be reduced using DVS. Additionally, the extended execution due to DVS does not
increase the priority inversion.

6.2 Task Model

This paper studies periodic real-time tasks that are independent during the runtime.
Let T be the set of input periodic tasks, and n denotes the number of tasks. Each task
τi is an infinite sequence of task instances, referred to as jobs and indexed in order of
decreasing priorities. A three-tuple τi = {Ti, Di, Ci} represents each task, where Ti is
the period of the task, Di is the relative deadline with Di = Ti, and Ci denotes the
worst-case execution time (WCET). The length of Ti is unique in order to have each
task a unique priority index in the rate-monotonic (RM) scheduling. The jth invo-
cation of task τi is denoted as Ji,j whose actual start and finish times are denoted as S
(Ji,j) and F(Ji,j), respectively. Notation si,j denotes the available static slack time for
job Ji,j. Job Ji,j could be completed early at time EC(i, j) during its WCET.

All tasks are scheduled on a single processor which supports two modes: dor-
mant mode and active mode. When the processor is switched to the dormant mode,
the power-consumption of the processor is assumed Sdorm = 0 by scaling the static
power consumption [1], while the system clock and chipset retain necessary
functions to support motoring and waking up processor at right time. To execute
jobs, the processor has to be in the active mode with speed Sactive. The time and
power overhead required to switch the processor to the dormant mode can be
neglected by treating them as a part of the overhead to turn on the processor. Let
Esw and tsw denote the energy and time overhead, respectively, for switching from
dormant mode to active mode. When processor is idle in the active mode, the
processor executes NOP instruction at processor speed Sidle for low-power con-
sumption. When processor is idle and the idle interval is longer than break-even
time Esw

P Sidleð Þ, turning it to the dormant mode is worthwhile. The DVS model is similar

to those in lpWDA [5] and can be abridged here.
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We assume that semaphores are used for task synchronization. All tasks are
assumed to be preemptive, while the access to the shared resources must be seri-
alized. Therefore, task can be blocked by lower priority tasks. When a task has been
granted access to a shared resource, it is said to be executing in its critical section
[8]. The kth critical section of task τi is denoted as zi,k which is properly nested.
Each task specifies the access to the shared resource types and the required WCETs.
With the given information in [6], we can compute the maximum blocking time for
a task. In the different resource synchronization protocol, such as PCP [7], each job
might suffer from a different amount of blocking time from lower-priority task, due
to access conflict. The goal of this paper is to propose an energy-aware real-time
scheduling with task synchronization based on PCP, which can minimize the pri-
ority inversion while reduce the energy-consumption of the processor. We propose
a data structure called weighted directed graph (WDG) which expresses possible
priority inversion online. By traversing WDG, we can not only postpone the
intention of locking on the resources invoked by lower-priority tasks but also
construct a blocking-free interval to slowdown the tasks speed using DVS methods.

6.3 Motivating Example

Suppose that we have three jobs J1, J2 and J3, and two shared data structures
protected by the binary semaphores z1 and z2 in the system. In accordance with
PCP, the sequence of events is depicted in Fig. 6.1a. A line at a lower level
indicates that the corresponding job is in blocked or preempted by a higher-priority
job while the processor mode is active. A line raised to a higher level denotes that
the job is executing, and the absence of a line denotes that the job has not yet been
initiated or has completed. A bold line at low level denotes that the processor has
been switched in dormant mode. Suppose that

• At time t0, J3 is initiated and it then locks semaphore z1.
• At time t1, J2 is initiated and preempts J3.
• At time t2, J2 cannot lock z1, and J3 inherits the priority of job J2 and resumes

execution.
• At time t3, J1 preempts J3 in the critical section of z1 and executes its noncritical

section code.
• At time t4, J1 attempts to enter its critical section z1 and is blocked by J3 due to

priority ceiling, and J3 inherits the priority of job J1.
• At time t5, J3 exits its critical section z1 and returns to its original priority. J1 is

awakened and locks z1.

The priority inversions are [t2, t3] and [t4, t5].
This paper is motivated by the significant priority inversion and power con-

sumption due to unused slack time and context switches. The objective is to
minimize the priority inversion while reduces energy-consumption. When the
available static slack time (unused time in the WCET schedule) or dynamic slack
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(occurred in the early-completed task) is larger than break-even time, the lower-
priority task intent to lock a semaphore can be postponed until the start time of a
higher-priority task. A practical approach is to postpone the task execution by
switching processor to dormant mode. During the sleeping time, system still has
awareness of the arrival of other jobs, and awakes processor at proper time. The
example in Fig. 6.1b postpones the request of lower-priority task intent to a lock
semaphore. At time t1, J3 has available slack in interval [t9, t10] with length longer

sleep

J1

J2

J3

z1 z2
(a)

(b)

t0 t1 t2 t3 t4 t5
time

z1 locked

blocked by J3

intent to lock z2

z1

locked
z1

unlocked

z1 unlocked

t6 t7 t8 t9 t10

z2 locked z2 unlocked

z2

locked
z2

unlocked

intent to lock z2

J1

J2

J3

t0 t1 t2 t3 t4 t5
time

sleep

intent to lock z2

z1

locked
z1

unlocked

z1 unlocked

t6 t7 t8 t9 t10

z2 locked z2 unlocked

z2

locked
z2

unlocked

sleep
z1 locked

t'1

BFIt3, t7-t3

t'1

Fig. 6.1 The task synchronization of a primitive PCP and b reservation locking method
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than break-even time. When a system is conscious that J3 has intent to lock z1, it
computes the upcoming start time of higher priority tasks that might be blocked by
J3 according to PCP. In the example, J1 and J2 could be blocked by J3 due to z1, and
the lengths of interval [t1, t1′] are less than the available slack. Therefore, processor
switches to dormant mode at time t1 until the start time of J2. At time t1′, processor
becomes active and J2 preempts J3 such that J3 is still unable to lock z1, and thus J2
could lock z2 at time t2. However, J1 could be blocked when it intends to lock z1 if
J2 successfully lock z2 at t2. To further reduce priority inversion, job J2’s intent to
lock z2 should be postponed after t3. Therefore, comparing to the result of Fig. 6.1a,
the idea eliminates all priority inversions in intervals [t3, t7].

6.4 Reservation Locking PCP

In the proposed method, PCP is extended with the concept of reservation locking,
referred to as RL-PCP. The idea is to do pre-analysis of possible priority inversion
and available slack time in the schedule. The objective is to derive the best timing
and duration for switching processor to dormant mode, and thus minimize priority
inversion. To understand and control the sequence of intent to lock resources, tasks
are organized as a WDG reduced from the resource allocation bipartite graph in [6].
Let G = (U, V, E) denote a bipartite graph whose partition of vertices has two
subsets U and V. E denotes the set of edges of G, and U denote a task set T. Let
WDG(T, A) denote a weighted directed graph whose vertices in T ⊆ U are arranged
according to their task indices. For each edge eu,v ∈ E, τu ∈ U and zv ∈ V, the set of
arcs A in WDG are generated as follows

Step 1. For any pair of vertices τx,τy ∈ U and x > y, a solid arc a(x, y) ∈ A is
directed from τx to τy if there exists two or more edges ex,v and ey,v in
G where zv ∈ V.

Step 2. For any pair of vertices τx,τw ∈ U and x > w, a dotted arc a(x, w) ∈ A is
directed from τx to τw if there exists a vertex τy ∈ U, w > y, and τx and τy
satisfy Step 1.

Step 3. In WDG, for any pair of vertices with multiple arcs, eliminate the dotted
arcs having the same blocking time as that of one of their solid arcs.

Figure 6.2 illustrates the graph reduction from bipartite to WDG. In the bipartite
graph, each indirect edge is labeled with the time required to access the resources.
Different from the bipartite graph, WDG has a vertex for each task but resources.
A task τL directly blocks a higher-priority task τH is represented by an solid arc a(τL, τH)
from task vertex τL to τH, while an indirect block is represented by an dotted arc. In
Fig. 6.2a, the bipartite graph is derived from Fig. 6.1a and can be reduced to theWDG
in Fig. 6.2b. The maximum priority inversion of J2 is an indirect blocking incurred by
J3.Wemay label each arc by a 3-tuple, the first element of each 3-tuple give the actual
starting time of higher-priority tasks and defined as S(τH), while the second element
gives the locking time of τL on semaphore z and denoted as L(τL, z). The last element
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specifies the duration of the maximum priority inversion and denoted as I(τL, τH). The
first two elements are updated during runtime while the third element is derived
directly from the arcs in WDG. The example of the 3-tuple labels is illustrated in
Fig. 6.2b, we have the following definitions.

Algorithm RL-PCP
Input: a set of task T, a set of resources R
(Offline part)
1. Reduce bipartite graph to WDG(T, A);
2. Compute the value of I(τL, τH) with respect to each arc a(τL, τH) in WDG;

(Online part)
On arrival of a job Ji
3. Identify a set of tasks TH containing higher priority task τH than that of Ji;
4. Compute the value of REW(τi, τH) for each arc a(τi, τH) in WDG and τH ∈ TH ;

5. Construct a set Ai′ of outgoing arcs of τi, Ai′ = {a(τi, τH)|αi,H ≥ ESW

P Sidleð Þ
6. Compute the static available slack sH for each job in TH ;
7. Compare each sH to the corresponding α value of the arcs in Ai′;
8. Construct an arc set Ai″ ⊂ Ai′ where Ai″ ={a(τi, τx)| sH ≥αx,i, a(τi, τx) ∈ Ai′ and τx ∈ TH};
9. Search for an arc a(τi, τx) in Ai″ with the maximum value of REW(τi, τx) where τx ∈ TH ;
On beginning of one of the intervals in ESIL,x
10. Switching the processor to Sdorm until the end of the interval;
On turning the processor to the active mode at time t
11. Schedule the highest priority job in the ready queue; On early-completion of a job at time t;
12. Compute dynamic slack time due to early completion;
On completing or beginning a job Ji at time t
13. IF completes early THEN
obtain dynamic slack si

d from F(Ji) – EC(Ji);
14. Set BFI = [S(Jx), F(Jx)] according to the recently carried out ESIL,x;
15. Slowdown the speed of tasks whose deadlines are earlier than F(Jx) using lpWDA [5];

Definition 1 In order to prevent job JL from blocking job JH, the expected sleep
interval (ESI) for JL is defined as

ESIL;H ¼ L JL; zð Þ; S JHð Þ½ Þ � [
8sk2T;k\L

NC L;H½ �
k : ð6:1Þ

J1

J3

J2 2
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2
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Fig. 6.2 Graph reduction
from a bipartite graph to
b WDG
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where NC½L;H�
k denotes the set of noncritical-section intervals of job Jλ in interval

[L(JL, z), S(JH)). The length of ESIL,H denotes as

aL;H ¼ S JHð Þ � L JL; zð Þ �
X

8s k2I;k\L

NC½L;H�
k

���
��� ð6:2Þ

Definition 2 Defines the expected reduction of priority inversion (RPI) due to the
processor sleeping in the ESIL,H. The value of RPI is derived from

bL;H ¼ IðsL; sHÞ � aL;H : ð6:3Þ

According to Eqs. (6.1)–(6.3), we define a reward function for each arc in WDG.

Definition 3 A reward function for each arc in WDG is

REW sL; sHð Þ ¼ bL;H
aL;H

: ð6:4Þ

The reward for an arc is referred to the reduction of priority inversion time if the
processor is switched to sleep during the interval ESIL,H. Whenever a new job Ji
arrives, the value of REW(τL, τi) with respect to each arc is refreshed. The larger the
value of REW, the longer the priority inversion will be avoided. For example, in
Fig. 6.2b, the values of α3,1 and α3,2 are set respectively x ¼ t3 � t1�
ðt2 � t01Þ and y ¼ t01 � t1, and the values of β3,1 and β3,2 are respectively 4 − x and
4 − y. In accordance with Eq. 6.4, the values of REW(3,1) and REW(3,2) are 4� x

x

and 4� y
y , and obviously REW(3,1) < REW(3,2). Assuming that available slack for τ3

is larger than the values of x and y, the proposed algorithm switches the processor to
sleep in the duration of t1; t01

� �
, and traverses from vertex J3 to J2. In the vertex J2,

we can traverse from J2 to J1 by switching the processor to sleep mode in interval
[t2, t3].

Definition 4 (Blocking-free interval, BFI) A time interval BFIt;‘ is said to be
blocking free in the real-time task synchronization if the interval [t, t + ‘] does not
have any priority inversion.

Lemma 1 When the time at which JL has intent to lock z is later than the S(JH),
they do not give rise to priority inversion during interval [S(JH), F(JH)].

Proof sketch In accordance with WDG, JH has higher priority than JL, as soon as JL
begins after S(JH), JL cannot lock z until JH completes. Therefore, JH is not pre-
empted by JL until the completion time of JH. h
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Obviously, jobs JH and JL do not give rise to the priority inversion in the interval
[F(JH), DH] when JH completes before F(JH). Therefore, when the processor sleeps
in interval ESIL,H, the value of BFI can be derived from

BFIt; l ¼ S JHð Þ; DH½ � ð6:5Þ

for all jobs JH are successors of JL in WDG.
The purpose of BFI is to identify the jobs for saving more energy using DVS.

The jobs whose deadlines are in the BFI interval can compute their available slack
time to decrease their speed and satisfy their timing constraints. The slack com-
putation such as lpWDA [5] can be applied without modification to our method. An
example is presented in Fig. 6.3. By updating the information of arcs in WDG
during runtime, we can traverse the WDG by following the current job and make
decisions on switching the processor to active or dormant mode.

6.5 Conclusions

In the future, we will continuously improve energy-efficiency of real-time task
synchronization with speed switching overhead consideration. By using DVS and
leakage-aware techniques, we will decrease not only the priority inversion but also
energy consumption in the real-time systems. The objective is to minimize the
priority inversion and reduce both dynamic and leakage energy, provided that
the schedulability of tasks is guaranteed. By traversing the vertex of WDG,

sleep
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J3

t0 t1 t2 t3 t4 t 5
time

sleep

intent to lock z2

z1
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unlocked

z1 unlocked
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unlocked

sleep
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t'1

BFIt3, t7-t3

z1 z2

slowdown using DVS

Fig. 6.3 An example using DVS scheduling
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the scheduling decisions can be done efficiently during the runtime. Another
characteristic is that, in the proposed concept, DVS does not worsen the situation of
inevitable priority inversion.

For further study, we shall explore an evaluation function that provides sug-
gestions on how to use DVS or leakage-aware technique during runtime. Future
research and experiments in these areas may benefit several mobile system designs.
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Chapter 7
Applying Taiwan EMR Exchange
Architecture to Establish a Mobile-
Healthcare Management System
for Chronic Disease in an Aboriginal Tribe

Hsiao-Hsien Rau, Yen-Liang Lee, Chien-Yeh Hsu, Duu-Jian Tsai,
Shih-Chang Chen, Li-Min Wei and Suleman Atique

Abstract The information system of Mobile-healthcare Management is using the
newly and sophisticated technology to collocate physicians and nurses’ professional
skills. It may improve the healthcare quality of remote areas and increase their
medical resources. This research aims at establishing a proper clinical medical
information system. Because of most of the aboriginal tribes lack medical service, it
is hard for people to visit hospital, so it need the case manager visit the patient
weekly, and record the patients’ situation on paper by manually, this research want
to build a system to solve some problems. Consider the information device
insufficiency in remote areas and need high mobility of peripatetic medical service,
we use tablet PC to as a hardware and using it in a tribe which is located in the east
of Taiwan. This system will make case managers get patient’s basic and clinical
data in their hospitals and also get these data from another hospitals through
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electronic medical record exchange center. Therefore, it can help case managers
know the patients’ conditions before they go to provide care to the patient.

7.1 Introduction

7.1.1 Aboriginal Tribe Healthcare in Taiwan

Taiwan has 55 aboriginal townships, including 39 mountain aboriginal townships
and 25 flat aboriginal townships. There are a lot of public health problems in remote
areas in Taiwan due to special environment, broad district, and different folkloric
methodologies, they lead to less health care resources, lower income and
unemployment. It lacks resources in the medical and health care.

For an example, Jing-Yue Tribe is a Tai-Yai Tribe situated in the mountain area
in Nan-Au Village of I-Lan County. Most of the inhabitants are unemployed and
make their lives by growing simple crops and hunting. Jin Yue tribe actually has
about 200–300 residents, majority being elderly and children. Especially the elder
residents are facing a serious problem of lack of medical service, they have only
one clinic and doctor serve there for only 2 days in a week, therefore, in other days,
they need to visit the hospital by car/bus and have to travel by a hilly area through
very long distance. So, when they need to visit the doctor regularly to treat the
disease or have medical examination, but they give up that because of inconvenient
traffic or they need their children to accompany, being the major reasons which
don’t let these elderly residents don’t want to visit physicians.

7.1.2 Electronic Medical Record Exchange in Taiwan

Taiwan has built a national electronic medical record exchange center (EEC) in 2011,
and uses it in exchanging medical images and reports, Laboratory Examination
Report, medication history, discharge summary. Besides that, EEC also can be
extended to exchange others medical information, including operation record, clin-
ical physician order and laboratory examination report etc. Hospitals upload the index
of medical image and all kinds of reports to the index server which is setup in Bureau
of national health Insurance, BNHI will collect and batches synchronize to EEC.
Hospitals can use the integrated exchange system or login to the website of exchange
center to query the index of patient’s hospital visit during these 6 months. If hospital
needs to take the complete medical record or download the medical image, they also
can get patient’s medical record from EEC under the premise of patient consent.

Until now, EEC not only effectively integrates the medical record data on a
platform, but also lets the format of electronic medical record standardized, it
reaches patient-centered medical data collection and lets physicians understand
patients’ situation in better way.
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7.2 Methods

7.2.1 System Design

This system is designed in a client-server architecture, as in Fig. 7.1, Hospital (show
as SMH in the figure) have their own electronic medical record, case-managers can
get patient’s basic data, drug use history and medication use history from their
hospital information system (HIS), or electronic medical record (EMR) data
warehouse, besides that, if hospital have prior authorization by the patient, they also
can through electronic medical record exchange center (EEC) to get the medical
record from another hospitals.

Case-managers can got the medical record of each patients before they visit the
resident, system can fill many fields automatically, because the medical records had
downloaded already, case-managers can use this system fill the homecare report,
during this process case-manager just need few fields include patient’s current
situation, it let they can have more time to care their patient. After case-manager
finish fill the homecare report form, system will auto detect the internet connection,
if it is workable, system will use internet save the case report to the personal health
data repository which is located in hospital, otherwise, system will save this as a
text file (.txt) and put in the hard disk.

After case-manager back to the hospital, system can synchronize with the data
repository automatically, after that, case-manager can management and view or do
some statistic in the Care Portal or use these information to complete other works.

Fig. 7.1 Mobile-healthcare management system architecture
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7.2.2 User Interface Design—Responsive Design Technology

We use it technology in the front end user interface design. Responsive Design is an
idea of providing the user with best viewing experience of a website across devices
of various sizes (from mobile phones to desktop computer monitors) [1–3], to
provide an optimal viewing experience—easy reading and navigation with a min-
imum of resizing, panning, and scrolling [4–6, 8, 9]. It will makes the EMR/EHR
web solutions’ UI becomes more adaptable on multi-devices, ensures that infor-
mation is displayed correctly [7].

Server-side components (RESS) in conjunction with client-side ones such as
media queries can produce faster-loading sites for access over cellular networks and
also deliver richer functionality/usability avoiding some of the pitfalls of device-
side-only solutions [10–12].

We are using Bootstrap, Response and Lettering to archive the responsive
design. Bootstrap is an open source framework for building web interfaces
employing responsive design [13, 14]. Response provides tools for building per-
formance-optimized, mobile-first responsive websites [15–17]. Lettering for con-
trolling the appearance of your web type, is a great tool to help designers get a
chokehold on their typography [18, 19].

7.2.3 Logical Architecture Design of Homecare Report
Database

In this study, we use the system to management 4 kinds of Chronic Disease, it
include Hypertension, Diabetes, Gout, Asthma and Degenerative arthritis, every
syndrome have one homecare report form need to fill, the fields on the form include
patients’ basic data, patient’s awareness of the disease, lab examination data, life
history, medication use history.

This research use relational database to design the database, the common data
fields in these four forms include: Blood Pressure, Body Weight, BMI, Abdominal
Circumference, Blood Sugar, Glycated Hemoglobin (HbA1c), Creatinine (CRE),
total cholesterol (TCH), Creatinine (TG), High Density Lipoprotein Cholesterol
(HDL-C), Low Density Lipoprotein Cholesterol (LDL-C), Uric Acid (UA),
Tobacco Use History, Alcohol Use History, Betel Nuts Use History, Body Weight
Change Status, Diet History, Exercise History, Drug Use Situation, Family Support
and Referral Services.

Besides above, for diabetes patient, it also need fill the data of blood sugar self-
control record; for gout and Degenerative arthritis patient need record break out
frequency and hospital visit frequency; for Asthma patient, it need the many lab
examination results, include: Immunoglobulin E (IgE), Carbapenem-resistant
Enterobacteriaceae (CRE), complete blood count (CBC) and Peak expiratory flow
(PEF) etc.
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7.3 Result and Discussion

7.3.1 Functions of the System

This study use tablet PC to be a hardware and using it in a aboriginal tribe. This
system let case-managers can get patient’s basic and clinical data in their hospitals
and also get these data from another hospitals through electronic medical record
exchange center. Therefore, it can help case managers know the patients’ situations
before they go to care the patient. Functions of the system are show as follow and
case-managers need to login before they start use the system:

Show patient list: System will show name list of the patients that visited by this
case-manager, system will also show the date of previous visit.
Management patients’ basic data: Case-manager can click patient’s ID number,
system will show the basic data of this patient on the screen, if it need correct, case-
manager just need to click “Revise” button and click “Save” after revise.
Fill homecare report form: Case-manager only can choice one of five kinds
(hypertension, diabetes, gout, degenerative, asthma) homecare report form, case-
manager can choice one to fill using drop-down list, most of fields are all design to
checkbox or radio button, it let case-manager fill the form more convenience, and
can reduce the probability of make mistake when fill the form.
Show or correct the previous homecare report form: Case-manager can click
patient’s ID number, system will show the previous homecare report form of this
patient on the screen, if it need correct, case-manager just need to click “Revise”
button and click “Save” after revise.
Draw a trend chart of every lab/health examination result value: System will
draw trend chart automatically, case-manager can select the patient and time
duration, and then system can show the chart on the screen.

7.3.2 Benefit of the System

After finishing the development of the system, we have an education workshop to
target 5 case-managers and ask them use the system for 30 min; then we discuss
with them, and ask them for suggestions on advantages and disadvantages of this
system. The contents of discussion are recorded and reviewed by experts, and then
we can conclude that this system has 7 main benefits as follow:

Legible Charting: Up-to-date, on-screen patient information will ensure consis-
tency and eliminate handwritten data.
Comprehensive Information: Provides a secure, authorized access to a patient’s
complete medical history, consolidated in a single record.
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Medication Management: All medications, prescribed and discontinued, are
tracked using the medication management module and alerts can be created for
allergic reactions or contraindications.
Highlight Essential Information: Automated reminders will highlight vital patient
information such as chronic illnesses or new conditions.
Improved Quality of Care: Time saved on administration will enable case-man-
agers to streamline processes and devote more time to patients. Immediate access to
patient information means case-managers will be able to respond quickly and
appropriately to emergencies.
Proactive Health Care: Access to comprehensive health data through the EMR
will enable case manager can identify trends and analyze data to support decision-
making and use alerts and management plans to treat patients with chronic diseases
before they become ill.
Increased Privacy and Security: Secure Authentication ensures only users that are
allowed to access the information are given access. User access audits logs and
processes are in place to ensure the checks and measures in place for system access.
Collaborative Care: One network will allow seamless communication and refer-
rals between nurses and other professionals in other programs.

7.3.3 Effectiveness Evaluation

After above education workshop, we let the case-manager use this system and bring
tablet PC to patient’s home in aboriginal tribe, every case-manager use more than 5
times and visit 27 aborigines, After statistical, before use this system, case-man-
agement use more than 30 min to get and record patients’ data through viewing the
medical record, and use 45 min to care the patient and fill the form, also use 45 min
to generalize and arrange the forms; after use this system, these time are decrease to
13, 25, and 15 min.
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Chapter 8
Automatic Classification of Digitally
Modulated Signals Based on K-Nearest
Neighbor

Woo-Hyun Ahn, Sun-Phil Nah and Bo-Seok Seo

Abstract In this paper, we propose an automatic classification method for eight
digitally modulated signals, such as 2FSK, 4FSK, MSK, BPSK, QPSK, 8PSK,
16QAM, and 64QAM. The method uses spectral correlation density and high-order
cumulants as features. For feature classification, K-nearest neighbor algorithm is
used. Simulation results are demonstrated to evaluate the proposed scheme.

Keywords Automatic modulation classification � Cyclostationarity � K-nearest
neighbor � High-order cumulant

8.1 Introduction

Automatic modulation classification (AMC) is the technique to recognize or classify
the modulation format of received signal using minimum a priori knowledge of the
signal. For example, AMC is used for an intermediate step between detection and
demodulation of received signals in software defined radio platform. In addition,
AMC has wide applications in civilian and military such as electronic warfare,
surveillance, cognitive radio, and so on [2].

AMC is a complicated task because the receiver has no a priori knowledge about
the received signal such as carrier frequency, signal power, and symbol rate. Fur-
thermore, practical channel environment with multipath fading and frequency-
selectivity make it more difficult. To overcome these problems, many experiments
and researches are given for the last two decade.
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AMC methods are normally classified into two major categories of likelihood-
based approach and feature-based approach [4]. The first approach is based on the
likelihood function of the received signal and uses a likelihood ratio test for
the classification. Although this method shows optimal performance, the much
computational complexity and high sensitivity to modeling mismatch make it hard
to utilize in practical applications. On the other hand, the second approach is of low
computational complexity and robust to modeling mismatch when appropriate
features and classifier are designed. Also, this approach shows near optimal
performance.

Generally, as features, statistical characteristics of the signal are used. In [1], the
features of high-order cumulants (HOCs) with K-nearest neighbor (KNN) are
proposed for classification of BPSK, QPSK, 16QAM, and 64QAM signals. It
shows better performance than the AMC methods using a support vector machine
or a naive-Bayes. In [6], an AMC method using spectral correlation density of
cyclostationary signals is proposed. A neural network is used for classification of
low-order digitally modulated signals such as AM, BSPK, CDMA, and 2FSK.

In this paper, we propose an AMC scheme to classify eight digitally modulated
signals of 2FSK, 4FSK, MSK, BPSK, QPSK, 8PSK, 16QAM, and 64QAM. The
scheme is based on the features of HOCs and spectral correlation density with a
simple KNN classifier. The fourth-order and sixth-order cumulants are used as
features. The normalized spectral correlation density is also used to characterize
the cyclostationarity of the modulated signals. The features are estimated from the
oversampled baseband signal.

8.2 Signal Model

At the receiver, the received signal is down converted to baseband and low-pass
filtered to reject the out-of-band noise. Assuming perfect frequency and timing
synchronization, the complex baseband signal can be represented as [4]

yðtÞ ¼ A
X1
l¼�1

xðlÞpðt � lTÞ þ wðtÞ ð8:1Þ

where A represent the amplitude affected by the channel, and T is symbol duration.
The l-th transmitted symbol xðlÞ is assumed to be independent and identically
distributed. The shape of the received symbol pðtÞ reflects the channel effect, and
wðtÞ is the zero-mean additive white Gaussian noise (AWGN). We assume that the
channel has been equalized and the symbol duration is assumed to be known.
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8.3 Features for Modulation Classification

8.3.1 Normalized Spectral Correlation Density

If the received signal yðtÞ is a second-order cyclostationary random process, its
autocorrelation function Ry t; sf g ¼ E yðt þ s=2Þy�ðt � s=2Þf g is not a function of
the time lag τ but a periodic function of t. Therefore, it can be represented as a
Fourier series. The Fourier transform of the Fourier series coefficients Ra

yðsÞ, called
spectral correlation density (SCD), is given by [5]

Say fð Þ ¼
Z1

�1
Ra
yðsÞe�j2pf sds ð8:2Þ

The SCD means a cross-correlation function between the spectral components of
yðtÞ at frequencies f þ a=2 and f � a=2. If we assume that the received signal is
cycloergodic, the normalized SCD is given by

Ca
y fð Þ ¼ Sayðf Þ

½Syðf þ a=2Þ�Syðf � a=2Þ�1=2
ð8:3Þ

As a feature of the modulation signal, we can utilize the normalized SCD at
f ¼ 0. In what follows, we call Ca

Yð0Þ as the normalized SCD for convenience.
Figure 8.1 shows the normalized SCD for various modulation signals with signal

to noise ratio (SNR) of 20 dB. For PSK and QAM signals, a raised-cosine filter with
roll-off factor of 0.35 is used for pulse shaping. And the three normalized SCDs are
averaged to obtain smooth curves. At a ¼ 0, we can see that FSK signals have the
normalized SCD values approaching zero while MSK, PSK and QAM signals have
the values greater than zero. Based on these facts, we classify the four modulation
types into two types of signals, that is, FSK and non-FSK signals.

For FSK signals, the normalized SCD has discrete spectral lines which are
equally spaced over the cycle frequency a [8]. Note that the number of spectral lines
is equal to the modulation order. Therefore, we use the number of spectral lines to
identify the modulation order for FSK signals.

8.3.2 High-Order Cumulants (HOCs)

HOCs of a signal characterize statistical amplitude features such as the shape of the
distribution of the noisy signal [7]. The cumulants has some interesting properties.
The cumulant of linearly combined components can be expressed as the sum of the
cumulant of each component. Generally, all odd-order cumulants are equal to zero
due to the symmetry of symbol constellations. Moreover, HOCs of additive
Gaussian noise is also equal to zero.
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A digitally modulated signal has its inherent shapes of pulse and amplitude
distribution. As a result, each modulation signal has distinct even-order cumulants.
Therefore, cumulants can be used as features to classify the modulation signal.

For a complex stationary random signal with zero-mean, ycðtÞ ¼ yðtÞ � E½yðtÞ�,
zero-lag HOCs used in this paper are expressed as follows [1]

C40 ¼ cum ycðtÞ; ycðtÞ; ycðtÞ; ycðtÞf g ¼ M40 � 3M3
20

C42 ¼ cum ycðtÞ; ycðtÞ; y�cðtÞ; y�cðtÞ
� � ¼ M42 � M20j j2�2M2

21

C61 ¼ cum ycðtÞ; ycðtÞ; ycðtÞ; ycðtÞ; ycðtÞ; y�cðtÞ
� �

¼ M61 � 5M21M40 � 10M20M41 þ 30M2
20M21

C63 ¼ cumf ycðtÞ; ycðtÞ; ycðtÞ; y�cðtÞ; y�cðtÞ; y�cðtÞ g
¼ M63 � 9M21M42 þ 12M3

21 � 3M20M43 � 3M22M41 þ 18M20M21M22

ð8:4Þ

where Mpq represent the moment of the signal defined as

Mpq ¼ E½fycðtÞgp�q y�cðtÞ
� �q�: ð8:5Þ

8.4 The Proposed Modulation Classification Scheme

Figure 8.2 shows the modulation classification flow of the proposed method to
classify eight digitally modulated signals of 2FSK, 4FSK, MSK, BPSK, QPSK,
8PSK, 16QAM, and 64QAM. At the first stage of the classifier, we compute the
normalized SCD Ca

Yð0Þ of the signal. The FFT accumulation method of [3] is used
to estimate cycle frequencies α. As shown in Fig. 8.1, the normalized SCD at

Fig. 8.1 The normalized SCD estimates of a 4-FSK, b 2-FSK, c MSK, d BPSK, e QPSK,
f 8-PSK, g 16-QAM, and h 64-QAM signals
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frequency a ¼ 0 approaches zero for FSK signals. We use a threshold l1 to classify
FSK and non-FSK signals.

For FSK signals, at the next step, we determine the modulation order with the
number of cycle frequencies. The three rules proposed in [8] are used to estimate
the cyclic frequencies. First, a threshold rule is used to find peaks that are greater
than a threshold l2. Then, a local maximum rule is used to ignore all peaks smaller
than a large local peak in the window with a size of W . At the end, a equal distance
rule is used to find peaks that are equally separated.

For non-FSK signals, we estimate the four HOCs expressed in (8.4) and use
KNN classifier. To use KNN classifier, we first create the reference points consisted
of absolute values of the four HOCs of non-FSK signals. These reference points
form the six groups in the four-dimensional feature space. The four HOCs of the
received signal are located as a point in the feature space. We search K nearest
reference points, K neighbors, from the point, and predict the modulation group to
which maximum number of reference points belongs. Then we decide that the
received signal is the corresponding modulation signal.

8.5 Simulation Results

We generate eight modulation signals of 2FSK, 4FSK, MSK, BPSK, QPSK, 8PSK,
16QAM, and 64QAM at baseband. For M-PSK and M-QAM signals, a raised-
cosine filter with a roll-off factor of 0.35 is used for pulse shaping. The symbol rate

Fig. 8.2 Modulation classification flow of the proposed scheme
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is Rs ¼ 1:2 k symbol/s and ten times over-sampled signal is used. The frequency
separation is fsep ¼ 2� Rs and the sampling rate equals fs ¼ 5� fsep for FSK sig-
nals. Each signal is simulated with 100 trials and 14,000 symbols. The signal is
normalized to have unit variance. For estimation of the normalized SCD Ca

Yð0Þ, we
set the resolution of the cycle frequency Da to fs=500 due to the limited observation
length 500 samples, and the spectral resolution Df to 2Da in order to satisfy
Df �Da. Also, we empirically set the threshold l1 ¼ 0:6 and l2 ¼ 0:3 for classi-
fication of FSK signals, and the window size W ¼ 15.

Figure 8.3 shows the probability of correct classification (Pcc) of eight modu-
lation scheme. We see that the classification performance improves as SNR
increases. At higher SNR than 3 dB, the correct classification probability approa-
ches 1 with all modulation schemes.

8.6 Conclusion

In this paper, we propose an automatic modulation classification scheme for eight
digitally modulated signals of 2FSK, 4FSK, MSK, BPSK, QPSK, 8PSK, 16QAM,
and 64QAM, which are widely used in single carrier modulation systems. The
normalized SCD and four HOCs are used as features. We use simple thresholds and
the KNN algorithm to classify the signals. The simulation results show that the
proposed method classifies the signals almost correctly above the SNR of 3 dB.

Acknowledgments This work was supported by the Agency for Defense Development of Korea.
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Chapter 9
Computing Value at Risk in OpenCL
on the Graphics Processing Unit

Nan Zhang, Ka Lok Man and Dejun Xie

Abstract We present our work on computing the value at risk (VaR) of a large
hypothetical portfolio in the OpenCL programming model on an AMD FirePro
V7900 graphics processing unit (GPU). In the computation of the VaR we follow
the delta-gamma Monte Carlo approach. The value change of the portfolio within a
short time period is approximated by the sum of a linear delta component and a
non-linear gamma component. To approximate the distribution of the value change
of the portfolio we generate a large number scenarios. From each scenario a loss or
gain of the portfolio is calculated by the delta-gamma approximation. All these
potential losses and gains are then sorted, from which an appropriate percentile is
chosen as the VaR. We implemented this algorithm in OpenCL. The details are
discussed and the experimental results are reported.

Keywords Value at risk �Monte Carlo simulation � Delta-gamma approximation �
OpenCL � Graphics processing unit

9.1 Introduction

Value at risk is a simple, easy-to-understand measure for quantifying the potential
loss of a portfolio of risky assets within a certain period of time. Because of its
multi-faceted advantages the VaR measure has been widely used by financial
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practitioners and regulators. The Basel Committee has been using it in setting
capital requirements for banks throughout the world [9].

For a given portfolio, an analyst is often interested in making a statement like
this: “I am X % confident that the loss of the portfolio will not exceed Y dollars in
the next N days.” In this statement, the value Y is the VaR of the portfolio, X is the
confidence level and N is the time horizon. The VaR says that the loss of the
portfolio over the next N days has a probability of only (100 − X) % of being
exceeded. Bank regulators require banks to calculate VaR for market risk with
N = 10 and X = 99 [8].

To calculate the VaR of a portfolio consisting of non-linear products such as
options we follow the delta-gamma Monte Carlo approach. Compared with other
methods [4, 5, 11] this approach is a compromise between accuracy and efficiency.
According to the Taylor series the loss or gain of the portfolio under discussion can
be approximated by a linear delta component and a quadratic gamma component.
The distribution of the value change of the portfolio is generated by a Monte Carlo
simulation with a large number of trials. An appropriate percentile is then selected
from the distribution of the value change to be the VaR of the portfolio. Usually, in
calculating the VaR of a portfolio, N is set to 1 day’s time. The 10-day VaR is
approximately

ffiffiffiffiffi
10

p
times of the 1-day VaR.

To reduce the matrix-matrix multiplication in calculating the quadratic term to
matrix-vector multiplication we follow the diagonalisation approach discussed in [6,
7]. The normally distributed variates used in the simulation are generated the from
Sobol’ sequence [3, 13] computed from Joe and Kuo’s direction numbers [10].

For the purpose of accelerating the computation of the VaR for portfolios of
thousands of risky assets we attempted on implementing the delta-gamma Monte
Carlo approach in the Open Computing Language (OpenCL) programming mode.
We decomposed the tasks in the computation and mapped them onto an one-
dimensional work space in the OpenCL model. The dependency in the decompo-
sition must be organised in such a way to satisfy the constraint that there is no
explicit means to synchronise computations performed on different compute units
of the GPU. We tested the OpenCL-VaR implementation on an AMD FirePro
V7900 GPU. This model is in AMD’s workstation product line. Its maximum
power consumption is less than 150 W. It is not designed for superb performance. It
has 1,280 stream processors, that is, ALUs. Its core frequency is 725 MHz, and its
memory frequency is 1,250 MHz. In the test we used a hypothetical portfolio
consisting of 4,000 risky assets. We ran a Monte Carlo simulation with 50,000
trials. It took the GPU 170 s to complete the simulation.

Organisation of the rest of the paper Section 9.2 presents the overall delta-gamma
Monte Carlo approach in calculating the VaR of a portfolio and the diagonalisation
optimisation. Section 9.3 describes the decomposition of the computation and its
mapping onto the work space in the OpenCL model. The section also contains other
implementation details about the OpenCL-VaR computation. Section 9.4 presents
the test results on the AMD FirePro V7900 GPU. Conclusion and future work are
summarised in Sect. 9.5.

72 N. Zhang et al.



9.2 Calculating VaR Using the Delta-Gamma Monte Carlo
Approach

We assume the portfolio under discussion consists of N risky assets. The dollar
values of these assets at time t are X0;X1; . . .;XN�1, respectively. Over a short time
period Dt, such as 1 day’s time, we assume the returns R ¼ ðDX0=X0;DX1=X1; . . .;

DXN�1=XN�1Þ�N Nð0;RSÞ of the assets follow a multivariate normal distribution
with zero mean vector and the variance-covariance matrix RS. We use PðtÞ ¼PN�1

i¼0 Xi to denote the aggregated value of the portfolio at time t; Pðt þ DtÞ the
aggregated value of the portfolio at time t þ Dt, and DP ¼ Pðt þ DtÞ � PðtÞ the
value change of the portfolio over the Dt time period. In the delta-gamma VaR
approach, this value change DP is decomposed into a linear delta component and
a non-linear gamma component. The deltas are defined as di ¼ oP tð Þ=oXi;
i ¼ 0; 1; . . .;N � 1. Each of the deltas measures the sensitivity of the portfolio with
respect to the change in value Xi. The gammas are defined as
Cij ¼ o2P tð Þ=oXioXj; i; j ¼ 0; 1; . . .;N � 1, and each of them measures the sensi-
tivity of the change in di with respect to the change in Xj. The value change
DP ¼ P t þ Dtð Þ � PðtÞ is approximated by the Taylor polynomials as

DP ¼
XN�1

i¼0

diDXi þ 1
2

XN�1

i¼0

XN�1

j¼0

CijDXiDXj: ð9:1Þ

Using the return adjusted deltas and gammas ~di ¼ diXi and ~Cij ¼ CijXiXj, Eq. 9.1
can be written in terms of the returns Ri ¼ DXi=Xi as

DP ¼
XN�1

i¼0

~diRi þ 1
2

XN�1

i¼0

XN�1

j¼0

~CijRiRj; ð9:2Þ

and, in matrix form Eq. 9.2 is

DP ¼ ~dTRþ 1
2
RT~CR; ð9:3Þ

where vector ~d ¼ ð~d0; ~d1; . . .; ~dN�1Þ and matrix ~C ¼ ½~Cij�. The variance-covariance
matrix RS and the adjusted gamma matrix ~C are symmetric.

Using the Cholesky factorisation the variance-covariance matrix RS can be
written as the product of a lower triangular matrix C and C’s transpose CT,
RS ¼ CCT. The correlated returns R ¼ ðR0;R1; . . .;RN�1Þ can then be expressed in
terms of the independent standard normal variables Z ¼ ðZ0; Z1; . . .; ZN�1Þ
�N Nð0; 1Þ as R ¼ CZ. So, in terms of vector Z Eq. 9.3 becomes
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DP ¼ ~dCZþ 1
2
ZTðCT~CCÞZ: ð9:4Þ

To reduce the matrix-matrix multiplications in the gamma term to matrix-vector
multiplications, we follow the diagonalisation approach presented in [6, 7]. Using
spectral decomposition we can find matrices U and K such that
1=2CT~CC ¼ UKUT, where

K ¼
k0

k1
. .
.

kN�1

��������

��������

is a diagonal matrix but stored as a vector, and U is an orthogonal matrix
(UUT ¼ I) whose columns are eigenvectors of 1=2CT~CC. The diagonal elements ki
of K are eigenvalues of 1=2CT~CC. We substitute UKUT into the gamma term in
Eq. 9.4, and it becomes

1
2
ZTðCT~CCÞZ ¼ ZTUKUTZ ¼ ðUTZÞTKðUTZÞ ¼ HTKH; ð9:5Þ

where H ¼ UTZ. In order to use vector H in computing the delta term as well, we
transform the delta term as

~dCZ ¼ ðCT~dÞTZ ¼ ðCT~dÞTUUTZ ¼ ðCT~dÞTUH ¼ ðUTCT~dÞTH: ð9:6Þ

If we let vector B ¼ UTCT~d, the delta term can be written as BTH. The value
change DP of the portfolio, therefore, is

DP ¼ BTH þHTKH ¼
XN�1

i¼0

ðBiHi þ kiH
2
i Þ: ð9:7Þ

In Monte Carlo simulation we generate M N-dimensional vectors
Z ¼ ðZ0; Z1; . . .; ZN�1Þ. Using each Z we calculate a DP. We then sort the M DP’s
in ascending order. For a given percentile a, such as 5 %, the 1 day ð1� aÞ VaR is
the DP at the baMc-th position in the sequence.

9.3 Implementing the Simulation in OpenCL

We have implemented the Monte Carlo simulation in OpenCL [12]. In each trial of
the simulation a DP is calculated using Eq. 9.7. Before the simulation starts, vectors
B, K (conceptually is a matrix) and matrix U are already computed. They remain
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constant during the course of the simulation. The programming model [1] of Op-
enCL requires that we create a work space. The work space consists of a number of
work groups. A work group consists of a number of threads, with each thread
performing a work item. In our implementation we create a one-dimensional work
space with one-dimensional work groups. The structure of the work space is shown
in Fig. 9.1.

The work space in total has M0 threads. These threads are evenly distributed into
N 0 work groups. To finish M trials for the simulation, each thread performs M=M0

trials. For the i-th thread in the work space, that is, the thread whose global id is i, it
performs simulation trials within the range ½iM=M0; iM=M0 þM=M0 � 1�. In each
trial of the simulation a thread performs the following tasks:

1. Generate a N-dimensional uniformly distributed Sobol’ numbers on interval
½0; 1Þ.

2. Convert the Sobol’ numbers to independent standard normal variates and store
them in vector Z.

3. Compute vector H ¼ UTZ.
4. Compute the value change DP of the portfolio using Eq. 9.7.

Because we use the Box-Muller method [2] to convert two Sobol’ numbers to
two normal variates, in each iteration a thread actually performs two trials and
calculates two DP’s.

Now we briefly discuss how a N-dimensional Sobol’ number is generated by a
thread. We assume the thread is working on the i-th trial of the simulation. The
input to the Sobol’ number generation is a N rowsð Þ � D columnsð Þ matrix E storing
the pre-computed direction numbers from Joe and Kuo [10]. The number N is the
dimension of the Sobol’ numbers in the sequence, and D is the number of the
direction numbers for each dimension. In our implementation D is set to 32. We use
Si;j to denote the j-th, j 2 ½0;N � 1�, component of the i-th, i 2 ½0;M � 1� point in
the Sobol’ sequence, and Ej;k to denote the k-th, k 2 ½0;D� 1� number in the j-th
row of the direction number matrix E. Si;j is computed as

Si;j ¼ ½ðði ^ 20Þ � 0ÞEj;0 � ðði ^ 21Þ � 1ÞEj;1

� � � � � ðði ^ 2D�1Þ � ðD� 1ÞÞEj;D�1�=232;
ð9:8Þ

. .... . . . .. . . . . . . . .

work group
global work space

N
M = bN

thread / work item

Fig. 9.1 The organisation of the work space and work groups in the OpenCL implementation
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where ^ is the bitwise AND operator, � is the right shift operator and � is the
bitwise exclusive OR operator.

We suppose in an iteration the i-th i 2 ½0;M � 1� trial and the ðiþ 1Þ-th points in
the Sobol’ sequence have been generated as Si ¼ ðSi;0; Si;2; . . .; Si;N�1Þ and
Siþ1 ¼ ðSiþ1;0; Siþ1;2; . . .; Siþ1;N�1Þ. The Box-Muller algorithm will take pairs
ðSi;j; Siþ1;jÞ, j 2 ½0;N � 1� and output two normally distributed variates. The thread
then performs matrix-vector multiplication to compute two H vectors, and then two
DP’s. Once all the M DP’s have been computed the kernel quits. The DP’s are
copied back to main memory, and are sorted. An appropriate percentile is then
selected as the 1 day ð1� aÞ% VaR.

9.4 Experimental Result

We have tested the OpenCL-VaR implementation on an AMD FirePro V7900
graphics card (code name “Cayman Pro GL”). It has 1,280 ALUs. Its computing
cores run at 725 MHz, and memory runs at 1,250 MHz. As Fig. 9.2 shows, the
model has 20 compute units. Each compute unit contains 16 processing elements.
Each processing element contains 4 ALUs, which perform integer, single/double-

ultra-threaded dispatch processor

compute unit

PE PE

PE PE

PE PE

PE PE
...

PE PE

PE PE

compute unit

PE PE

PE PE

PE PE

PE PE
...

PE PE

PE PE

compute unit

PE PE

PE PE

PE PE

PE PE
...

PE PE

PE PE

. . .

registers

processing element

ALUs

branch execution unit

instruction and flow control

Fig. 9.2 Simplified block diagram of the FirePro V7900 GPU
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precision floating point and transcendental operations. Compute units operate
independently of each other.

In the test, we setup a hypothetical portfolio of 4,000 risky assets, that is,
N ¼ 4,000. We ran the simulation 50,000 times, thus, M ¼ 50,000. We set the
initial dollar value for each asset to 1. The time period we considered is set to 1 day,
so, Dt ¼ 1=365. It took the GPU 170 s to complete the simulation. The 1 day 95 %
value at risk was −1.8164. The largest loss and gain was −4.9 and 9.25, respec-
tively. Between these two extreme values we created 100 equal-sized bins. We
counted the number of times the value change fell into each of these bins. The
frequency graph is plotted in Fig. 9.3a and the cumulative distribution function of
the value change in Fig. 9.3b.

9.5 Conclusions

We have presented our design and OpenCL implementation on the delta-gamma
Monte Carlo VaR algorithm. We transferred the Monte Carlo simulation onto the
AMD FirePro V7900 GPU for it to perform after the computations before the
simulation were completed by the CPU in the same workstation. The organisation
of the work space that executes the kernel was a one-dimensional array divided
equally into a certain number of work groups. The total number of trials in the
simulation were performed by all the threads in the work space with each thread
performing an equal number of trials. The number of iterations performed by a
thread is half of the number of trials assigned to the thread. This means in each
iteration the thread performs two trials because the Box-Muller method takes two
uniformly distributed variates and outputs two normally distributed variates. The
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Fig. 9.3 Density and cumulative distribution functions of the portfolio value change. The x-axes
of the two figures are both labelled by the loss/gain of the portfolio. The y-axis of a is labelled by
frequency. The y-axis of b is labelled by probability
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experiment on the AMD GPU used a portfolio of 4,000 assets and a simulation with
50,000 trials. It took the GPU 170 s to finish the simulation. In future we will
optimise the GPU implementation to improve the performance of the OpenCL-VaR
program.
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Chapter 10
Deserializing JSON Data in Hadoop

Shih-Ying Chen, Hung-Ming Chen, I-Hsueh Chen
and Chien-Che Huang

Abstract MapReduce provides an efficient programming framework for process-
ing big data in parallel in Hadoop. On the other hand, as the digitalized data
becomes bigger as the advances information of technology, deserializing big JSON
data into paths in advance can benefit queries on the data. Therefore, using
MapReduce framework to deserialize big JSON data into JSON paths is applicable.
In this paper, we propose an efficient JSON data processing mechanism based on
MapReduce framework. The mechanism includes a redesign of JSONInputFormat
class and the other two Map and Reduce functions.

Keywords JSON � Big data � MapReduce � Hadoop

10.1 Introduction

MapReduce [3, 8, 11] provides an efficient programming framework for processing
big data in parallel on Hadoop [2, 9, 10]. The framework is composed of the Map
and Reduce phases. During the Map phase, the mappers obtain data from the HDFS
and compute them. The results of the mappers are passed to the Reducers to
generate the final result in the Reduce phase.

Java Script Object Notation (JSON) [4, 7] is a data-interchange format, which is
easy for machines to parse and generate. Being a data-interchange format, JSON is
widely used by many applications, such as publishing open data. The basic
structures of JSON are name/value pairs and arrays of values. In JSON, an object is
an unordered set of name/value pairs, and an array is an ordered set of values.
Values are typed as strings, numbers, objects, or arrays.
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As to research considering both JSON and MapReduce framework, Jaql [1, 12]
processes JSON data in parallel by using Hadoop’s MapReduce framework. Jaql is
a functional query language that provides users with a simple, declarative syntax for
filtering, joining, and grouping JSON data.

In other ways, deserializing JSON data into paths in advance can benefit queries
on JSON data. Therefore, using MapReduce framework to deserialize big JSON
data into JSON paths is applicable. For example, JSONPath [5, 6] expressions,
which refer to JSON structures in the same way as XPath expressions, allow users
to query on JSON documents.

In this paper, we propose an efficient data processing mechanism based on
MapReduce framework for big JSON data. Different from Jaql, in our proposed
mechanism, JSON documents are deserialized into paths for future uses, such as
JSON querying, indexing, or mining, etc.

10.2 Analysis and Design

The basic structures of JSON include nested objects and arrays of name/value pairs.
In addition, values are typed. In order to deserialize JSON data into paths, infor-
mation of such structures, including parent-child relationships and types of values,
should be recorded. However, a JSON file is fragmented into several splits in
MapReduce, the parent-child relationships may be lost after being fragmented.
Therefore, a reconstruction of the parent-child relationships among splits during the
process of deserializing JSON data into paths is required. This paper proposes a
mechanism to deal with JSON data in parallel by the MapReduce framework.

First of all, a JSONInputFormat function is modified from the TextInputFormat
class, which is inherited from the InputFormat class in the MapReduce framework.
Original TextInputFormat class does not meet the aforementioned requirements.
The pseudocode of the JSONInputFormat function is illustrated in Fig. 10.1. The
input of the class is a JSON document, and the output is a set of key-valued pairs,
where values are name/value pairs in a JSON file and keys are the offsets of the
names in the file.

Secondly, we design a MapReduce class to retrieve objects, arrays, and their
types of values. The Map function in the class is shown in Fig. 10.2. The function
reads from the start of a JSON file to retrieve objects and their positions. It also
finds arrays and their positions.

The Reduce function in the class is shown in Fig. 10.3. The function reads the
output of the Map function, and reconstructs the parent-child relationships
according to the position of objects and arrays by using stacks.

An example of our proposed mechanism is illustrated in Figs. 10.4 and 10.5. In
Fig. 10.4, the JSON document includes an array of four objects, one of which has
another nested object. The file is fragmented into two splits, split 0 and split 1. Two
mappers are invoked by the MapReduce to process the two splits. The mappers
retrieve objects and arrays and generate key-value pairs, whose keys are the positions,
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Input: Path file = split.getPath();
Output:<k1,v1>=<(fk, fv>// Key: offset, Value: name/value pair in JSON
 JSONInputFormat(){ 

byte[] separator = ",".getBytes();
byte[] separator2 = "{".getBytes();
byte[] separator3 = "}".getBytes();
byte[] separator4 = "[".getBytes();
byte[] separator5 = "]".getBytes();
start = split.getStart();
end = start + split.getLength();
if (codec != null) {

in= new NewLineReader(codec.createInputStream(fileIn), job);
end = Long.MAX_VALUE;

} else {
if (start != 0) {

skipFirstLine = true;
  this.start -= separator.length;

fileIn.seek(start);
  } 

if (this.bufferPosn>= this.bufferLength) {
bufferPosn = 0;
bufferLength = in.read(buffer);
if (bufferLength<= 0) {

break;
  } 
  } 

intstartPosn = this.bufferPosn;
for (; bufferPosn<bufferLength; bufferPosn++) {

if ( sepPosn> 0  && buffer[bufferPosn] != separator[sepPosn]) {
sepPosn = 0;

    } 
if (buffer[bufferPosn] == separator[sepPosn]) {

bufferPosn++;
int  i = 0;
for (++sepPosn; sepPosn<separator.length; i++, sepPosn++) {

if (bufferPosn + i>= bufferLength) {
bufferPosn += i - 1;
break;

     } 
if (this.buffer[this.bufferPosn + i] != separator[sepPosn]) {

sepPosn = 0;
break;

      } 
      } 

if (sepPosn == separator.length) {
bufferPosn += i;
newline = true;
sepPosn = 0;
break;

    } 
bufferPosn--; 

  } 
this.bufferPosn=(this.bufferPosn-startPosn)==1?this.bufferPosn:this.bufferPosn-1;
intreadLength = this.bufferPosn - startPosn;
bytesConsumed += readLength;
if (readLength>maxLineLength - txtLength) {

readLength = maxLineLength - txtLength;
}
if (readLength> 0) {

record.append(this.buffer, startPosn, readLength);
txtLength += readLength;
if (newline) {

str.set(record.getBytes(), 0, record.getLength());
  } 
 } 
} while (!newline && (bytesConsumed<maxBytesToConsume));

Fig. 10.1 JSONIntputFormat() function
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Input:<k1,v1>=<(fk, fv> Key: offset Value: name/value pairs in JSON
Output:<k2,v2>=<ak,av>
//replace objects’ {}
if (str.indexOf("{") >= 0) {

xray = true;
//X’s{ 
doubleA = "";
for (int i = CountA; i > 0; i--) {

doubleA += Countstring+Countnumb+" ";
  } 

//Y’s{   
newStr = str.replace("{", "" + Countstring + Countnumb +" "+ doubleA );

CountB = CountA;
CountA++;

} 
else if (str.indexOf("}") >= 0) { 

//X’s}   
xray = false;

doubleB = "";
for (inti = CountB; i > 0; i--) {

doubleB +=String.valueOf(Countstring)+Countnumb+" ";
  } 

//Y’s} 
newStr = str.replace("}", "/" + Countstring + Countnumb +" "+ doubleB );
CountB--; 
CountA--; 

// next number
if (CountA == 0) {

Countnumb++;
 } 
 } 
// replace arrays’ []
if  str.indexOf("[") >= 0  {

//X[
doubleC = "";
for (inti = CountC; i >= 0; i--) {

doubleC +=Countstring2+(Countnumb2)+" ";
 } 

//Y[
if(xray){

newStr = str.replace("[", ""+doubleA+ Countstring + Countnumb+" "+doubleC );
 } 

else
newStr = str.replace("[", ""+doubleA+ Countstring2 + Countnumb2 +" "+ doubleC 

);

CountD = CountC;
CountC++;

} 
else if (str.indexOf("]") >= 0) {

//X]
doubleD = "";
for (inti = CountD; i >= 0; i--) {

doubleD +=Countstring2+(Countnumb2)+" ";
}

//Y]
if(xray){

newStr = str.replace("]", "/" +doubleA+ Countstring + Countnumb+" "+ doubleD); 
 } 

else 
newStr = str.replace("]","/" +doubleA+ Countstring2 + Countnumb2 +" "+ doubleD 

);
CountD--; 
CountC--; 
//New next number[]
if (CountC == 0) {

Countnumb2++;
 } 
} 

Fig. 10.2 Map function
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and values are the objects and arrays. In this example, the array is named “a0” and
the objects are named “name” and “big”. In Fig. 10.5, the pairs are shuffled to the
Reducers, which generate the final results, the deserialized JSON paths. The dese-
rialized paths include “/a0/name/big”, “/a0/name”, “/a0/name”, and “/a0/name”,
whose values are “A”, “b”, “c”, and “d”, respectively.

Input: <k2,v2>=<(fk1,fk2…fkn), fvi>
Output:<k4,v4>=<aki,avn>
if(key.get() > 0 ){  

stockArr= new String[al.size()];
stockArr=al.toArray(stockArr);
stockArr1= new String[a2.size()];
stockArr1=a2.toArray(stockArr1);
for(int k=0;k<stockArr.length;k++){
afterConvert = Integer.parseInt(stockArr1[k]);//key stringtrun to intger
if(key.get() == afterConvert&& stockArr1[k] != null){
for(Text val:values){

stockArr[k].replaceFirst(",","");
String [] sob =val.toString().split(" ");
String [] soa = stockArr[k-1].toString().split(", ,")
int a =soa.length+sob.length;
String[] soc = new String[a];
for (int h=0;h<soc.length;h++){  
if (h<soa.length){

soc[h] = soa [h]; 
  } 

else{
soc[h] = sob [h-soa.length]; 

    } 
}  

for (h = 0; h<soc.length;h++) {  
System.out.println(soc[h]);}
for (i=0;i<soc.length;i++) { 

if  i==soc.length-1 {
System.out.println(soc[soc.length-1]);
rvalue=stack.push(soc[soc.length-1]);//printed out the last value
context.write(newText(stack.prints()),new Text(""));
break;

   } 
for  (j=i+1;j<soc.length;j++){ 

if(soc[j].equals(soc[i])){
soc[j] =soc[i] ="";
break;

    } 
else if  j==soc.length-1 &&soc[i] != null { 

if(soc[i]==""){
break;

     } 
    } 

rvalue =stack.push(soc[i]);
System.out.println("Data"+stack.prints());

   } 
  } 
 } 
} 

Fig. 10.3 Reduce function
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10.3 Conclusions

Deserializing JSON data into paths in advance can benefit queries on JSON data,
especially big JSON data. Therefore, using MapReduce framework to deserialize
big JSON data into JSON paths is important. In this paper, we propose an efficient
data processing mechanism based on MapReduce framework for big JSON data.

Fig. 10.4 An illustrative example: Map function

Fig. 10.5 An illustrative example: Reduce function
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The proposed mechanism reconstructs the parent-child relationships in a JSON file
during the deserializing process. The mechanism includes a redesign of JSONIn-
putFormat class and the other two Map and Reduce functions.
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Chapter 11
Design of a Mobile Brain-Computer
Interface System with Personalized
Emotional Feedback

Hung-Ming Chen, Shih-Ying Chen, Ting-Jhao Jheng
and Shao-Chin Chang

Abstract This study design was based on the emotional evaluation training and
instant feedback system on mobile devices linked to brainwave measurement
instruments. Through the handheld device software, the evaluation framework for
content playback, such as music, videos, photos, etc., was built, and the algorithms
for evaluating personalized emotions were developed. The users wore the brain-
wave measurement instruments to measure the parameters of the brainwaves during
the guidance of emotions and to calculate the rates of their emotional influences and
trigger keys stored in the database. The evaluation results can be used as the voice
or prompt text of the system to provide an immediate personalized emotional
feedback response to users.

Keywords Brain-computer interfaces � Mobile devices � Emotion identification �
Brainwave feedback

11.1 Introduction

The stress of work, schoolwork, family, economic pressures, and other various
factors faced by modern people can easily lead to physical and mental fatigue,
panic, insomnia, etc., and can even lead to mental illness in the long term. Listening
to music can effectively achieve relaxation and reduce the psychological stress. In
the past, traditional research on emotions had no customized services or feedback
mechanism for a particular emotion. Relevant studies indicate that music may be
effective healing method to influence the music through listening alpha or beta
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waves [3, 4], however, there is no effective way to know exactly the result of music
feedback, so the music feedback will be a research.

Parts of the brain that control the activities have been defined [7] by experts in
the field of science of the nervous system. For example, the top of the brain controls
the limbs; the rear of the brain is responsible for the control of force, human
emotions, mental state, and state of concentration. Different neural activities will
produce different brainwave patterns, thus demonstrating a different brain state.
Different brainwave patterns make brainwaves of different amplitude and fre-
quency. Beta waves, which are brainwaves between 12 and 30 Hz, mean the brain
is in a focused state. Alpha waves, which are brainwaves between 8 and 12 Hz,
mean the brain is in a calm, relaxed state.

Regarding human physiological signals and cognitive analysis research, in the
1920s, German neurologist Berger [1] started conducting research on human
brainwaves. After decades of research, the results showed that measurement anal-
ysis of the brainwaves can show whether or not the user’s mental/cognitive status is
in a sober state. However, few studies have been able to measure such brainwave
signals in real-time. Until recent years, the speed of the computer signal processing
technology increased until it could sufficiently process the complex brainwave
signals measured in real-time. Information about the mental status thus gradually
revealed a research in information science called affective computing.

11.2 Methods

11.2.1 Brainwaves

Brainwave training has already reached the state where people can freely enter
different brainwave states. The brainwave segments: delta, theta, alpha, beta, and
gamma is shown in Table 11.1.

Because brainwave feedback training is a complex training pattern that aims to
let people experience a specific state of consciousness and how to enter these states.
For example, a sound or visual message can be used to create a personal feedback
mode, and this requires implementing personal tasks many times to achieve the
most effective feedback mode.

Table 11.1 Each brainwave
frequency segment Brainwave type Frequency range (Hz)

Delta δ 1–3

Theta θ 4–7

Alpha α 8–9 (low), 10–12 (high)

Beta β 13–17 (low), 18–30 (high)

Gamma γ 31–40 (low), 41–50 (mid)
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11.2.2 Brain-Computer Interface Control

11.2.2.1 The Overview of Brainwave Sensing Device

Usually, brainwaves are measured by trained personnel who place many measuring
electrodes, as well as gel, on the head. This traditional measurement method is
cumbersome and often leads to incorrect results or interruptions that delay each
measurement for a long time. NeuroSky in 2009 released the first Brain-Computer
Interfaces (BCI) control. Neurosky MindSet is different from the past BCI devices.
It is a single EEG channel comparing with the traditional multi-channels EEG
technology and makes wearing easier and more comfortable with no need of people
to help you wear it. The NeuroSky product uses its patented ThinkGear chip that
can filter out the noise from the EEG to get eSense [5].

Traditional brainwave measuring instruments are only used to display the results
and analysis on the computer and had low portability and device durability. We
combined the convenience, durability, and portability of mobile phones with the
brain-computer interface (BCI) technology of Neurosky’s brainwave headset
(Mindset) to carry out real-time acquisition and analysis of EEG data and send the
current attention, meditation, and other values [6] to a smartphone with Bluetooth
wireless technology, so as to easily interpret the current state of mind.

Our way of focus can cause a measurable shock to brainwaves, which is
recorded [2] by EEG. Scientists in the application of EEG confirmed that different
forms of focus will form different brainwave frequencies. Brainwave activities are
usually recorded in the range of 1–50 Hz. The so-called brainwave refers to the
electrical activity of the brain. Current activities at all times are recorded and
converged into an electric current pulse called the brainwave, which can be mea-
sured through the forehead (called FP1 area in neuroscience) using brainwave
headset sensors.

Therefore, this system measured the users’ brainwave state while they were
listening to music or watching videos, photos, and so on, and scored their current
state. Through the scores, users can understand what kind of music, movie, or photo
has the greatest influence on their emotion. In addition, through the manner of real-
time voice or text, the relative voice or text is given to the user’s emotion, enabling
the user to adjust their emotional state through voice. The schematic diagram of the
overall system is shown in Fig. 11.1.

11.2.3 Brainwave Feedback of Emotional Control System

11.2.3.1 System Overview

With Android smart phone, we achieved emotional control and adjustment and
emotional effect rating. The brainwave sensing headset should be connected to the
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Android smart phone via Bluetooth to apply this system, including the training
mode and real-time mode. Refer to Fig. 11.1 for the applied schematic diagram of
wearing brainwave sensing headsets, and Fig. 11.2 for the whole screen of the
system.

The sequential diagram is used to illustrate the sequential relationship of calls
and returns between programs or modules. For example, Figs. 11.3 and 11.4 show
the training mode sequential diagram of the brainwave feedback for emotional
control system: The content called the brainwave data access unit is followed by the
user conducting the entertainment unit and then the mood scores and record storage.

11.2.3.2 Training Mode

For the screen composed of four units, refer to the training mode interface diagram
in Fig. 11.5a. The content of each entertainment unit includes a music subsystem,
film subsystem, photo subsystem, and database subsystem. The entertainment unit
content contrasts the general users’ relaxation approaches and at the same time
conducted brainwave data acquisition and analysis. After the analysis, the emo-
tional impact score is displayed and stored in the database subsystem. A part of the
algorithm is described in Sect. 11.2.3.4. The database subsystem is described in
Sect. 11.2.3.5.

Fig. 11.1 The applied schematic diagram of wearing EEG measurement headsets
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11.2.3.3 Real-Time Mode

The content uses a line chart to show the user’s current attention (in red) and
Meditation (in blue). Refer to Fig. 11.5b for the real-time mode interface diagram.
In addition to the brainwave line chart, this mode can also produce a voice every
10 s to remind users to adjust their emotional state. A part of the algorithm is
described in Sect. 11.2.3.4.

Fig. 11.2 System operation interface diagram
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Fig. 11.3 Training mode sequential diagram

Fig. 11.4 Real-time mode sequential diagram
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11.2.3.4 Algorithm Design

The phenomenon with electrical shock characteristics and electrical wave generated
in general human brain cell activity is called a brainwave. Recent medical studies
have proven that various activities in the human brain, including thoughts, emo-
tions, desires, etc., are revealed by the current and chemical reactions, and wave-
forms of different vibration frequencies can be measured by brainwave instruments.
In studies by Crowley et al. [8], the intensities of Meditation degree and attention
degree were calculated. Refer to Fig. 11.6 for the emotional interval determination
conditions. Therefore, this study refers to the design of emotional scoring algo-
rithm, converted into a score from 0 to 100, as shown in Eqs. (11.1)–(11.2).

11.2.3.5 Database Subsystem

As a result of storing user scorings, which will help further analysis, the database
field design is as shown in Table 11.2.

Fig. 11.5 a Training mode interface diagram. b Real-time mode interface diagram

Table 11.2 Database field
design Field name Example

_id(PK) 1

name(not null) Ting-Jhao Jheng

object(not null) Music subsystem

object_name(not null) Andy Lau-desensitizing water

attention_score 98

Meditation_score 64
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Meditation degree X ¼ 100�Meditation time below 40
overall time

� 100 ð11:1Þ

Attention degree X ¼ 100� Attention time below 40
overall time

� 100 ð11:2Þ

11.3 Conclusions

The ultimate goal of this study is to recommend to each user a personalization
system, which can help adjust emotions according to the different needs and also
adjust the current mood through the real-time mode. The system development can
be used as a framework, to introduce the essential oil case to adjust the emotional
state in the future. The brainwave sensing headphone was used to combine appli-
cation for the development of the emotional control system, in order to feedback
emotion to the user in a way different from the past. This research will continue to
conduct the experiments and analysis of focus and relaxation and to achieve per-
sonal emotional adjustment.
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Chapter 12
Efficient XML Data Processing Based
on MapReduce Framework

Shih-Ying Chen, Hung-Ming Chen and Wei-Chen Zeng

Abstract Due to the advances of information technology, new devices generate
amount of data. Especially, XML is a standard format for data exchange. Therefore,
processing big XML data is an important topic. We propose an efficient XML
data processing mechanism, which includes a design of XMLInputFormat class,
MapReduce modules, and an HBase schema. The mechanism scans an XML
document to reconstruct parent-child relationships in the document. It generates
deserialized paths, which are stored in HBase.

Keywords XML � Big data � MapReduce � Hadoop

12.1 Introduction

In recent years, due to the advances of information technology, new devices gen-
erate amount of data, such as mobile phones and sensors. As a result, processing
such big data becomes an important topic. Cloud computing technology is useful to
achieve the purpose. For example, [5] provides efficient search result by a cloud
computing framework consisting of thousands of computers.

In order to process big data, MapReduce framework [2, 4, 9, 11] is adopted.
MapReduce, which works on the Hadoop Distributed File System (HDFS) [10], is
one of the most important data processing frameworks. It divides the computing
process into the Map and Reduce phases. The input data of the mappers is a set of
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key-valued pairs, denoted by <key1, value1>. The Mappers process the pairs to
generates another set of pairs, denoted by <key2, value2>. <key2, value2> pairs of a
Mapper are hashed into region files by a hash function of key2. Therefore, the pairs
of the same value of key2 are hashed into the same region file. A Reducer then reads
the hashed pairs from its own region files, and merges the pairs to generate a list of
pairs, denoted by <key2, list(value2)>. The pairs are further computed to generate
the final result in each Reducer.

In the MapReduce framework, distributed cache [7] can be used to distribute
read-only data files. It is a facility to cache files needed by MapReduce applications.
It increases the efficiency of applications if the cached data is not too large.

For storing data in the cloud, HBase [6] is a widely-used distributed storage
system. HBase provides random, real time read/write access to big data. In contrast
with traditional relational databases, HBase is a column-based database, which can
store very large tables. It provides APIs for programmers to read/write HBase
tables.

Extensible Markup Language (XML) is a standard format for data exchange. It is
used for handling all types of complex documents, supporting information inqui-
ries, electronic data interchange and other applications. Many studies focus on
efficient XML indexing scheme [1, 3, 8], XML parsing, XML data mining, etc.
However, these XML data processing techniques do not consider how to cope with
big XML data.

In this paper, we propose an efficient data processing mechanism based on
MapReduce framework for big XML data. We take advantages of MapReduce
framework and the distributed cache technique. In the proposed mechanism, XML
documents are deserialized into paths, which are stored in HBase [6] for further
uses, such as XML querying, indexing, or mining, etc.

12.2 Proposed Method

An XML document consists of data content and structure. The structure consists of
nested tags and forms parent-child relationships. For example, there are four tags in
the XML document in Fig. 12.1. They form an XML tree. However, during the

Fig. 12.1 An XML
document
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processing of MapReduce, an XML file is fragmented into splits. As a result, the
parent-child relationships among tags are damaged. In this paper, we propose a
method to reconstruct parent-child relationships among the splits in order to dese-
rialize XML documents into paths, which will be stored in HBase. The deserialized
paths are useful for XML querying, indexing, mining, etc. The proposed mechanism
includes four parts: a design of XMLInputFormat class, two MapReduce modules,
and an HBase schema design.

We design an XMLInputFormat class, which inherits the InputFormat class in
MapReduce, for the purpose of processing big XML data. Figure 12.2 illustrates the
pseudo code of the class. The XMLInputFormat function in Fig. 12.2 copes with
two main goals. The first one is records the tags’ starting offsets in an XML
document as well as their contents. The second one is that the content of each tag
must be complete in the function.

The input of the XMLInputFormat function is an XML file. The output is a set of
key-valued pairs, whose keys are starting offset of tags and values are tag names as
well as their data content. Since the output records the positions where tags start in
an XML document, the Mappers can take advantage of the information.

In addition, since the aforementioned splits may start at any file position, tags as
well as their contents may thus be separated between splits. For example, Fig. 12.1
illustrates the three splits of the document. Therefore, to achieve the second goal,
the XMLInputFormat function continues scanning the texts in the next split if
necessary in order to retrieve a complete content data of the processing tag. For
example, in Fig. 12.1, if the file is fragmented into two splits at the position before
the string “$”, in order to retrieve a complete tag as well as its content, the
XMLInputFormat function continues scanning the texts to the end tag “</D>” even
if the tag “</D>” is in the second split.

We reconstruct the damaged parent-child relationships of the aforementioned
splits by two MapReduce modules. The first one scans each split to get elements
that are across splits. The second one reconstructs the parent-child relationships.

The pseudo code of the first module is shown in Fig. 12.3. The module records
the elements that are across splits and stores the information into distributed cache.
The input of the module is the output of the XMLInputFormat function, and the
output of the module is the positions of the start tags that are across splits.

The process of Fig. 12.3 is illustrated in Fig. 12.4. In Fig. 12.4, the XML
document is fragmented into splits 0–2. Each split is processed by an XMLIn-
putFormat function to generate the output. The output of the module is a set of
key-valued pairs, whose keys are tag names and values are the positions of the tags.
They are <0, <A>>, <11, <C>>, <22, </C>>, <34, </A>>, since the elements of
<A> and <C> are across splits. The numbers of the pairs are the positions of the
tags. The output is stored in a distributed cache.

The pseudocode of the second module is shown in Figs. 12.5 and 12.6.
Figure 12.5 shows the Map function. The input of this function is an XML doc-
ument. The Mappers read the splits of the XML document to generate key-valued
pairs, whose keys are the positions, and values are tags as well as their content texts.
The pairs are shuffled into Reducers, whose pseudocode is shown in Fig. 12.6.
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Input: Path file = split.getPath();

Output:<k1,v1>=<fkn, fvi>//fkn fvito XMLInputFormat cutting out Key: String 
offset, Value: <tag> and <content_text>
XMLInputFormatclass{
1. XMLInputFormat function{
2. Byte[] Start separator = "</".getBytes();
3. Byte[] End separator = ">".getBytes();
4. this.maxLineLength = job.getInt("mapred.linerecordreader.maxlength",
5. Integer.MAX_VALUE); 
6. start = Start position;
7. end = End position control slice;
8. if  start ! =  0 {  
9. this.start - = separator.length;
10. fileIn.seek(start);
11. } 
12. fvi = start;
13. while  pos< end  {
14. newSize = in.readLine(value, maxLineLength,
15. Math.max((int) Math.min(Integer.MAX_VALUE, end - pos), maxLine-

Length));// Read the contents of a line
16. pos += newSize;
17. if  newSize smaller than the file size{
18. break;
19.  } 
20. for  bufferPosn<  buffer.Length-1 {
21. if  sepPosn> 0 && buffer[bufferPosn] != Start separator [sepPosn]  {
22. sepPosn = 0;
23. }     
24. if  buffer[bufferPosn] == Start separator [sepPosn]  {
25. sepPosn = 0;
26. bufferPosn++;
27. Set the value of  i  to  0;
28. for (++sepPosn; sepPosn< Start separator.length; i++, sepPosn++) {
29. if  bufferPosn + i>= bufferLength {
30. Over an array of values ; 
31. bufferPosn += i - 1;
32. break;
33. } 
34. if  this.buffer[this.bufferPosn + i] != Start separator [sepPosn]  {
35. sepPosn = 0;
36. break;
37. } 
38. } 
39. if  sepPosn == Start separator.length  {
40. while this.buffer[this.bufferPosn] != End separator[0] {
41. bufferPosn++;
42. if(bufferPosn>this.buffer.length-1){ 
43. bufferPosn-=2;
44. sepPosn = 0;
45. break;
46. } 
47. }  
48. bufferPosn++;
49. newline = true;
50. sepPosn = 0;
51. readLength = this.bufferPosn - startPosn;
52. bytesConsumed += readLength;
53. if (newline) {
54. fvi =str.set(record.getBytes(), 0, record.getLength()); 

Output:<k1,v1>=< fkn, fvi >; 
55. } } } } }} 

Fig. 12.2 XMLInputFormat class
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In Fig. 12.6, the input of this function is the output of the Map function, and
the output of the function is the deserialized XML paths. In the phase, by using the
key-valued pairs from the Mappers and the distributed cache, the final result, i.e.
deserialized XML paths, is generated.

The process of the second module is illustrated in Fig. 12.7. In Fig. 12.7, the
Mappers read the three splits of the XML document to generate key-valued pairs,

Input:<k1,v1>=<fkn, fvi> Key: String Offset, Value: <tag> and <content_text>
Output:<k2,v2>=<aki,avi>//aki, avi string offset the parent class of XML tags 
1. Map class{
2. Map function{
3. Stack[ ]=new Stack [ ];
4. k2 is Set the value of k1; 
5. Tagname is an array storing v1.tags; 
6. For  i = 0  to Tagname.length-1{
7. If  (i == Tagname.length-1){ 
8. If  Tagname != null {
9. Stack.push(Tagname[i]);
10.  } 
11. } 
12. For  j =i+1  to  Tagname.length-1{
13. If  values are equal { 
14. Tagname Intermediate value less;
15. break;
16. }else if  j == Tagname.length-1{
17. Stack.push(Tagname [i]);
18. } 
19. output<k2,v2>=<[ak1,av1][ak2, av2]…[aki,avi]>;
20. } } } } 

Fig. 12.3 Pseudocode of the first module

Fig. 12.4 Illustration of the first module
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whose keys are the positions, and values are tags as well as their content texts. The
pairs are shuffled into Reducers. The Reducers use the pairs and read the distributed
cache to generate the final result, the deserialized XML paths.

The deserialized XML Paths are stored into HBase for further uses. Our pro-
posed HBase schema is shown in Fig. 12.8. Based on the schema, the HBase table
of XML document in Fig. 12.1 is illustrated in Fig. 12.9. Users can utilize the
deserialized XML paths to index, query, or mine XML documents.

Input: <k1,v1>=<fkn, fvi>  Key: String offset, Value: <tag> and <content_text>
Output:<k3,v3>=<aki,rvi>
1. Map class{
2. Map function{
3. Stack[] = new Stack[ ];
4. k3 is Set the value of k1; 
5. Tagname is an array storing v1.tags; 
6. Tagname is value Cutting;
7. For  i=0  to  Tagname-1{
8. Stack.push(Tagname);
9. If  Encounters the end tag {
10. output <k3,v3>=<[ak1,av1][ak2, av2]…[aki,avi]>;
11.            }  } } } 

Fig. 12.5 Pseudocode of the Map function in the second module

Input:<k3,v3>=<aki,avi> 
Output:<k4,v4>=<aki,rvn>,where aki string that represents the offset and Value: 
String offset pursuant to distinguish <tag> sort and merge
1. Reduce class{
2. Setup(Context context) function{
3. Read <k2,v2>=<aki,avi> into distributedcacahe; 
4. StringTokenizertokenizer = new StringTokenizer(line," ");
5. aki =tokenizer.nextToken().trim();
6. avi = tokenizer.nextToken();
7. } 
8. Reduce function{
9. k4 is Set the value of  k3;
10. if  k2.aki  < k3.aki{
11. for  Text  val:values{
12. Av<t> = <v2>avi.length+<v3>avi.length;
13. for  h = 0  to  Av<t>.length-1{   
14. if (h  < <v2>avi.length){
15. Av<t> [h] = <v2>avi. [h]; 
16. }else{
17. Av<t> [h] = (v3) avi [h - <v3>avi.length]; 
18.  } 
19. } 
20. for  i =0  to  Av<t>.length-1{
21. stack.push(Av<t> [i]);
22. if   i  == Av<t>.length-1 {
23. output <k4,v4><[ak1, rv1][ak2,rv2]…[akn, rvn]>;
24. } } } } } } 

Fig. 12.6 Pseudocode of the Reduce function in the second module
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12.3 Conclusions

In this paper, we propose an efficient data processing mechanism based on Ma-
pReduce framework for big XML data. The proposed mechanism includes four
parts: a design of XMLInputFormat class, two MapReduce modules, and an HBase
schema design. The mechanism reconstructs parent-child relationships among the
MapReduce file splits and deserializes an XML document into paths, which are
stored in HBase for further uses. The result of our research can utilize XML
querying, indexing, mining, etc.
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No. NSC-100-2221-E-025-014. The authors are also grateful to the reviewers for their helpful
comments.

Fig. 12.7 Illustration of the second module

row_key Column family: cf1

XML_path Column qualifier: context_text

Fig. 12.8 HBase schema for storing deserialized XML paths

row_key Column family: cf1

‘/A/B’ context_text= ‘&’ 

‘/A/C/D’ context_text= ‘$’

‘/A/E’ context_text = ‘%’ 

Fig. 12.9 HBase table storing the deserialized XML paths
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Chapter 13
Examining Organizational Value
Co-creation Behavior from the Perspective
of Service Science

Huan-Ming Chuang and Chyuan-Yuh Lin

Abstract S-D logic is a more robust framework for service science than the tra-
ditional goods-dominant (G-D) logic that emphasizes the importance of operant
resources and value co-creation. This study examines the dynamic nature of
organizational value co-creation behavior by DEMATEL-based ANP. Major
research findings can be expected to provide helpful guidance for the effective
promotion of organizational value co-creation behavior to leverage the operant
resources to their maximum potentiality.

Keywords Service dominant logic � Value co-creation � DEMATEL-based ANP

13.1 Introduction

Academics and practitioners both notice the important relationships among service,
performance, and competitive advantage. The link between superior performance
and competitive advantage has been well validated. Yet according to Lusch et al.
[17], there is little evidence of significantly increasing service; therefore, they posit
that a relatively new perspective, named service dominant (S-D) logic is needed to
view exchange, markets, and competing through service.

S-D logic is a more robust framework for service science than the traditional
goods-dominant (G-D) logic [18], with the following important tenets: (1) service is
conceptualized as a process, rather than a unit of output, (2) service focuses on
dynamic (or operant) resources, such as knowledge and skills, rather than static (or
operand) resources, such as natural resources, and (3) service looks upon value as a
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collaborative process between stakeholders (i.e., providers and customers) rather
than producers create then deliver to customers.

Under this background, organizational performance and competitive advantage
hinge on the effectiveness of its value co-creation network formed by participatory
employees. Since knowledge and skills are important operant resources under S-D
logic, knowledge sharing behavior is one of essential value co-creation activities
that deserve deep examination. Knowledge sharing between employees and within
and across teams allows organizations to exploit and capitalize on knowledge
related resources [8, 11] to create and sustain competitive advantages in a highly
competitive and dynamic economy [11, 13].

Because knowledge sharing behavior is occurring in social process, besides
technology investments, other social and environmental factors are required for its
final success. Consequently, social-technical approach is appropriate to help us
understand the way in which technology is adapted and used in an organization [7].

As a result, this study follows social cognitive theory to first identify important
elements related to environmental, personal, and behavioral dimensions from lit-
erature review. Then appropriate tools from multi criteria decision making
(MCDM), such as DEMATEL and ANP are applied to explore the triple reciprocity
of value co-creation behavior.

13.2 Theoretical Background

This study bases on social cognitive theory to explore the triple reciprocity of
organizational value co-creation behavior. Related theories are discussed below.

13.2.1 Social Cognitive Theory

Social cognitive theory (SCT) is a widely accepted, as well as empirically validated
model of individual behavior [10]. It is based on the premise that cognitive and
other personal factors, environment influences, and behavior are reciprocally
determined [26].

In general, personal factors include personality and demographic characteristics;
and environmental influences come from social pressure or unique situational
characteristics. According to SCT, individuals choose the environments they
involved in, and are influenced by the environment incidentally. Furthermore,
cognitive and personal factors determine, as well as reshaped by behavior. Finally,
behavior in a given situation is affected by environmental or situational charac-
teristics, which are impacted by behavior in turn. Bandura denotes the nature of
these relationships as “triadic reciprocity.” This study concerns the dynamic
interactions in organizational value co-creation context.
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13.2.2 Organizational Value Co-creation Behavior

This study concentrates organizational value co-creation from the perspective of
organizational citizenship behavior (OCB), including organizational identification,
altruistic behavior and knowledge sharing behavior.

According to Organ [20], OCB is defined as work-related behaviors that are
discretionary, not related to the formal organizational reword system, and, in
aggregate, promote the effective functioning of the organization. Williams and
Anderson [25] further divided OCB into two major dimensions: (1) behaviors
directed at specific individuals in the organization, such as courtesy and altruism
(OCB-I); and (2) behaviors concerned with benefiting the organization as a whole,
such as conscientiousness, sportsmanship and civic virtue (OCB-O). This study
follows this classification of OCB, and adopts organizational identification as OCB-
O, and altruistic and knowledge sharing behavior as OCB-I respectively.

13.2.3 Organizational Climate

Organizational climate refers to the perceptions and feelings of organizational
members regarding their work environment [12]. It is multi-dimensional in nature
and assumed to influence personal motivation and behavior [15, 16]. For example,
Schulte et al. [22] maintain that organizational climate plays an important role in
understanding organizational members’ attitude, and prove individual’s evaluation
of the climate is positively related to their attitude. Specifically, the more positive
the perception of the organizational climate, the more energetic the collective
attitude should be.

Different aspects of organizational climate have been identified to be critical
drivers for knowledge sharing, such as top management support [6], employee
involvement [5], stimulus to develop new ideas [24], an open and freely expressive
climate to keep information flowing [14], and reward systems linked to knowledge
sharing [4].

13.2.4 Self-efficacy and Outcome Expectations

In terms of personal factors, SCT emphasizes two sets of expectations as the major
cognitive forces guiding behavior. The first set of expectations relates to outcome
expectations, and the second set encompasses self-efficacy [1–3]. Outcome
expectations refer to the judgment of likely consequence of specific behavior.
Outcome expectations may be personal, such as senses of pleasure or happiness in
behavior, or team-related, such as improved project performance. Meanwhile,
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self-efficacy is the belief that one possesses the skills and abilities to successfully
accomplish a specific task [21].

Though positive outcome expectations are essential for actual behavior, they
must be supplemented by positive self-efficacy. People who have higher self-effi-
cacy can be expected to perform related behavior more likely than those with lower
self-efficacy. As a result, Bandura [1] posits that self-efficacy is the mastery of
behaviors ultimately. In sum, the research framework of this study can be drawn as
Fig. 13.1.

13.3 Building a DANP Model for Exploring the Dynamics
of Organizational Value Co-creation Behavior

13.3.1 Proposed DANP Model

This study applies DANP [9] to validate the proposed research framework. DANP
represents DEMATEL-based ANP that can identify the interdependence among the
dimensions and criteria. Major desirable features of these tools are they rely on
extensive pair-wise comparisons among system elements; no prior assumptions
about their relationships are needed. Then the final influence pattern (directions and
degrees) will be objectively derived by mathematic calculations instead of sub-
jectively judgments. In this way, this study can contribute insightful and comple-
mentary findings to this research field.

13.3.2 Instruments and Surveyed Experts

In order to explore the dynamic relationships among personal, environmental, and
behavioral factors regarding organizational value co-creation behavior, we devel-
oped a questionnaire to survey experts who have rich experiences in knowledge-
intensive activities. Based on their input, we conduct DANP analysis to identify the

Person

Self-efficacy
Personal outcome 

expectations
Team outcome 

expectations

Behavior

Organizational 
identification

Altruistic behavior
Knowledge sharing 

behavior

Environment

Top management 
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Open communication
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Fig. 13.1 Research framework of this study
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dynamic relationships of related constructs. The surveys were conducted in face-to-
face manner to make sure experts understand real meanings of research constructs.

We followed suggestions from Northcutt and McCoy’s [19, p. 87] and Strauss
and Corbin [23] in terms of qualitative and quantitative criteria to recruit 16 domain
experts from academic (44 %) and industry fields (56 %) with managerial (23 %)
and professional (77 %) and at less three years of work experiences.

13.4 Results and Discussions

After DANP analysis, the influential relationships among dimensions and criteria
can be determined and shown as Table 13.1, in which elements are prioritized by
their power of influences.

Major results of this study in the context of organizational value co-creation can
be described as follows. First, the triadic reciprocity of personal, environmental, and
behavioral factors are validated. Since all elements influence and be influenced by
all other elements. This conclusion reflects the dynamic and sophisticated real
world situation properly.

Second, dominant influencing trends can be identified clearly. For example, from
dimension’s point of view, environmental factors affect personal factors and
behavioral factors; personal factors affect behavioral factors. The implication of this
finding is that in order to enhance value co-creation behavior, managers need to
improve environmental factors first to motivate personal factors to actually conduct
desired behaviors. Similarly, in terms of organizational value co-creation behavior,
organizational identification affects altruistic behavior and knowledge sharing
behavior; and altruistic behavior affects knowledge behavior. It is evident that
organization identification lays the foundations of general altruistic behavior and
specific knowledge sharing behavior.

Table 13.1 Dominant influences

Elements Influences

Primary Secondary

Dimensions Environmental Personal, behavioral

Criteria

Environmental Management support Reward system, open communication,
innovativeness

Personal Self-efficacy Personal outcome expectation, team outcome
expectation

Behavioral Organizational
identification

Altruistic behavior, knowledge sharing behavior
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These findings can be expected to provide helpful guidance for the effective
promotion of organizational value co-creation behavior to leverage the operant
resources to their maximum potentiality.
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Chapter 14
FontCloud: Web Font Service for Personal
Handwritten, Ancient, and Unencoded
Characters

Jeng-Wei Lin, Feng-Sheng Lin, Yu-Chun Wang, Jan-Ming Ho
and Ray-I Chang

Abstract Text is still the most convenient and important media for people to
ccommunicate with others. Nowadays, designers can use various font setting to
demonstrate their ideas in text. At the same time, new characters are invented
to expand the power of text. However, people have to wait before these characters
are encoded in computers and related fonts are released. It is not easy for ordinary
users to create fonts, especially of Chinese characters. In this paper, a font cloud
offering web font service is presented where users can create their personal fonts
easily from the images of characters. These characters images could be scanned
from ancient calligraphy works or someone’s handwritings on papers or electronic
pads. After preprocessed, these images are vectorized, unified to their codepoints in
Unicode, and packed into a user-specified font stored in font cloud. A JavaScript is
automatically generated. Users can embed the JavaScript in their web pages to use
the font in font cloud and show the designed text effect. The prototype system
shows that the proposed font cloud can help users greatly.

Keywords Web font � FontCloud � Handwriting � Chinese character � Ancient
character � Unencoded character
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14.1 Introduction

Due to the rapid improvement in computer and network technologies, digital
multimedia messages have become more and more popular. However, text is still
the most popular and important media for people to communicate with others.
Many efforts had been made. Nowadays, people can use many different font setting
to show amazing effect of a text. In the market, many fonts have been developed so
that designers can choose unique fonts to demonstrate their idea gracefully. Google
Fonts [2] provides free web font service with more than 600 font families so that
web designers can exhibit a colorful text without worrying whether the specified
fonts are installed in client devices. Nevertheless, people are still unsatisfied due to
the lack of fonts of newly created interesting and inspiring characters and symbols.
For example, Unicode version 6 [4] in 2010 encoded emoji (emotion Hanzj)
characters, such as and , to expand the power of text [11]. It usually takes a
very long time, probably several years, for standard organizations to encode these
characters in a computer charset encoding. Even though these characters are
encoded, users have to wait for the release of related fonts. People sometimes want
to render a text in their unique handwritten style. In fact, it is commonly believed
that handwritings can reflect one’s personality, emotion, feeling, education level,
and so on. This is especially true in Chinese calligraphy. However, it is not easy for
ordinary users to make a font of their personal handwritings. As a result, people
usually have to search a suitable font in the market, which is usually made by
professional font designers or companies.

Many tools had been developed for font engineers. Some of them are propriety,
and some are free in public domain. These tools usually require a certain level of
prior knowledge of computer systems, charset encodings, and font specifications [7].
Users have to master skills of computer graphics and image processing. Figure 14.1
shows some snapshots of FontForge [12], an open-source package for font design. It
allows users to create or modify the vector glyphs for characters according to their
codepoints in a font file, as shown in Fig. 14.1a. For each character, the glyph
creation follows these steps: (1) optionally importing a bitmap image of the target
character, (2) tracing the edge of the character image and fine tuning it to make a

Fig. 14.1 Snapshots of FontForge: (a) characters in a font file, (b) the vector glyph of font “C”
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vector glyph, as shown in Fig. 14.1b. It usually takes a lot of time for font engineers
to beautify the glyph in the second step. After all vector glyphs are made, the users
can do a final adjustment, such as kerning of characters.

These tools usually do not support Chinese characters well. Furthermore, a
Chinese font may contain several thousands of Chinese characters and most of them
are much more complicated than English and Latin letters. Many studies have been
done for glyph creation of Chinese characters [5, 13–20]. However, it is out of the
scope of this paper.

In this study, an on-demand web font service, referred to as font cloud, is
presented. We performed a process reengineering in font generation. Rather than to
create vector glyphs of all encoded characters in a charset encoding one by one
according to their codepoints, people create vector glyphs incrementally in an
on-demand manner. A user can handwrite some sentences, phrases, or a simple text
comprised of wanted characters and symbols on a paper (or an electronic pad). The
images of these handwritten characters are scanned, preprocessed and digitized into
vector glyphs, and then unified to their corresponding codepoints. When a set of
encoded vector glyphs are made, the user can pack them into a user-specific font file
stored in font cloud. After the font is generated, a JavaScript is automatically
generated for web font service. Web designers can embed the script in their pages
and use the font stored in font cloud.

We note that the user does not have to create vector glyphs for all characters in a
charset encoding at a time. If the user finds that some characters display improperly,
he or she can redo the aforementioned process to complete the font increasingly.

A prototype system of font cloud has been built. Several preliminary experiments
were performed, including works of ancient Chinese calligraphers and several
volunteers. The results show our system can help users create personal fonts of
ancient, handwritten, or unencoded characters and symbols easily and quickly.

This paper is organized as follows. We describe the system architecture of font
cloud and the font creation process in Sect. 14.2. Then, we present the preliminary
experiment results on the prototype system in Sect. 14.3. Finally, Sect. 14.4 gives
our conclusion and intended future works.

14.2 System Flow and Architecture of Font Cloud

Figure 14.2 shows the system architecture of font cloud. As mentioned, users of our
system do not have to create vector glyphs of all characters and symbols in a charset
encoding. When a user wants to make a personal font, at the beginning our system
will provide an empty base font. The user can give the font a name for reference.
Then the user can follow the steps to add vector glyphs of wanted characters into
font cloud.

1. The user prepares a digital image of characters or symbols. It could be a scanned
image from works of famous Chinese calligraphers or anyone. It could also be
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captured by a touch panel or electronic drawing pad on which the user can
handwrite wanted characters and symbols.

2. The user can optionally apply several image processing techniques to improve
the quality of the digital image, such as dithering, erosion, dilation, and so on.

3. The user uploads the image to font cloud, through a user-friendly web interface.
4. The user iteratively adds a vector glyph of a target character into the database.

(a) The user crops the image of the target character from the uploaded image.
(b) The user has to unify the cropped image to the codepoint of the target

character in a charset encoding used in computers. Currently, Unicode is
adopted.

(c) The cropped image is vectorized to a SVG image [8]. The user can further
fine tune the vector glyph by a web-based SVG editor.

(d) Once the vector glyph is made, the user submits the cropped image, vector
glyph, its codepoint, and related information into the database.

5. When a set of encoded vector glyphs are made, the system can pack them into
the user-specific font and stored it in font cloud. As well, a JavaScript is
automatically generated for web font access.

A user can online access the font via the JavaScript generated by font cloud.
Currently, one can use web fonts in HTML5 pages. The user can look up the fonts
stored in font cloud and embed the related JavaScript in a page. When an enabled
browser is used to access the page, it can use the JavaScript to download the font
from font cloud and render the text in the designed font setting, as shown in
Fig. 14.3.

Database

Images of Han Characters

Select a 
Character

Image

Unify to a 
Codepoint

upload

Create Font

Access
Protocol

Make and
Share Fonts

Create
Contents

Display
Contents

Glyph Search

Vectorize
and Edit

 the Image

Make
Font

Fig. 14.2 System architecture
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14.3 Prototype of the Font Cloud

We have built a prototype system of font cloud. It integrated many open-source
tools to perform aforementioned steps, such as ImageMagick [3] for bitmap image
preprocessing, potrace [9] for bitmap image vectorization, SVG-edit [10] for vector
image drawing, and FontForge [12] for font manipulation. Figure 14.4 shows some
snapshots of the prototype of font cloud.

Figure 14.5 demonstrates a web page that uses the font generated in the pro-
totype system. The work, 日月如馳帖, in the left of Fig. 14.5, was made by a
famous ancient Chinese calligrapher 王羲之. The upper-right is rendered by the
generated font, and the bottom-right is rendered by a popular font, 細明體. Readers
can notice that both the characters 月 and 如 appeared twice and had different

Request HTML5 Page

Download HTML5 Page

OnLoad event

Request Web Font

Download Web Font

JavaScript
download
Web Font

JavaScript 
set

Font style

JavaScript Package

CSS font setting

duolCtnoFrevreSbeWresworB

Fig. 14.3 HTML5 web font service of FontCloud

Fig. 14.4 a Cropping the character image, b unifying the character, c editing the vector glyph
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appearances in the original work. However, since there can be only one vector
glyph for each target character in a font, 月 has the same appearance in the upper-
right, and so does 如.

The implementation also includes a handwriting module for an electronic
drawing pad on which users can handwrite characters and symbols. Thus, when a
user is unsatisfied with the glyph of a character, the user can easily create a new
one.

14.4 Conclusion and Future Work

In this paper, we present a font cloud offering web font service where users can
create their personal fonts easily from the images of wanted characters. Rather than
to create vector glyphs of all characters in a charset encoding at one time, an
on-demand approach is adopted. A user of font cloud can arbitrarily handwrite
some characters or symbols. Some image processing techniques are applied to
improve and digitize the handwritten images into vector glyphs. Then, these vector
glyphs are packed into the user-specific font. Thus, the user can use the font web in
the web pages. The preliminary experiment result on the prototype system shows
that the presented font cloud can greatly help an ordinary user create a personal
font. We will adopt more automation to speed up font creation. For example, an
OCR engine [1] will be used to quickly crop the image of a character and give a list
of candidate Unicode codepoints for user reference, and Chinese character lookup
service [6] to provide online codepoint lookup. Our intended future researches
include Chinese glyph synthesis, and the beautification of the generated vector
glyphs.

Acknowledgments This work was supported in part by National Science Council, Taiwan (R.O.
C.), under Grant NSC 102-2221-E-029-023, NSC 102-2221-E-001-013-MY3, and NSC 102-
2221-E-001-015-MY3.

Fig. 14.5 A simple demonstration of our prototype system of font cloud
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Chapter 15
Implementing Globally Unique Identifier
Architecture in Date Collection
for a Health Management Study in Taiwan
Aboriginal Tribe

Jui-Fu Hung, Hsiao-Hsien Rau, Chien-Yeh Hsu, Shih-Chang Chen,
Duu-Jian Tsai, Yang Fann, Joshua Park and Joshua Eng

Abstract In present, more and more attention has been put on the effort of
protection of personal data and also new encryption technologies are derived. In
this article, we introduce a personal information protection technology, global
unique identifier (GUID), which is developed by National Institutes of Health U.S.
and used for personal health information protection. The GUID is an identifier that
allows researchers to associate and share data specific to a study participant without
using or exposing personally identifiable information (PII). The GUID is made up
of random alphanumeric characters and is not directly generated from PII/Protected
Health Information (PHI). It has been approved by the NIH/USA office General
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Counsel for secure sharing of anonymized database. In our study, we used GUID as
key identifier for health data collection from aboriginal tribe in a health promotion
project.

15.1 Introduction

A globally unique identifier (GUID) is a unique reference number used as an
identifier in computer software. The term GUID typically refers to various imple-
mentations of the universally unique identifier (UUID) standard [1–3]. In a medical
study, we need a unique subject Identifier to associate same subject participated in
any multi-site study or used in data repositories (e.g. National Cancer Study, Data
warehouse or BioBank). To follow the personal information protection act, subject
privacy and confidentiality need be protected and de-identified and anonymized
data security need to be ensured [4, 5]. When the study is conducted in multiple
sites, we need to enable data sharing and exchange across studies, sites and systems
without using any part of personal identifiable information (PII) [6]. In addition,
when collecting data from different sites of the same subject to be associated
without transmitting or exposing any PII [7, 8].

After entering a set of PII of the subject, such as name, birth date, gender and
city at birth, the GUID client will use a one-way hash function to processes these
PII and generate several intermediary codes, and transmits the codes to GUID
server under a secure manner. The application on the server will compares the
transmitted hash codes with the existed GUID database. If there is no match, the
server application generates a new GUID randomly according to a pre-defined
format, and stores the association between the hash codes and the GUID in the
repository. If the codes match those from a previous transmission, the associated
GUID is obtained. The researcher obtains the GUID from the server application.
The association between the GUID and the participant’s research datasets is
established and stored locally. For the purpose of sharing the participant’s clinical
data with other researchers or sending to a data repository, the researcher removes
all identifying information except the GUID. Once the de-identified dataset is
transmitted to the repository, the dataset becomes anonymized and can be linked
with other datasets that follow the same regulation.

15.1.1 Function and Workflow of GUID System

The GUID service functions are composed and described as the follows:

GET This function uses the hash function to generate a unique valid GUID(s). It
uses the available minimum required PII information provided in the system.
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GETBATCH This function allows multiple users GUID requests by a single call
to the server. The GUID(s) request numbers are no limit. Depends on the computing
power and the network, generally the batch function can processed 50 users at a
same time with a 5 min delay between each 50 users processed.

GETINVALIDGUID Generates a valid GUID and a pseudo-GUID that format is
different. PII is not required to get Pseudo-GUID and pseudo-GUID is not based on
PII to be a unique ID. This function can only be used when the users do not have
enough PII and therefore cannot use the GET function.

TESTCONNECTION This function is to test the connection of the GUID server.
It will not store any information data to the GUID database.

DOESGUIDEXIST This function can let users to check if the GUID(s) is already
existed in the database.

CONVERTPSEUDOGUID This function allows users convert pseudo-GUID(s)
to valid GUID(s). But the users need to provide pseudo-GUID(s) and minimum
required PII fields.

15.1.2 The Security of GUID System

The security at application and network/server levels of GUID is provided to reduce
the potential of the algorithm to be analyzed and decompiled at the client appli-
cation. The subnet mask of study site IP address is restricted. Encryption is between
client and server connection and user authentication. To get a de-identified GUID,
hackers attack will need all the combinations of binary data fields with hash over
inverse probability of codes. But, if the hacker is the site manager or original user
who already access to PIIs, the GUID of patient cannot be re-identified. The PIIs of
any patient are never stored at GUID server and transmit offsite.

15.2 Methods

15.2.1 PII Choice, Arrangement and Combination

Depends on different purpose of every research, which PII should be choice is a very
important issue. Basically, it is very associated with the repetition rate and
uniqueness of every PII fields. The PII fields should be easy to obtain e.g. gender,
birth data, country of birth etc [9, 10]. Any study project or repository for combi-
nation of required data fields should not have inverse probability exceeding the
number to protect any potential duplicates. The arrangement and combination of key
in PII fields determines the probability of matching the same GUID from a set of
three, five or more hash codes. A PII which does not change over the life time and
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uniquely specified is subjected to be used to generate unique hash code. The PII
fields that are usually used and their inverse probability are shown in Table 15.1.

This Study use Hash Algorithm to generate 4 sets of Hash Code, The combi-
nation of PII fields and the inverse probability is listed in Table 15.2. PIIs are stored
in local and the all data collected from any subject are associated with a unique
GUID.

Hash Codes is a cryptographic function. There have four main properties of ideal
cryptographic hash function:

1. Easy to compute hash value for any given string.
2. Infeasible to find a string that has a given hash.
3. Infeasible to modify a string without changing the hash.
4. Infeasible to find two different string with the same hash [11, 12].

The one way hash codes are transmitted to the center data repository. But with
the one way hash codes and data repository are not revealing any PII. All of PII
fields are no spaces, no punctuation, only uppercase letters and numbers to keep the
data consistency. The combination of PII fields is concatenated to the pattern. Using
a one way hash algorithm with a private key for a hash code is converted by all of
combination of PII fields. To indicate the number of missing values for that code, it
will add an additional byte to add to each resulting code. The numbers of hash

Table 15.1 Usually used PII fields

PII field name Abbreviation Inverse
probability

Require

Government issued ID or national ID GIID 100,000,000 No

Subject’s complete legal given name at birth FN 200 Yes

Subject’s complete legal family name at birth LN 3,000 Yes

Day of month of birth DOB 30 Yes

Month of birth MOB 12 Yes

Year of birth YOB 100 Yes

Physical sex of subject at birth (M/F) SEX 2 Yes

Name of subject’s born city/municipality COB 300 Yes

Country of birth CNOB 300 Yes

Government-issued of national ID COUNTRYID 300 Yes

Table 15.2 Use PII fields to form hash codes

Hash code 1 2 3 4 5 6 Probability

1 YOB DOB GIID Sex 6E+12

2 FN LN COB DOB MOB 6E+11

3 FN YOB MOB COB CNOB 2E+10

4 FN LN COB Sex YOB CNOB 6E+12
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codes are checked by complexity and availability of data fields as the inverse
probability. To ensure a perfect match at least one hash code should contain all of
required data filed. The combination of PII fields was chosen such that each
combined inverse probability of each hash code is sufficiently high to confidently
delineate subjects.

15.3 Result and Discussion

15.3.1 The GUID Application Use in Aboriginal
Tribe Health Care

This Study applicate GUID in Date Collection for a Health Management Study in
Taiwan Aboriginal Tribe. Data are collected from different local clinical service
sites. When a new subject is entering the system, the GUID server will generate a
new GUID for a new subject and the clinical data with the GUID will be transmitted
to and store in a central database. The PII will not be used as an identifier for data
exchange and research purpose. If the same person goes to more than one local
clinical service site, the same GUID will be applied to the person. The GUID can be
used to retrieve a patient’s data from the local clinical service site. A clinical data
repository for our research combining different data from multiple local clinical
service sites. The architecture of our system and data flow are shown in Fig. 15.1.

The data we collected include diagnosis (include: hypertension, diabetes, Asthma
etc.), medicine use history, life history (include: alcohol use, tobacco use, exercise,
food nutrition etc.), laboratory examination history [include: Glycated Hemoglobin
(HbA1c), total cholesterol (TCH), High Density Lipoprotein Cholesterol (HDL-C),
Low Density Lipoprotein Cholesterol (LDL-C), Uric Acid (UA)].

15.3.2 Benefit of the GUID

In order to make the identity information of the patients are not exposed, devel-
oping GUID to be used in different clinical sites and research teams will give each
identity information of a patient to get a unique ID. And it needs the patient’s basic
information to be the PII fields. The fields include last name, first name, gender,
birth data and country of birth. We used a hash table to generate a unique GUID.
The benefit is all of these PII fields are from the sample original data, and all of
these are easy to remember. Generated GUID is hard to duplicate. And it does not
have the national personal ID, so it is even safer to use. And even if the patient
forgot his/her GUID, just offer his/her information, the GUID can be regenerate.
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15.3.3 Effectiveness Evaluation

It is always difficult to collect data from aboriginal tribe because of data security
and human right protection. One of the benefit of using the GUID system is that it
will let the personal health information to be value-added to produce a high quality
research data without exposing personally identifiable information, since the PIIs
will be left in the local clinical service sites and not transmitted to other places. It
will promote the study of public health decision-making. For example, the inte-
gration of data standardization for a specific disease information platform, and data

Fig. 15.1 GUID applicate architecture
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analysis dementia information systems. By using the GUID system, de-identified
patient’s data is stored in database and that can be effectively accessed and analyzed
without violating the privacy of the patients.
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Chapter 16
Language Learning in Cloud: Modular
Role Player Game-Distance-Learning
System Based on Voice Recognition

Ming-Shen Jian, Jun-Hong Shen, Tien-Chi Huang, Yu-Chih Chen
and Jun-Lin Chen

Abstract In this paper, the modular role player game-distance-learning system
based on voice recognition for language learning in cloud is proposed. Each
designed modular game content can be embedded into the learning game platform
in cloud. By connecting to the external recognition resource, the pronouncing of
learners can be recognized. Only when the pronouncing of the learner can be
recognized as the keyword, the further game will be started. By designing different
scenarios, different vocabularies or conversations can be added into the RPG game.
The information about users in the individual game learning system can be stored in
the cloud database. Then users can connect to the learning-game system via the
Internet for continuous learning. By using the cloud platform, the users can connect
to learning system anytime and anywhere. Furthermore, the students can learn
advanced courses themselves by playing the advanced scenarios of the game-
learning system without the assistance of a teacher.

Keywords Cloud computing � Game-learning � Language learning � RPG
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16.1 Introduction

Today, considering the interest of students in learning, different entertainment and
multimedia are integrated into the learning content. Randel [7] hypothesizes that
using digital games can enhance learning motivation [8]. Compared to traditional
classroom teaching and learning, learning via games or digital multimedia can
enhance and promote the interest in primary education.

Since players are interested in playing games, they may develop their abilities to
solve the problems or stages of the mission designed in a game scenario [7]. In
other words, the players will have the motivation to find and learn the key method
(s) to solve and complete the mission [1, 2].

However, most of the learning games today provide Question and Answer
(Q&A) types of learning for the players. Based on Q&A, the learning games tend to
be strict and inflexible with the teaching content. The system player may lose their
interest easily. Furthermore, since the method of learning is similar to the original
textbook learning, the performance of learning cannot be obviously improved.
Since the player may have interest in learning the method for solving the mission
designed in the game, self-advanced learning can be achieved. To enhance self
advanced learning according to the guidance learning of advance courses, the
education theory should be the basic concept of the designed learning game.

In addition, the method of using the game-learning system should be considered.
For a student, to install and configure the game-distance-learning system is too
difficult. Some limitations of the hardware may also cause a failure in the system
installation and configuration. Therefore, to reduce the complexity of game
installation and playing, the proposed game-learning system should be established
on a remote game server without players’ manual configuration. Since the total
amount of system users changes all the time, a dynamic number of servers provided
for users can be the solution. Therefore, virtual machines (VMs) on cloud com-
puting that are dynamically established in the cloud are used in our proposed game-
learning system.

In this paper, the modular role player game-distance-learning system based on
voice recognition for language learning in cloud is proposed. The proposed design
scheme includes a modular creation procedure based on the education theory. Each
section and step of the education course can be designed as a game branch or
scenario of the entire learning game.

The main contributions of our proposed system are as follows:

1. Based on external voice recognition, the pronouncing of each game-learning
user can be individually identified. The pronouncing can be recognized
according to the popular recognition engine such as Google voice searching
application [4]. The learning game system can integrate the external voice
recognition resource without extra workload.

2. Based on cloud, different games corresponding to specific education sections are
developed according to the proposed creation procedure and can be integrated
into a single larger game platform. In other words, after each individual playing
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or learning session, the designed game can be initialized for the next player.
Therefore, the expenses for maintaining the learning game can be reduced.

3. The information and playing progress can be recorded individually. In other
words, the individual continuous assessment of a game-learning player can be
captured. In addition, since the learning progress is digital and can be stored in a
database, the teacher or director can observe the ability and potential of an
individual student.

4. The learning game is easy to use. In addition, according to the design and the
principle of vertical curricular organization, the interest level of each player can
be enhanced and maintained. The player can change and be influenced unob-
trusively and imperceptibly into further learning.

16.2 The Development of Modular Role Player
Game-Distance-Learning System

Since game-learning has many advantages, in order to adaptively design the game-
learning system, the mission or solution of each designed game branch or scenario
should correspond to the objective of the educational content or conversation
scenario. In this paper, a mission, game branch, or scenario of the game is also
called an Act. Each Act can be a conversation or a vocabulary for language learning.
After creating an Act, each or different Acts can be individually played as a small e-
learning game or integrated into a larger game with other Acts. Figure 16.1 presents
the concept of the modular scenario design procedure for game-learning. To create
the Acts, the designer has to do the following:

1. Develop the scenario or drama of the game unit. According to the design tool,
several scenes or events of the entire scenario called Acts can be connected or
integrated.

2. The designer can separate the drama into several scenes (partitions of the sce-
nario). Each Act consists of characters, music, and mission events (conversation
topic) which are determined according to different conditions and backgrounds.

3. The design of mission events or conversation topic of the scenario follows the
demand or achievement of the teaching content. Especially, the on demand
defined answer for the conversation teaching should be clear and unique as
possible.

4. Each scenario should be tested to confirm that all the material and events match
the conversation topic or achievements of the teaching content. In other words,
the related information corresponding to the conversation should be clear
enough for voice recognition matching.

5. Several different scenes can be then integrated into one game unit. It means that
the original language learning content can be divided into several sub-partitions
for partial conversation or vocabulary learning.

16 Language Learning in Cloud … 131



Based on the vertical curriculum organization and game playing process, each
partial game or Act should correspond to the principles which include: learning (1)
from simple to complex; (2) from familiar with to not familiar with; (3) from
concrete to abstract; (4) from whole to part; (5) from the past to now; (6) pre-
condition study first; and (7) concept association method. Thus, players could
progress through the game step by step without frustration and depression. Fur-
thermore, the potential of an individual player or learner can be enhanced.

When a player starts the proposed learning game, the complication of the game
should be manually selected first. Then, considering the level or characteristics of
the player, only the suitable games or conversation stories can be triggered. The e-
learning game evaluates the player according to the past records. If the on demand
given conditions of the mission (or Act) completion cannot be satisfied, it means
that the player fails to finish or complete the current mission. In other words, the
learner in the current language learning course (or Act) fails. The learner should
spend more time for the current language learning content. To evaluate the learner,
the voice recognition method is involved. According to the recognition result, the
learner can be evaluated. If the teaching objects are satisfied, there will be a reward
for the player such as a character level upgrade, obtaining new or finite items, etc.

Define the goal of 
teaching activity 

Choose the teaching 
content

Construct the Acts of the 
whole scenario

 act 1
draw the scenery
Create character

Make and arrange teaching 
material
Add events
Add music

Set the conditions to start  the 
event

Define the goal of 
teaching activity 

Choose the teaching 
content

Construct the Acts of the 
whole scenario

 act N
draw the scenery
Create character

Make and arrange teaching 
material
Add events
Add music

Set the conditions to start  the 
event

Simple

Complication

Concrete

Abstract

...

Fig. 16.1 The standardized and modular e-learning game Act creation procedure based on vertical
curriculum organization principles
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At the same time, the current information and continuous assessment can be
updated for that player.

Teaching events will be given to the student step by step according to the
following education theory: (1) Give rise to students’ motivation. (2) Then, the
student will be given a goal of this course similar to the on demand mission
completion conditions of the game. (3) A student will be trained, taught, and
examined. (4) Only when the student passes the examination which is similar to the
player satisfying the mission conditions of the game, the student can be identified as
one who possesses the knowledge of this course. Then, students could keep
learning this way again and again.

16.3 Integration of the Game-Distance-Learning System,
the Cloud System, and Voice Recognition

Since the cloud computing platforms today are popular [3, 5, 9], the Internet-based
services can be used for remote client users via any devices. By using the web
browser, the cloud users can login the virtual machine for further operation. In
addition, every time the cloud user disconnects the virtual machines, the resource
for computing will be returned to the resource pool for the repeat using. Further-
more, by configuring the image file of the virtual machine, the virtual machine can
be initialized and repeatedly used. Therefore, the learning system can be deployed
on cloud for multiple users and for repeat using. In addition to the main learning
system, the information related to learners can be also recorded in the database on
cloud. In other words, the learning system users only need the devices which have
the Internet connection to the cloud without further configuration. It also means that
the learning characteristics and parameters of the user recorded in the remote
database can be transmitted between the learning game and the third party appli-
cations used in school. In other words, via the Internet, the system user can obtain
the game-distance-learning service anytime and anywhere.

In addition to the main learning system, to recognize the conversation or
vocabulary, especially in listening and speaking, needs the voice recognition.
Today, many websites or applications provide the online voice recognition services
[4, 6]. In other words, based on the online voice recognition engine, the learning
system on cloud provides the API for connection with the online voice recognition
engine of the third party. The pronouncing of the vocabulary or conversation can be
recognized by using the public voice recognition engine. To increase the accuracy
of recognition, further information related to the teaching content or corresponding
to the conversation topic will be added for the public voice recognition engine.
According to the background information from the learning system, the voice
recognition engine can response the results with higher accuracy. Then, according
to the voice recognition result, the learning system can match the recognition result
and the on demand given answer in the learning game. Only when the recognition
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result can match the answer in the learning game, the learner can be treated as the
user who can satisfy the requirement of the conversation or learning content. The
system user now can trigger further learning scenario for himself. The structure of
the whole proposed system is shown in Fig. 16.2. System users use the devices with
Internet connection for interaction with the virtual machine on cloud. To enhance
the proposed system, the third party applications such as the student grade man-
agement application can also connect to the proposed learning system for learning
state querying. All the remote connection should be authorized as the valid con-
nection by using authorization procedure.

16.4 Verification and Implementation Results

In this paper, a game design tool, RPG maker application, is selected to design the
game which represents the teaching course for language learning. In this experi-
ment, only when a student’s properties or characteristics fit with the on demand
condition, the game mission with the next higher level, which indicates more

Cloud Platform

Virtual
Machine

RPG
Game

Virtual
Machine

RPG
Game

Cloud Database

Internet Connection 
Devices in User Side

Authorization
Procedure

Third Party 
Applications

Answer
Matching
Procedure

Third Party Voice 
Recognition Applications

Voice
Procedure

Voice
Procedure

Fig. 16.2 The structure of the
proposed system
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complexity or more multiple concepts, is triggered. In other words, the properties of
an individual student must meet the lowest requirement of the new Act (game
mission). Thus, a student (game player) could play and learn the game step by step.

In the implemented game of the proposed system, the student will play a virtual
role for the game mission processing. Only the appearance of each virtual role
between different users (player) in each RPG game is the same. Different game
missions are playable corresponding to the abilities and characteristics of an indi-
vidual user.

16.5 Conclusion

In this paper, the modular role player game-distance-learning system based on voice
recognition for language learning in cloud is proposed to provide a learning game
based on the education theory and vertical curricular organization. Each game-
learning user can be identified. The information and playing progress can be
recorded individually in the database. The learning game is easy to use. Even a
primary student with finite IT knowledge can play the learning game. The exper-
imental results also show that students actually learn the teaching content from the
designed game and have obvious progress in the test.
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Chapter 17
Low Complexity Multiuser Interference
Cancellation for Frequency Offsets
Compensation in Localized OFDMA
Uplink Systems

Yu-Jun Won, Jae-Won Suh and Bo-Seok Seo

Abstract In orthogonal frequency-division multiple access (OFDMA) system
which allocates subcarriers to different users has much attention because of the
advantages in OFDM. However, a well-known problem of OFDM-based system is
the weakness for carrier frequency offset (CFO) that leads to a loss of orthogonality
among the subcarriers. Furthermore, in OFDMA system, this problem becomes
more serious in uplink channel because users have different CFOs. These multiple
CFOs (MCFO) bring the multiuser interference (MUI) which is incoming the
interference signals from other users by breaking the orthogonality among the users.
In this paper, we propose a MUI cancellation scheme for OFDMA uplink systems.
In the scheme, two steps of compensation and cancellation in time and frequency
domains, respectively, are applied. In the frequency domain, we only consider the
interference from both adjacent sides of the band to reduce the computation com-
plexity and parallel interference cancellation (PIC) is employed. Simulation results
demonstrate that the proposed method reveals improved performance.

Keywords OFDMA � Multiple carrier frequency offsets � Multiuser interference
cancellation � Parallel interference cancellation
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17.1 Introduction

Orthogonal frequency division multiplexing (OFDM) has many advantages such as
high spectral efficiency and ability of eliminating the effects of multipath propa-
gations [1]. Because of its advantages, OFDM is used in several wireless com-
munication or broadcasting systems like as digital audio broadcasting (DAB) [3],
terrestrial digital video broadcasting (DVB) [4], and IEEE 802.11a wireless local
area network (WLAN) systems [6]. The performance of OFDM depends mainly on
how well the orthogonality among the subcarriers is kept at the receiver. Typically,
the carrier frequency offset (CFO) which results from the frequency mismatches of
oscillators between transmitter and receiver and/or from Doppler effects breaks the
orthogonality among the subcarriers. To overcome this problem, much researches
have been devoted up to the present [5, 8].

Orthogonal frequency division multiple access (OFDMA) is a multiuser version
of the OFDM modulation scheme and has attracted much attention because of the
advantages of OFDM. In OFDMA, all the orthogonal subcarriers are divided into a
number of mutually exclusive subsets and these subsets are assigned to different
users. OFDMA is also as weak to the CFO as OFDM. Especially, in uplink OF-
DMA systems where several users access to a base station simultaneously, multiple
carrier frequency offsets (MCFO) may appear in the received signals of all users.
These MCFO bring multiuser interference (MUI) which is the incoming interfer-
ence from other users’ signals.

There have been some literatures to solve the problem of the MUI in uplink
OFDMA systems [2, 7]. Choi-Lee-Jung-Lee (CLJL) proposed a post-DFT pro-
cessing technique by utilizing the basic fact that the multiplication in time domain is
equivalent to the circular convolution in frequency domain [2]. However, the CLJL
scheme does not reduce the residual MUI and it brings correspondingly perfor-
mance degradation. Manohar and Sreedhar proposed the method which cancels the
MUI in frequency domain by using weighted linear parallel interference cancella-
tion (PIC) after CFO compensation in time domain [7]. The weighted linear PIC is
the modified version of the linear PIC, which scales the estimated MUI by weights
before cancellation. In the Manohar-Sreedhar scheme, the closed-form expression is
needed to calculate the optimum weights. And all the adjacent subcarriers are used
to cancel the MUI in a subcarrier symbol resulting in much computational com-
plexity at the receiver.

In this paper, we propose an MUI cancellation scheme for OFDMA uplink
systems with multiple frequency offsets. For each user signal, partial PIC is applied
in frequency domain, where a subset of the subcarriers is used for MUI cancella-
tion, following the compensation of a CFO in time domain.

The rest of the paper is organized as follows. In Sect. 17.2, we present the uplink
OFDMA system model. The proposed MUI cancellation scheme is described in
Sect. 17.3. Section 17.4 provides simulation results to verify the performance and
conclusions are given in Sect. 17.5.
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17.2 Signal Model

We consider an OFDMA uplink system with Q users. We assume that timing
synchronization is perfectly achieved at the receiver. We further assume that there
are N subcarriers for an OFDM symbol, and M (=N/Q) subcarriers are allocated to
each user.

At the transmitter, each user’s data are allocated to a designated group of
M subcarriers. In this paper, we consider the localized mapping method for the
allocation of subcarriers to each user. Without loss of generality, we consider only
one OFDM block. After inverse discrete Fourier transform (IDFT), the nth time
domain signal of user q is represented as

xqn ¼
1
N

X
k2Sq

Xq
k exp j

2pnk
N

� �
; 0� n�N � 1 ð17:1Þ

where N is the size of IDFT, Xq
k is a complex symbol allocated to kth subcarrier, and

Sq is the set of subcarriers assigned to user q and have the following relations:

[Q
q¼1

Sq ¼ f0; 1; . . .;N � 1g and Si \ Sj ¼ / for i 6¼ j ð17:2Þ

Each user’s signal is transmitted through an independent multipath channel after
guard interval insertion. The channel output for user q is given by

yqn ¼ xqn � hqn þ wq
n ð17:3Þ

where � denotes convolution operation, hqn represents the impulse response of the
channel for user q, and wq

n is the additive white Gaussian noise (AWGN). The
received signal is the sum of all Q signals for Q users. Without timing and carrier
frequency offsets, the time domain received signal is represented as

yn ¼
XQ
q¼1

yqn ¼
1
N

XQ
q¼1

X
k¼Sq

Hq
kX

q
k exp j

2pnk
N

� �
þ wn ð17:4Þ

where Hq
k means the frequency response of the channel for kth subcarrier of user q,

and wn is AWGN with zero mean and variance r2. After discrete Fourier transform
(DFT) with guard interval removed, the kth subcarrier symbol of the received signal
is given by

Yk ¼
XN�1

n¼0

yn exp �j
2pnk
N

� �
; 0� k�N � 1: ð17:5Þ
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With MCFO, the received baseband signal can be represented as

rn ¼ 1
N

XQ
q¼1

X
k2Sq

Xq
kH

q
k exp j

2pnðk þ eqÞ
N

� �
þ wn ð17:6Þ

where eq; q ¼ 1; . . .;K, is a normalized CFO of the signal of user q, which is the
ratio of the practical carrier frequency offset Dfq to the subcarrier spacing 1=Ts like as

eq ¼ DfqTs ð17:7Þ

where Ts means useful duration of an OFDM block. By substituting (17.6) for yn of
(17.5), we can find the frequency domain signal given by

Rq
k ¼ Hq

kX
q
k

sin peq
N sinðpeq=NÞ exp j peqðN�1Þ

N

n o

þ
P
l2Sq
l 6¼k

aq;qk;l H
q
l X

q
l þ

PQ
p¼1
p 6¼q

P
l2Sp

aq;pk;l H
p
l X

p
l þWk

ð17:8Þ

The first term on the right-hand side represents the effect of the CFO on the desired
kth subcarrier symbol resulting in magnitude attenuation and phase rotation of the
symbol. The second term means the self-intercarrier-interference (ICI) introduced
from adjacent subcarriers of user q itself. The third term is the MUI into the kth
subcarrier that comes from the lth subcarrier of the user p. The last term is the DFT
of the received AWGN. The aq;pk;l may be regarded as an interference coefficient
which is related to the interference to the kth subcarrier of user q from the lth
subcarrier of user p by the CFO and expressed as [10]

aq;pk;l ¼
sinpðl� k þ epÞ
N sin

pðl�kþepÞ
N

n o exp j
pepðN � 1Þ

N

� �
exp j

pðl� kÞ
N

� �
ð17:9Þ

This is a constant determined by the constant N, the subcarrier distance (l − k) and
CFO ep.

17.3 Proposed MUI Cancellation Scheme

In this paper, in order to eliminate the MUI which comes from the frequency offsets
for different users, we assume that all the frequency offsets are known and smaller
than the subcarrier spacing (this means that the coarse carrier frequency offset
correction is done already [9]).

The proposed method proceeds in two steps: first CFO compensation in time
domain and residual MUI cancellation in frequency domain.
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17.3.1 CFO Compensation in Time Domain

To compensate the CFO and extract the desired signal for the user q from the
received signal, CFO compensation is carried out in time domain by multiplying the
received signal with the reverse rotation factor for the user as follows:

yqn ¼ rn exp �j
2pneq
N

� �
ð17:10Þ

Then, the DFT of yqn is given by

Yq
k ¼ Hq

kX
q
k þ

XQ
p¼1
p 6¼q

X
l2Sl

bq;pk;l H
p
l X

p
l þW 0

k ð17:11Þ

Compared with (17.8), we can see that the degradation of the kth subcarrier symbol
except for channel effect is compensated, the self-ICI components are removed, and
the MUI components remain only. The new interference coefficient bq;pk;l is an
altered form of aq;pk;l that depends on the difference of the CFOs for the two users,
and becomes

bq;pk;l ¼
sinpðl� k þ eqpÞ

N sin p
N ðl� k þ eqpÞ

� � exp j
peqpðN � 1Þ

N

� �
exp j

pðl� kÞ
N

� �
ð17:12Þ

where eqp means the CFO difference between user p and user q defined as

eqp ¼ ep � eq ð17:13Þ

If we know all frequency offsets, eqp can be calculated easily and so does bq;pk;l since
it depends only on the DFT size N, subcarrier spacing (l − k) and the CFO dif-
ference eqp. The residual MUI component in (17.11) is eliminated in frequency
domain.

17.3.2 MUI Cancellation in Frequency Domain

To remove the residual MUI, we applied the PIC after channel equalization in
frequency domain [5]. In this paper, we assumed that all the subchannel gains are
known. Let the equalizer output be Zq

k , then

Zq
k ¼ Xq

k þ
XQ
p¼1
p6¼q

X
l2Sl

bq;pk;l
Hp

l

Hq
k

� �
Xp
l þW 00

k ð17:14Þ
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From (17.11), in order to subtract the MUI components from the kth subcarrier
signal of user q, we need to know all the correct symbols of other users,
fXp

l g; p ¼ 1; . . .;Q; p 6¼ q, l 2 Sp. We use the decision value of fZp
l g as the tem-

porary estimate of the symbol, that is

X̂p
l ¼ dec Zp

l

� �
; p ¼ 1; . . .;Q; p 6¼ q; l 2 Sp ð17:15Þ

where decfg denotes symbol decision function. By using the initial decision and the
interference coefficient of (17.12), we calculate the MUI, then subtract it from the
equalizer output Zq

k .
Since the shape of the spectrum of one subcarrier in OFDM is sinc function, the

power of the interference decays exponentially as the subcarrier distance becomes
larger. Therefore, we may disregard the interference from the subcarriers which are
far from the desired subcarrier. In this paper, we consider the localized allocation of
subcarriers for a user, and subtract the MUI for near subcarriers to both sides of the
band as shown Fig. 17.1. The resulting estimated symbol is then

~Xq
k ¼ Zq

k �
Xqþ1

p¼q�1
p6¼q

X
l2S0p

bq;pk;l
Hp

l

Hq
k

� �
X̂p
l ð17:16Þ

where ~Xq
k is the MUI-cancelled symbol of kth subcarrier, and S0p is the set of

subcarriers located near to both sides of the band of user q.

17.4 Simulation Results

In this section, we present the simulation results of bit error rate (BER) performance
to demonstrate effectiveness of the proposed MUI cancellation scheme. We con-
sider AWGN channel, modulation scheme of QPSK with 4 users (Q = 4) and the
DFT size N of 64. That is, the subcarrier set assigned to one user is composed of
contiguous 16 subcarriers. All the CFOs are assumed to be known a priori.

 user q -1 User q User q+1

MUI MUI 

1qS −′ 1qS +′ frequency

Fig. 17.1 MUI cancellation range of the proposed method with localized mapping method for
OFDMA
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Figure 17.2a shows BER performance of the proposed method when the CFOs
are relatively small such as ½e1; e2; e3; e4� ¼ ½�0:1; 0:1; �0:05; 0:05�. In the figure,
W means the number of used subcarriers to subtract the MUI. The larger W has
better performance, and the case of W = 5 approaches the case, where all the
subcarriers of an adjacent user is used to cancel the interference (that is W = 16), up
to 0.06 dB and the case of offset free to 0.16 dB at BER of 10�4. This means that
W of 5 is sufficient to cancel the interference caused by CFO.

Figure 17.2b is the case where larger CFOs are used such as
½e1; e2; e3; e4� ¼ ½0:1; 0:3; 0:15; �0:05�. The aspects of results are similar to the
cases of (a) except for worse performance due to larger CFOs. In this condition, the
SNR difference between the cases of W = 5 and W = 16 is 0.23 dB at BER of 10�4.

The comparative results of the proposed method and CLJL scheme are shown in
Fig. 17.3. In two cases, we useW of 5 for the proposed method. For the condition of
smaller CFOs of Fig. 17.3a, the proposed method reveals 0.5 dB better performance
than CLJL scheme at BER of 10�4. For larger CFOs of Fig. 17.3b, the performance
difference increases up to 4 dB. The CLJL scheme compensates the frequency offsets
only in frequency domain after DFT by using circular convolution properties. The

Fig. 17.2 BER performance of the proposed method with CFOs as a ½e1; e2; e3; e4� ¼ ½�0:1; 0:1;
�0:05; 0:05�, b ½e1; e2; e3; e4� ¼ ½0:1; 0:3; 0:15; �0:05�

Fig. 17.3 Comparison of the BER performance of the proposed and CLJL schemes with CFOs as
a ½e1; e2; e3; e4� ¼ ½�0:1; 0:1; �0:05; 0:05�, b ½e1; e2; e3; e4� ¼ ½0:1; 0:3; 0:15; �0:05�
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scheme decreases the complexity of ICI canceller in the receiver but does not
eliminate the residual ICI and MUI completely. Therefore, at high SNR or with
larger CFOs where the performance primarily depends on the residual ICI and MUI,
the proposed method operates more effectively. In the proposed method, the com-
putational complexity of multiplication in time domain is very low and only a few
subcarriers are used to cancel the MUI in frequency domain. Therefore, the com-
putational complexity of the proposed method is not much larger compared to CLJL.

17.5 Conclusion

In this paper, we propose an MUI cancellation scheme for OFDMA uplink systems
with multiple frequency offsets. In the scheme, we use two steps of process: CFO
compensation in time domain and MUI cancellation in frequency domain. For MUI
cancellation, we use a partial PIC where a few subcarriers near to both edges of the
signal band are used to reduce computational complexity resulting in negligible
performance degradation. Moreover, the results show that the performance of MUI
cancellation is remained similarly even with large MCFO.
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Chapter 18
Malware-Proof Embedded Systems

Robert Fitz, Wolfgang A. Halang and Lichen Zhang

Abstract Conventional measures do not sufficiently protect embedded systems
against intruders and malware attacks of any kind. The main reason for this is that the
system architectures are based on highly insecure and error-prone foundations.
Whereas some time ago this shortcoming could still be partially coped with by swift
counteraction, due to the fast data networks there are no reactive measures anymore
that could compensate for the aggressors’ temporal advantage. Since computers
employed for purposes of safety-related automation and control or in critical infra-
structures are more and more connected to networks and are, thus, endangered by
malware, new architectures for their hardware and software as presented here are
necessary, which completely solve the security problems by their intrinsic properties.

Keywords Embedded systems � Safety-related automation � Critical infrastruc-
tures �Malware attacks � Intrusion prevention � Hardware-based security � Security
by design

18.1 Introduction

It has become fashionable to employ even for safety-related tasks in automation
technology computers whose hardware and software are neither secure against
intruders nor able to provide acceptable real-time performance. Thus, to avoid
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conversions and to minimise times necessary to become acquainted with adequate
industrial systems, more and more automation applications are implemented on the
basis of cheap PCs as control computers and the popular Windows operating
systems. As such computers are swamped with attacks for already some time now,
there is a considerable risk also for industrial computing systems to be infected by
malware like, for instance, Stuxnet [7] or Flame [2] and, thus, to become unsafe.
This is exacerbated by the presence of almost any enterprise in the Internet, and
since firewalls are unable to protect the intranets of these enterprises against
external attacks.

Primarily the fast, high-capacity global communication networks and the
monoculture in hardware and software technology has led to this situation, which
favours the swift spreading of malware. When an electronic intruder was detected in
former years, the companies dealing with counteracting them usually had sufficient
time to update their products. Owing to the fact that customary software products
can provide just a certain degree of protection against already known and analysed
electronic malware, most computers are defenceless in the hands of new, not yet
sufficiently analysed destructive programs. As there are some tens of thousands new
ones of such programs every day according to studies of Bundesamt für Sicherheit
in der Informationstechnik (German Federal Agency for Security in Information
Technology) [1], some experts now recommend to update the installed “antivirus
software” already on an hourly basis, in order to be able to provide, at least, a
certain “basic level of protection”.

Owing to the system homogeneity mentioned above and the increased speed of
the proliferation of malware, by now it is a generally accepted fact that trying to
warrant security with malware detection programs and firewalls is not an adequate
solution anymore. Hence, the security problem must be solved in a fundamentally
different way by appropriate architectures of hardware and software. To this end,
constructive security measures are presented in this chapter, which render the
malware problem manageable and, thus, contribute to the ultimate solution of
this kind of security problems. The feasibility of building systems which can match
the contemporary potential of threat will be shown constructively. Moreover, it
turns out that such systems can even be maintained more easily as well as can
provide higher performance and greater robustness as the automation systems
presently prevailing.

An analysis of the various intruders, particularly in form of programs and
executable Internet content with malicious intentions, reveals that they are based on
some common principles of operation. If these operation principles are thwarted by
appropriate measures, malware is prevented from spreading and from launching its
destructive effects. The security measures presented in the sequel disable the
operation principles of all known malevolent programs in effective ways. In
devising them, great importance was attached to the presented solutions being
simple and easy to duplicate, in order to be understood and applied without any
problems by the users of computers, as unnecessary complexity is the enemy of any
effort towards enhancing security.
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Recently discussed approaches based on cryptography can be ruled out because
of their lacking verifiability and unnecessary complexity, in particular for use in
safety-related automation and embedded systems. Their benefit for the users in
improving the security of conventional systems is very doubtful in consideration of
the fact that there is no practically applicable cryptographic method known which
could not be deciphered by attackers—let alone the costs incurred and the per-
formance absorbed by encoding and decoding data. Moreover, in the past experi-
ence has shown that cryptographic solutions provoke playfulness, and even persons
without malicious intentions feel urged to decipher systems protected this way: a
kind of competition or popular sport has emerged.

18.2 Memory Segmentation

Software with malicious intentions often interferes with application programs or
even with operating system routines in order to manipulate them for its destructive
purpose or to deactivate software-implemented security functions. Here a memory
segmentation measure as developed in [3] takes effect. It reliably prevents unau-
thorised accesses to the storage areas of operating system and application programs.
To this end, a hardware-supervised segmentation of memory is introduced, which
protects programs against modifications not permitted. The mass storage of a
computing system must, accordingly, be partitioned into at least two segments. At
least one of these segments has to be provided with a hardware-implemented write-
protection to allow for the storage of safety-related programs and data such as
operating system, utility programs and their databases, or fixed nominal values for
operation and devices whose failure could lead to the destruction of devices. As
shown in Table 18.1, in further segments not protected this way data are stored
which, according to experience, are subject to frequent changes. At the same time,
these segments can be used to test programs. This protection needs to be ensured
throughout all storage levels.

Table 18.1 Hardware-supervised segmentation of memory

Security area Data area

Content Operating system, utilities with
their databases, fixed nominal
values for operation and devices

Data

Feature Safety-related programs and data Not safety-related data
being frequently modified

Hardware-implemented
write protection

Yes No
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The now for two thirds of a century predominant Von Neumann architecture (see
Fig. 18.1 left) with its minimalistic principles is totally inadequate for systems that
need to be safe and secure, as it does not separate data from instructions and, thus,
does not permit to protect both kinds of information in an optimum way. The
actually slightly older Harvard architecture (see Fig. 18.1 right), on the other hand,
provides this separation throughout and, therefore, represents an adequate con-
struction principle. It is a pleasant side-effect that systems based on this architecture
are faster than the currently prevailing ones.

18.3 Context-Sensitive Memory Allocation

In contrast to programs, data are subject to frequent modifications. Therefore, a
hardware-implemented write-protection as in [3] is not feasible for handling rea-
sons. Data can be protected against programs for spying out and modification,
however, by a context-sensitive memory allocation according to [4]. Applying this
measure, any unauthorised access to data is precluded. To this end, a system’s mass
storage, in particular the data area, is further subdivided by a partitioning into
context-dependent segments. In an installation mode it is precisely specified which
accesses to these segments are permitted to the programs. This is oriented at the
data to be protected and not the programs, i.e. in general to each program there exist
several data segments separated from one another.

In other words, this method is characterised by permitting memory references to
any application program and operating system service only by means of using
access functions write-protected by hardware, which release the storage areas
required for the respective application case for writing and reading or just for
reading accesses. Accordingly, in a hardware-protected installation mode the users

Fig. 18.1 Von Neumann (left) and Harvard (right) architectures
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must establish for any program at least one access function, if they want to use this
program in the application mode. As the protection mechanism shall not hinder the
users in their daily work and, in particular, shall not hamper the systems’ real-time
behaviour, the bounds of the memory segments assigned to the different access
functions are, for instance, stored in write-protected electrically erasable pro-
grammable read-only memories (EEPROM), and loaded from there to control
accesses to mass storage. Not all admissible memory areas are masked. It suffices to
merely supervise the address lines and to control the write or read signals,
respectively, of the mass storage media. If an access not permitted is requested, the
processor is halted and a signal is generated, which allows the user to uniquely
identify the incorrectly working program. For especially endangered programs a
variety of access functions should be provided in order to keep the effects of
infection by malware as low as possible. Electronic requests arriving from the
outside, for instance, always ought to be placed first with their attachments, if any,
in a separate and enclosed data area, and processed there.

This way, a spying or modifying program having infiltrated into a data segment
without permission can be denied to spread to other segments leaving possible
damage narrowly bounded. Based on the segmentation measures presented, a
protection against unnoticed modification of data within such a segment can reli-
ably be implemented by already established redundancy measures. Moreover, a
finely structured segmentation also protects well against the negative effects of
common programming errors, and provides a basis for lucid system maintenance.

18.4 Coupling of Write-Protection to Authentication

In order not to endanger the advantages of memory areas write-protected by
hardware measures during the installation phases of programs, and to ensure sep-
aration on all storage levels throughout, it is necessary to accommodate service
programs and their databases also in areas write-protected by hardware and sepa-
rated from the program area. In doing so, it must be prevented that program and
service areas are enabled for writing at the same time, and the memory management
must be extended in such a way that the virtual addresses can be used to supervise
the computer, since such addresses are linear and, thus, much easier to observe.
This is achieved by utilising a hardware device according to [5] generating a write
enable signal, which inherently prevents that more than one such signal is generated
at a given instant.

For this it is necessary to ensure a unique and safe authentication of the user,
which is dependent on this person’s momentary function, and by means of which
the access rights required for the computer’s protection are selected. This implies
that these systems do not designate omnipotent administrators with rights, which
cannot be controlled or are extremely difficult to protect, as they always proved to
be a considerable weakness in a vast number of systems under different operating
systems. Therefore, almost all attackers seek to gain administrator rights in order to
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exercise complete control over a system. This possibility is constructively excluded
in the here presented solution, since there is a kind of self-supervision of the
correspondingly structured systems at any point in time. To be more precise,
hardware-protected and, thus, by software not attackable components of these
systems control the respective other parts, even in installation phases. Suitable for
user authentication are those methods which cannot be influenced by programs and
which are, for instance, based on personal property or biometrical features. To
supervise the address space of a computer, safe virtual addresses dependent on
authentication and start addresses of page directories are used. The memory man-
agement unit is placed between storage and processor to protect the former against
direct access by the processor. The unit is equipped with a hardware-implemented
protection mechanism, which transmits the required programming signals of the
processor in case of correspondingly privileged authentication, only.

18.5 Disclosure of Required Resources

Destructive programs and software-based aggression from the Internet often use
components of digital systems, which they would not need for their feigned
nominal functions. Here the hardware-supported security measure detailed in [6]
takes effect. For instance, for program modules responsible to receive electronic
mail the access to communication components must be permitted, but not for those
modules which display or even interpret the messages received. This example
makes clear that to fulfill their nominal functions programs do not need many of the
available resources at all or, at least, not all the time, and that permanent release of
all resources represents an irresponsible security risk, particularly as common
programming errors without malicious intentions cannot be precluded for complex
software. On the other hand, users cannot be expected to disable resources on a
case-by-case basis, especially not for automation systems for which this is not
possible at all. Therefore, measures need to be devised which protect the users, but
do not unduly trouble or restrict them.

All these problems can be solved if any program, any interpretable file and any
executable Internet content first discloses which resources it requires for execution.
The disclosure of a program’s nominal functions enables to install boundary values
for systems and to supervise their operation. By this supervision and, at any instant,
by locking all resources not needed at that time by means of hardware as shown in
Fig. 18.2, it can be safely warranted that the desired nominal functionality is
observed. For, the users set the limits for resource accesses in installation modes,
during which application software may not access processors, memory nor com-
munication equipment. Only after that it is possible to execute application programs
under permanent hardware-supported supervision based on the constraints defined
before. Hereby, not only the resource accesses are supervised, but also the exe-
cution times. Thus, the real-time capability is guaranteed. As a positive side-effect,
this approach also prevents, up to a certain degree, damage caused by common
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programming errors without malevolent intentions. Upon deviation from its
required nominal function the corresponding program is aborted. All resources
seized before are reset and released again. This has the advantage that another
program can immediately be put in execution after an illicit action, i.e. the system
remains available.

The here presented methods solve the problem of executable Internet contents as
well, which is currently of extreme urgency. For, executable Internet contents
can be considered as programs for potential spying out and modification, whose
program code resides on remote computers. To cope with them, the following
procedure is to be adhered to.

1. Before a program stored on a different, remotely located computer may become
active, it must first provide information about its nominal functionality and the
resources required for this.

2. If the intended activities are considered uncritical, the execution is initiated
without asking the users unnecessary questions. What is regarded as uncritical
was defined before by the users themselves, and stored in an area write-
protected by hardware. Since a program’s alleged activities are securely
supervised in any case, the credibility of communication partners is not so
decisive for a computer’s security as it is the case for the currently prevailing
solutions. Confidential information as exchanged, for instance, in electronic
commerce is secured and encrypted for transmission here as well.

3. If the data disclosed indicate critical functions, the further proceeding depends
on whether there is already a certain trust in the source of the data, and which
actions were permitted to it. In case the actions requested are within the
framework already authorised, here there is no feedback to the users neither. If
the range of actions of an application or a data source is to be extended, first the
users disconnect the communication links to extend the conceded framework of
actions, and resume the connection to the communication partners not before the
supervisor data and all resources not required have been hardware-protected
against unauthorised access.

Fig. 18.2 Hardware-
controlled resources
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This solution by far outperforms established methods such as, for instance, the
trust-based one of “ActiveX” or the “sandbox” method of “Java”, as decisions can
be made on the basis of a much finer granularity, without imposing on the users
unreasonable restrictions or urge them to admit everything.

18.6 Conclusion

To be secure, automation systems must fulfill the following requirements.

• Data and instructions have to be separated throughout.
• Authentications may not be influenceable by software.
• Protection systems may not be attackable themselves. This means that their

implementation must be proven correct and safely protected against modifica-
tions not permitted.

• The protection of systems may not be put out of effect during the installation
phases of application programs or of operating system components as well.

• All storage levels (main memory, mass storage etc.) have to be protected
throughout against unauthorised accesses by means of authentication-dependent
virtual address spaces.

• Constraints and nominal functionalities of programs are defined in installation
phases, and permanently supervised in the course of operation. Their observance
is guaranteed even under real-time conditions.

• To protect data against effects of program errors or malicious interpretable files
and to enable context-sensitive memory allocation, a means for the instantiation
of programs must be provided, which employs access functions.

Utilising the presented measures, embedded systems and safety-related systems in
critical infrastructures are effectively protected against inadmissible accesses. This
holds in particular for still unknown attack patterns or malware, too, because there is
no more need for databases of malicious code or attack prototypes, which become
obsolete within hours anyway due to the swift spreading of current malware via the
Internet. It has been shown that it is possible to build systems which are immune to
intruders and espionage. In addition, it was shown that separation and structuring
considerably facilitates the maintainability of computer control systems, too, and
even increases their performance. Furthermore, it became clear that systems protected
by the above mentioned measures exhibit, on the basis of disclosing their nominal
functions, of the permanent supervision against set bounds, of the context-sensitive
allocation of data and of the impossibility to attack operating systems and application
programs, a degree of robustness which allows them to maintain their functionality
despite some failing application programs—a property being of fundamental
importance for embedded systems and highly safety-critical applications. The mea-
sures presented here guarantee, with reference to [8], the observance of the protection
objectives privacy, i.e. unauthorised gain of information (spying out data) is made
impossible, integrity, i.e. unauthorised modification of information is precluded,
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availability, i.e. unauthorised influence on the functionality is precluded, and
attributability, i.e. the responsible persons can be identified with certainty at any point
in time.
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Chapter 19
RFID Based Modular Clerk Management
System in Cloud

Ming-Shen Jian, Jun-Hong Shen, Ming-Sian You, Yu-Siang Huang
and Yu-Syuan Liou

Abstract In this paper, the RFID based modular clerk management system in
cloud is proposed to provide the modular clerk management to different companies
individually with less implementation cost. The management procedures for clerk
are modular and can be adopted by the system manager individually. All the clerks
are given an individual RFID tag for the induction. By managing the priority
recorded in the database in cloud, the gate access management, the attendance state
of clerks and even the salary for clerks can be automatically arranged. Based on
cloud, different companies can access the management system and database in
virtual machines. In addition, the modular management system can be used
according to the on demand requirements of companies. The modular system only
needs to be established once and repeatedly used for individual companies.

Keywords Clerk management � Cloud � Modular system � RFID

19.1 Introduction

Radio Frequency Identification (RFID) and Near Field Communication (NFC)
technology today are the popular wireless induction systems [2, 6, 7, 9–13]. An
RFID or NFC tag is given a unique ID (UID). When an independent tag approaches
the antenna of RFID or NFC system, the induction between the tag and the antenna
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happens. The information and content recorded in the tag is transmitted to the
system. Following up the data translation, the tag recognition can be completed and
related applications will be provided.

Many local or small area wireless applications for monitoring and management
were proposed. For example, the RFID systems were already proposed to be used in
hospital or health care [5, 14, 15]. A designed tag is given to each patient. Hence,
all the patients’ current location and conditions are monitored by the hospital. In
other words, patients are under care even an emergency state happens.

In addition, some entrance guard systems are also based on the RFID/NFC
system. The RFID/NFC ticket or card [2, 11–13] is used to identify that a user is
legal or not. Some other applications focus on embedding the RFID/NFC tech-
nology into a small device such as handheld host [4]. The handheld device users
can be plugged in the SD or CF interface of the RFID reader card. Hence, the users
can use the RFID/NFC system everywhere.

However, the computing ability or storage spaces of the mobile devices or
handheld devices are limited. In addition, individual system users may require the
on demand personalized services or information data. By using the virtualization
technology in cloud, virtual implementation of hardware and operating systems can
be provided to users for creating or deploying their own applications with huge
computing resources. Amazon’s EC2, IBM’s Smart Business cloud offerings,
Microsoft’s Azure, and Google’s AppEngine are based on cloud computing [1, 3].
According to the structure of cloud computing, users’ application or information
data can run on virtual machines (VMs) or storage in cloud [8]. Since the virtual
machine (VM) can be easily established based on cloud platform and formulated as
the image file for repeat using, to provide the modular services and systems by
using VMs can be an important issue.

Therefore, in this paper, a realistic application, RFID based modular clerk
management system in cloud, including RFID and the modular clerk management
system, is proposed. The main contributions of the proposed system are as follows:

1. Users or companies of the proposed system can be served individually. Each
client user (company) will establish an individual virtual machine (VM).

2. All the client users can obtain individual or on demand defined modular services
provided in virtual machines in cloud. All the information can be searched and
obtained from third party applications or Internet.

3. Based on RFID, different states of different RFID users can be obtained and
recorded into the database in cloud. The third party applications such as the
salary system can obtain the corresponding information via Internet.

4. Based on RFID, different priorities of different RFID users can be set individ-
ually. In addition, the corresponding priority information can be adopted for the
security management such as gate lock, location tracing, etc. The clerk man-
agement can be enhanced.

5. The proposed system can be embedded in other similar service systems. In
addition, the modular structure and system in virtual machines in cloud can be
repeatedly used. The cost can be reduced.
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19.2 Proposed System

Figure 19.1 shows the service concept of the proposed system. Different companies
can connect to the individual virtual machine established on cloud for system
accessing. By using the modular framework provided by the proposed system, each
company can create the customized content of the company services such as the
website, the management system, etc. The RFID induction system and hardware are
deployed at the local location. The structure of the virtual machine in cloud can be
repeatedly used. All the corresponding information or content can be given a
corresponding connection in the remote database. The local manager can use the
web user interface for the information querying and searching. The third party
application can also connect to the virtual machine via Internet for data obtaining.
In addition, based on the RFID system, the individual company can enhance the
clerk management system in each company individually.

Due to induction characteristics of RFID, the power supply to an RFID tag is
needless. The power to drive the IC of RFID tag relies upon the induction made by
the RFID antenna. In addition, each RFID tag is given a unique ID (UID) and can
be used to communicate with the RFID system. Hence, in this paper, all the system
users (clerks) will be given an RFID tag for identification. The system structure is

Virtual Machine
Virtual Machine

Virtual Machine Database

Fig. 19.1 The service concept of the proposed system

19 RFID Based Modular Clerk Management System in Cloud 157



shown in Fig. 19.2. The modular clerk management system is the main system to
manage the internal and external system connections. The RFID API and parser are
included and provided to communicate with the third party RFID system located in
each company. The modular clerk management system also makes the information
connection to other business management systems or databases via software API. In
addition, the related information about the RFID tag inducted is presented by the
user interface.

A user can use a given readable RFID tag to gain the required personal services
based on the priority setting of each company. The communication and the data
transmission between the RFID tag and the server can be established via (1) Internet
or (2) server-client socket by using the local RFID reader. When the user
approaches the RFID system at the specified area, the induction and communication
between end user RFID tag and the antenna of RFID reader is automatically
established. An RFID reader will parse the signal into the digital and computing
content. Then, the local RFID system transmits the information obtained from the
tag to the modular clerk management system via Internet. According to the infor-
mation from the local RFID system, the modular clerk management system can
decide and response the corresponding information or decision back to the local
RFID system or third party applications.
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In addition to the local RFID system, the modular clerk management system is
also implemented in the virtual machine in cloud. The modular clerk management
system provides the clerk personal website user interface, the state of clerk atten-
dance (duty of work) information and interface, and the salary interface. To
modularize the framework of the clerk management system based on the database,
each company can upload the corresponding information for website establishment.
All the uploaded content or information will be given a corresponding file con-
nection or data link which recorded in the remote database in cloud. Based on the
connection or link information, every time the individual company creates its vir-
tual machine in cloud, and the related information will be on demand configured for
each company. In other words, even the website framework is the same as other
companies, the content and information presented in the user interface will be
different. It also means that the image file of the virtual machine can be created once
and repeatedly used. Therefore, the cost of the application implementation can be
reduced. In addition, according to the information configured by the company, the
corresponding response such as the priority of the specific RFID tag can be replied
to the local system or application. The related information about the specific RFID
tag can be recorded in the remote database.

19.3 Implementation

To real test and verify the proposed system, the modular clerk management system
is implemented in the virtual machine in cloud. The RFID readers and antennas are
placed in the specific and limited local area. Considering the performance of the
RFID tag, the RFID tag with size 2″ × 3.5″ for PVC and label are used. The
frequency is based on the High Frequency (HF). The RFID API uses the server-
client socket to communicate with the RFID reader and the virtual machine in
cloud.

According to the user interface provided by the modular clerk management
system, the local end user can obtain the real-time information related to the specific
RFID tag via Internet. The corresponding attendance state of each RFID user can be
presented via the web user interface. Figure 19.3 presents the implementation result
of the web user interface for state querying. The RFID tag induction time, induction
location, and the corresponding RFID user can be presented via the different color
and text. Furthermore, the total time for the specific RFID tag user turning out for
work can be evaluated. In other words, the salary can be counted based on the RFID
induction record. Moreover, based on the RFID tag, the security in the company can
be enhanced.
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19.4 Conclusion

In this paper, a cloud based application, RFID based modular clerk management
system in cloud, is proposed to integrate the existed management systems, RFID
system, and remote database. The proposed integration system provides the RFID
API module that can receive the corresponding RFID tag information from the local
side RFID system. The verification shows that the proposed system is realistic and
can provide the individual customized services automatically.
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Chapter 20
SMILE+: An Efficient Privacy Preserving
Missed-Connection Service in IoV
Networks

Shih Hui Yu, Pierre Pascal Lindenberg, Bo Chao Cheng
and Huan Chen

Abstract Drivers in IoV are connected to social networks all the time and can
make use of Missed-Connection Services. It provides its users with the possibility
to meet strangers who were at the same place and time and allows them to contact
each other at a later time. In traditional missed-connection services, the centralized
server stores all information and in a scenario, where the server is untrusted, the
sensitive information is in danger. We propose SMILE+, a two-phase algorithm that
ensures privacy by still being protected. We also perform a privacy analysis of our
approach in respect to (1) location privacy, (2) encounter privacy and (3) extra
messages to show that we could make an improvement to the existing approach.

20.1 Introduction

The Internet of Vehicles (IoV) network refers to network technologies that could
support highly economical and effective communication channels for the interaction
between vehicles [2]. Drivers are connected to social networks all the time. Tra-
ditional social networks are based on websites, but their users’ behavior has
changed. Traditional web-based social networks are not convenient for mobile users
anymore. However, mobile social networks (MSNs) appeares in our life. Drivers
can communicate with someone who has similar interests through their IoV mobile
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devices, such as the vehicle itself or portable devices. MSNs catch the advantage
from mobile networks and social networks. They support group text, location-
awareness, dating service, social networking, media sharing and social gaming.
Because of its features, MSNs were becoming more and more popular in recent
years [3, 4, 8]. It also came into the focus of IoV applications. Missed-connection is
one service of MSNs.

Websites that allow postings in area-specific groups (e.g. Craiglist.org or ppt.cc)
have still manymissed-connection posts on their bulletin boards.Missed-connections
provide a high-tech, free version of the popular personal ads that once ran or can
still be found on the back page of newspapers. Users can post a description that a
person they met but failed to talk to them or exchange contact information. They
hope that the person sees and replies to this post. In IoV context, a user might try to
find witnesses of an accident. Missed-Connection Services (MCSs) provide the
protection of anonymity rather than the risk of approaching a stranger in public
while offering its users with the possibility to contact strangers who were at the
same place and time at a later time. Furthermore, once connected, those strangers
are able to verify to each other. However, these websites require their users to
browse all the posts in hope to find one that is related to them. In case a user really
finds a post that is related to him, he/she can reply or send a message directly to the
poster (as shown in Figure 20.1).

While these postings offer a potential second chance for the user, his/her privacy
is threatened. There are virtually no mechanisms to protect the privacy. We propose
an approach to serve the users who want a second chance to meet others in IoVs. It
is in relation to IoV, because people might search for persons or witnesses via
missed-connection services in cases of accidents or other occurrences where the
contact could not be established. Another case is when a car accident on the road
and the police can use missed-connection services to find the criminals or witnesses
quickly. Traditionally, people would post something on a newspaper. Nowadays,

Fig. 20.1 Typical information flow of traditional missed-connection services (based on [6])
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they post it on (mobile) social networks. However, this is still neither efficient nor
secure. In our approach, we promote the quality of service and protect the privacy
via mutual anonymity. With the high quality and high privacy protection, the police
can find the criminals and witnesses quickly.

The remainder of this paper is organized as follows. In Sect. 20.2, we review the
MCS scheme developed earlier. Section 20.3 contains a detailed explanation and
derivation of the proposed algorithm. We provide a set of privacy analysis of our
approach in Sect. 20.4. The paper concludes in Sect. 20.5.

20.2 Related Work

To understand this paper’s approach, there are several things to know. The existing
approach unites knowledge from k-anonymity [7] and hashing. Because it would
exceed this paper’s scope, only a short introduction about these will be given.
Releasing tables from a relational database might contain sensitive information.
Releasing these data without revealing individual identities is an issue concerning
privacy. Hiding sensitive information while maintaining the best possible data
integrity is a challenge [1, 5]. K-anonymity prevents re-identification by reducing
the amount of the released information, so each entry appears with at least k
occurrences. Hashing describes a method to take an block of data and return a fixed-
size bit string. The same data will always result in the same bit string. In the
following, we introduce some related works in a bit more detail. We briefly
introduce Craigslist.org, what MCSs are, and we will introduce SMILE.

Craigslist is a web-based bulletin board. It provides a lot of categories, such as
gigs, discussion forums, for sale, and so on. Missed-connection is one of its ser-
vices. They provide web-based bulletin boards for users who want to find someone
they met before but did not exchange contact information. When a user wants to
find someone, he/she posts a description on the Bulletin board and expects someone
to help him/her. The post is public. If there is someone who can help him/her, then
he/she will reply under the post. Through the bulletin board, two strangers build a
connection to each other. As seen in Fig. 20.1, the left side shows the flow of
bulletin boards.

The most major problem of bulletin boards is building connections. There are
too many people in the world, and it is difficult to find someone. Because the person
who is the target needs to browse the bulletin board and needs to find the post, this
is a hard scenario. If that person is not used to browse websites, the probability of
success is approximately zero. To improve the probability, initial mobile missed-
connection services appeared. It changed the behavior of missed-connections. It
reduces the waiting time and increases the probability. Second, posts on Craigslist
are full of sensitive information. There are location information, personal identity
information, and the time in the post. All users know who has met whom where. It
is too dangerous in terms of privacy. The better way is to hide the location and
personal information but keep its utility.

20 SMILE+: An Efficient Privacy Preserving Missed-Connection … 165



The biggest difference between Craigslist and initial mobile missed-connection
services is the waiting for an answer. While Craigslist is passively waiting, mobile
missed-connection services try to find people actively. Initial mobile missed-con-
nection services consist of a centralized server and users. When users encounter
each other, they upload their personal identities, location, and time directly. With
the information, the centralized server provides mobile missed-connection services
to users. The centralized server is similar to bulletin boards. All of them provide a
platform which lets users post their missed-connection requests. In initial mobile
missed-connection services, the user stores their connections in the centralized
server. When they want to have a second chance, they send a request to the
centralized server. The centralized server will search the person who has the same
encounter information. If there are users who have the same encounter information,
they must have met the requester in the past.

However, there are several problems in initial mobile missed-connections. Users
directly upload their information. In other words, they show their privacy in public.
In the first case, you cannot trust the centralized server. If there is an internal abuse,
then the attacker knows where the user has met whom at what time. Even though
there is no internal abuse in the service provider, it still holds a risk. An attacker can
steal the information from the centralized server. In another case, users directly
upload their information, such as location and time that are not trustworthy. There is
not authentication in the service. It is possible to fake one’s identity. The initial
mobile missed-connection service is the basic approach which provides the missed-
connection without any protection. Attackers can steal the sensitive information
easily. To solve this problem, SMILE gives a new system to protect users’ sensitive
information.

The authors of [6] introduce a system called SMILE, which is short for “Secure
Missed Connections through Logged Encounters”. SMILE is a secure, centralized
missed-connections service. It assumes that (1) the service provider is untrusted and
(2) the users have no pre-established social relationships with each other. SMILE
uses short-range wireless communication and standard cryptographic mecha-
nisms to mimic the behavior of users in existing missed-connections services. It
provides encounter privacy protection and location privacy protection. SMILE does
not upload location information and encrypts messages with encounter keys so that
it provides a secure end-to-end channel. SMILE’s behavior tries to be close to the
behavior of people using former mentioned websites. While in public areas, the
users’ mobile device passively exchanges cryptographic keys with nearby peers.
Updates of key hashes will be uploaded frequently to a central coordinating server.
If a user wants to send a message to someone they met, he/she sends it encrypted to
the server and attaches his/her encounter key. Then, the server forwards the
encrypted message to all users that have uploaded the same key hash. Only users
that encountered the sending user will be able to decrypt the message. This ensures
that no malicious agent can determine or disclose a user’s location history,
encounter history, or private messages. For instance, there are two user called Alice
and Bob. They met each other in subway at 1:00 p.m. They will exchange their own
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cryptographic keys which are private keys. In this step, they generate an encounter
key (a session key) with private keys.

Upon calculating the hash value of their encounter key, the MCS application
program would upload the value to the server. In other words, Alice and Bob use
the hash value as a “keepsake”, for when and where they met. Since the hash value
should be unique if there is no hash collision, the server is still able to derive the
fact when Alice met Bob met. To solve this problem, the authors of [6] use the
concept of k-anonymity. The MCS application program extracts the prefix of hash
value before uploading. The prefix refers to the leading bits of whole hash value.
The prefix hash values hide the unique match because of the collision. With shorter
prefix, the probability of collision will be high. If the server wants to forward a
message to Bob, the server will broadcast the message to all potential receivers
instead. All potential users will receive the message (as shown in Fig. 20.2), but
only the right user can decrypt the message. The other users might see these
messages as junk messages because they cannot understand what the message
means. Junk messages are just like noise, and the experience for these users is not
good. It is hard to balance the quality and the privacy in SMILE. Most of time, the
amount of extra messages is large. Another problem of SMILE is encounter
disclosure.

SMILE supports missed-connection service via logged encounter. Even though
they do not upload the time of the encounter, the centralized server still knows it,
because the centralized server will log when the event occurs. As seen in Fig. 20.3,
if the centralized server is not trusted then it knows the time, location and users’ ID.
The centralized server knows who met whom by combining the information. To
solve these problems, we propose an approach called SMILE+ that reduces the
extra messages and provides a stronger protection of encounter privacy. In our
approach, we keep the privacy and increase the quality at the same time.

Fig. 20.2 Alice and Bob
have the same prefix which is
Pre(H(KA + KB)), because it
is made up by the same keys
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20.3 Proposed Approach: SMILE+

In this section, we propose an approach using mutual anonymity to protect
encounter privacy during missed-connection services. With SMILE+, missed-
connection services are secure and efficient. SMILE+ consists of two phases: record
connections, and rebuild connections.

20.3.1 Record Connections

When someone meets another person, but is too shy to chat, he/she can use his/her
mobile device to build a connection via session key. This session key can be his/her
evidence that they have met. Then, the devices compute the hash values to ensure
integrity of the session keys. After that, the device will find another person who has
similar interests in the mobile social network to be his/her agent. The agent will
modify the sender and forward the information to the centralized server when
receiving the information. In the end of this phase, the centralized server stores the
information received from the agent. For instance, when Alice and Bob met each
other at the subway at 1:00 p.m., they will exchange their own keys that are
generated by their mobile devices. During the session, their mobile devices will
generate a new key (session key) which is called encounter key. This encounter key
consists of Alice’s private key and Bob’s private key. After Alice and Bob have the
same encounter key, they will use a hash function to compute the hash values of
their encounter keys. Because hashing is an irreversible function, the evidence can
not be modified by anyone afterwards. Alice and Bob have the same evidence now.
Then, they will find an agent to forward their messages (ID, hash(A, B), time) for

Fig. 20.3 By matching the
prefix with log times, the
centralized server can
re-identify users. The server
can know who the message is
directed at
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them (as seen in Fig. 20.4). The centralized server will receive the message sent by
the agents instead of Alice or Bob. Thanks to the mutual anonymity, the centralized
server only knows there are two users that met each other, but does not know that it
is Alice and Bob. In this phase, the centralized server stores the connection between
Alice and Bob. The centralized server provides the second chance to chat with each
other.

20.3.2 Rebuild Connections

In this phase, we provide the second chance to someone who was too shy to chat
with another person. Through this phase, he/she can have an end-to-end secure
channel to the other person. When Alice wants to contact Bob again, she sends the
information which includes the evidence, time and cipher messages to the agent. The
evidence is the hash value of the encounter key that has been computed in previous
phase. Cipher messages are encrypted by encounter key. With the cipher message,
the centralized server and agents cannot recognize what message Alice wants to tell
Bob. Alice and Bob can have an end-to-end secure channel between them. After the
agent receives the information from Alice, the agent will record the message with
three columns. First one is who send this message? Second, what is the evidence of
sender? Third, when have they met each other? With these three columns, agents can
query the target via the centralized server. When agents forward the information
from Alice, the agents will change the sender column into the agent’s name. Then
forwarding to the centralized server, the centralized server will compare the time and
evidences. If the evidences are the same and the time is approximately the same, the
centralized server will broadcast the information to the potential users. In Fig. 20.5,
agent 2 receives the information from the centralized server, and agent 2 decrypts the
evidence, time and cipher messages. After comparing with the evidence table, agent

Fig. 20.4 When Alice and Bob want to record their connection
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2 recognizes the receiver of this information is Bob, and forwards the information to
Bob with agent 2's name. In the end of this phase, Bob receives the information from
Alice. He decrypts cipher messages with the encounter key. If he fails to decrypt, it
means the message has been modified or the sender is another user that he did not
encounter before.

According to the characteristics of hashing, different contents will result in
different hash values and low repeatability. Alice can find Bob with less extra
messages. For the security issue, we also extract the prefix of the hash value to be
our evidence. When the prefix length equals to a maximum of the output size of the
hash function (e.g., SHA-1 with 160 bits), k-anonymity will equal to one. This
means that there are less extra messages in our approach, because we use the unique
matches within the centralized server’s table.

20.4 Privacy Analysis

In this section, we proposed our approach to archive better security and efficiency in
missed-connection services. We analyze our approach in this section to show that
we can protect location privacy and encounter privacy at the same time.

20.4.1 Location Privacy

Most of missed-connection services are full of location privacy leakages. For
instance, the posts on Craigslist always have location information. In our approach,
SMILE+ does not upload the location information. Therefore, only participants

Fig. 20.5 Alice can find Bob with less extra message through this phase
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(Alice and Bob) know the location where they encountered before. In other words,
the centralized server and the agents do not know where Alice and Bob met each
other. Even though the agent leaks Alice’s identity, the centralized server still does
not know where and whom Alice met.

20.4.2 Encounter Privacy

SMILE application program uploads the information to the centralized server
without the time information. However, the centralized server’s logs still can show
who uploaded which information at what time, even though they use prefixes to
achieve k-anonymity. As such, the centralized server is able to conclude their
encounter privacy. Instead of uploading directly, SMILE+ finds an agent to work
for them. With this kind of mutual anonymity, the centralized server only knows
agent 1 met agent 2 but does not know the real users behind the agents. On the
agents’ side, the agents know the senders but do not know the receiver. The agents
still do not know who has met someone somewhere. In the users’ view, Alice and
Bob have a secure communication channel.

20.4.3 Extra Messages

The existing approach extracts the prefix of the hash values when they protect the
encounter privacy, which results in producing a large amount of the extra messages
overhead due to the hash collision. When their k-anonymity is equal to four, they
will produce three (k − 1) extra messages, the centralized server will find four
tuples that have the same prefix in the encounter table and sends out four “rebuild
connection” requests. Therefore, there are three extra messages. In our approach,
SMILE+ allows the agents generating a unique match on the server side to prevent
the hash collision of the encounter keys. The quality of the proposed approach is
better than that of the original SMILE because SMILE+ does not make noise
(messages) to other users.

20.5 Conclusion

Missed-connection service is a popular service in MSNs that gives opportunities in
IoV. It provides one more chance for persons who can help the police to find people
witnessing accidents. Traditional approach (Craigslist) has difficulties to find the
persons that one is looking for. Initial mobile missed-connection services solve this
problem but ignore the privacy concern. Another issue is that the service provider is
untrusted. SMILE provides location protection and the prefixes which takes
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advantage of k-anonymity. However, SMILE makes noise with (k-1) messages
when they achieve k-anonymity. Moreover, SMILE has the encounter privacy
leakage issue potentially. From the primitive privacy analysis, SMILE+ is able to
provide a secure and high quality missed-connection service environment.
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Chapter 21
Study on the Structured Clinical Diagnosis
Repository Oriented Topic Architecture

Ying Li, Yunliang Zhang, Deshan Xu, Lijun Zhu, Jie Gui
and Rui Zhu

Abstract In our existing clinical diagnosis repository, as it is lack of the deeper
structured knowledge, we have begun work on an integrated solution with some
topic-related knowledge technologies like DITA and Topic Maps. This paper
presents the new architecture of the clinical diagnosis repository, which is rede-
signed according to the topic-related structured knowledge techniques, as well as
the technology roadmap for implementing. Applying the architecture, the repository
system has been improved. This paper describes and valuates new features of the
system. Finally, it presents the next-phrase tasks.

Keywords Structured knowledge � Clinical diagnosis repository � Topic � DITA �
Topic maps � Topic navigation

21.1 Introduction

In China, along with more aware of knowledge economy, industry requirement for
structured knowledge has become more and more urgent. For this reason, the
knowledge engineering team of ISTIC is facing a great opportunity. Meanwhile, a
challenge facing is to solve the problem of lack of structured domain knowledge,
and provide its related services. Our goal is, to structure domain knowledge by
using the topic technologies, build agile and intelligence content, to meet users’
access needs of structured knowledge. On the other hand, through reusable
knowledge content based-on topic, improves quality and consistency of our
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resource content, accelerate time-to-market, reduce costs, and use the resources
more productively.

As the priority domain for implementation, we choose our clinical diagnosis
repository, which is getting a lot of public attention, because clinical diagnosis is
related to human welfare and the quality of human life. In the repository, the data of
diseases, symptoms, inspections, drugs, guides and case report etc. is being col-
lected. Through the integration design, the optimization search, and linking the
knowledge, the repository systems assists doctors for finding and obtaining relevant
knowledge, and supports them in making-decision for their clinical diagnosis. In
current version, it has no function that it provides users access knowledge by topics,
contents in repository are not well re-used, and construction efficiency is lower.
Therefore, we set up the project of “Structured Clinical Diagnosis Repository
Based-on Topic” to upgrade the existing system.

This article, from the aspects of architecture and implementation roadmap,
functions, implementation and evaluation, introduces the works related the upgra-
ded system. Finally, it presents the conclusion and the next-phrase task.

21.2 Architecture and Related Technology

21.2.1 Architecture and Roadmap

Why “Structured Clinical Diagnosis Repository Based-on Topic” is important for
users? Because topic-oriented content is equal to modular, component based doc-
umentation. Instead of providing large granularity content, it needed to create
discrete topics of information (content resources) by users, it needed better meth-
odologies to design, create, classify, manage, present and find content by topic for
clinical diagnosis. In our study, we adopted DITA and Topic Maps standards
related to topic, and designed the architecture and established the roadmap.

As shown in Fig. 21.1, the architecture contains 4 tiers:

• Collecting resources on clinical diagnosis: objects collected include medical
knowledge (such as books), knowledge of diseases, cases of illness, guides/
criteria, etc.

• Topicalization: structuring the collected medical resources by each topic with
the DITA tool (see Sect. 21.2.2), domain ontology tool, and semantic notation
tool.

• (*In DITA terminology, “content is created as topics”.)
• Building the topic repository for clinical diagnosis knowledge: to assemble/

generate topics into deliverables to users, defined relationships between topics,
which is metadata schema.

• User interface: it provides semantic navigation function by topic that powered
by Topic Maps (see Sect. 21.2.2) to satisfy individual need, and enables to
deliver the contents of clinical diagnosis knowledge in various formats.
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21.2.2 Overview of DITA and Topic Maps

DITA DITA [1, 4], the Darwin Information Typing Architecture is an XML data
model based-on topic for authoring and, with the DITA Open Toolkit, publishing/
presenting. It is a standard that is defined and maintained by the OASIS DITA
Technical Committee. DITA has the followings characteristics:

• Topic orientation: DITA is an extensible set of structure, and its content should
be structured as topics. Typically, each topic covers a specific subject with a
singular intent, for example, a conceptual topic that provides an overview, or a
procedural topic describing a task.

• Information Typing: DITA includes three specialized topic types: task, concept,
and reference.

• Metadata: DITA includes extensive metadata elements and attributes, both at
topic level and within elements.

Fig. 21.1 Architecture and roadmap for implementing the structural clinical diagnosis repository
based-on topic
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• Maps: A DITA map is a container for topics used to transform a collection of
content into a publication. It gives the topics sequence and structure. A map can
include relationship tables which define hyperlinks between topics. Maps can be
nested. Maps can reference topics or other maps, and can contain a variety of
content types and metadata.

• Specialization and Inheritance: DITA uses the Darwin principles of special-
ization and inheritance. It allows adding new elements and attributes through
specialization of base DITA elements and attributes. Through specialization,
DITA can accommodate new topic types, element types, and attributes as
needed for specific industries or companies. Through inheritance, it allows
reusing content across multiple publications.

Because DITA has the extensibility that permits organization to specialize DITA by
defining information structures, we defined clinical diagnosis-specific information
architectures to enrich content with metadata, and to enforce structuring clinical
diagnosis information in the repository.

DITA is designed as an end-to-end architecture. In addition to indicating what
elements, attributes, and rules are parts of the DITA language, the DITA specifi-
cation includes rules for publishing DITA content in print, HTML, online Help, and
other formats. Taking advantage of this function, enable our system to represent the
content in various formats.

The new solution oriented topic is supporting us more rapidly and efficiently
build clinical diagnosis repository with uncompromised compliance, consistency
and quality.

Topic Maps Topic Maps [3, 6], is subject-centric and semantic model, it captures
and reuses semantics, relates subjects using maps, separates subject definition from
the content resources, and has robust tools for ontology design, search and navi-
gation. Topic Maps has the followings features:

• Providing a comprehensive ontology

– Topics: defines subjects being expressed in the documentation.
– Occurrences: content topics that relate to each subject.
– Associations: relationships between subjects can be used to deliver and link

between the content topics.

• Determining valid usage of metadata and applicability/affectivity values
• Standardizing index and glossary

DITA and Topic Maps is a natural match. DITA, it is topic-oriented content
model, can develop and reuse content, combine topics using maps, separates tax-
onomy and relationships from content, as well as has robust tools for authoring and
publishing content. DITA has interoperability with Topic Maps. It can express
Topic Maps using DITA maps via specialization (new topic types, element types,
and attributes), add subjects and their relationships, classify content resources.
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DITA topics can be used to document the ontology, describe each subject, and
publish glossary using the Open Source Toolkit. Round-trip with XTM, LTM,
CTM give best of both worlds, Topic Maps tools for building, checking, navigating,
searching, querying, constraining anthologies, and DITA tools for authoring,
managing, publishing, translating [2].

Based on the above description, our study is taking full advantages of DITA and
Topic Maps, especially adapted topicalization function from DITA, navigation
function from Topic Maps as shown in Fig. 21.1.

21.3 New Features of the System

Under the topic-oriented architecture, we have implemented the development, and
the main development work includes: developing a tool for building structured
knowledge repository by topic, semantic notation tools, adopting our domain
ontology into the structure knowledge repository, and semantic navigations system
in different granularity. The system, called the structured clinical diagnosis repos-
itory, it has the followings features:

• Structured knowledge based-on topic
• Topic reuse
• Representing/Publishing the topicalized knowledge in various formats
• Metadata description basing on our domain ontology and semantic notation

tools,
• Semantic Navigation based-on Topic Maps

The followings give the overall of the new features. They are structured
knowledge based-on topic, topic reuse, and representing/publishing the topicalized
knowledge in various formats.

21.3.1 Creating Structured Knowledge Based-on Topic

This study, according to the DITA standard, built the structured clinical diagnosis
knowledge repository based-on topic. Taking AIDS as an example, the process is as
follows:

• Select relevant topic.
• Decide granularity of topic, set topic content and type, topic can be divided into

conceptual, task, reference topic.
• Create topic according to content and type.
• Saves, export the related file format as the needed.

Unlike building of the existing knowledge repository, the above method is
based-on topic and structuring knowledge, it can re-use of knowledge.
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21.3.2 Reusing Topic

Benefits of Reuse Reuse is one of the primary motivations for the clinical diag-
nosis knowledge repository, the benefits of reuse:

• Efficiency: Reuse improves the efficiency of building the knowledge repository.
• Effort to create content once and reuse it many times, thereby avoiding wasted

or duplicate effort.
• When content that’s reused must be updated; it reduces maintenance costs by

updating only one topic instead of several.
• It saves on translation costs by translating reused content only once.
• Consistency and accuracy: Reuse ensures consistency and accuracy because the

reused content is the same in all locations.
• Updating only one piece of content a single time ensures that the correct

changes are propagated everywhere.

It can reuse content by:

• Reusing elements by using content references
• Reusing topics
• Reusing DITA maps
• Reusing content from non-DITA sources

With a content reference (short name is conref), it can refer to an element and
use that element’s content in place of the current element. It can conref to topics,
DITA maps, and elements so that it can reuse chunks of content from a source file
in a target file. It most commonly use conrefs to reuse lists, steps, tables, phrases,
sentences, or paragraphs in a topic.

As shown in Fig. 21.2, it is a coding for content reuse in the clinical diagnosis
knowledge repository [5].

Fig. 21.2 An example of
reusing topics
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21.3.3 Representing/Publishing the Tropicalized Knowledge
in Various Formats

Because this study had built the repository by adopting DITA, it can represent/
publish the content by associating topics in various formats, such as html, doc, pdf,
and e-put, etc. and Fig. 21.3 represents its knowledge by topics in html format for
AIDS.

21.3.4 Users Interface

Disease knowledge includes overview, pathogenesis, clinical manifestation, clinical
examination, differential diagnosis, common complication, clinical treatment, dis-
ease care, prevention program, guides and criterion, case-reporting. For the clinical
diagnosis knowledge repository, user interface represents the knowledge by rele-
vant topics, the interface similar to Wikipedia as shown in Fig. 21.4.

Fig. 21.3 Screenshot of resenting knowledge related AIDS in HTML
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21.4 Evaluation of the New Feature

Before applying the relevant topic technologies, we completed a questionnaire for
the existing system. The results showed that the user satisfaction of content pre-
sentation is the lowest. As a solution, we adopted DITA and Topic Maps standards
for structuring, tagging, as well as navigating contents, it have improved the user
experience.

As shown in Fig. 21.5, specifically, before applying DITA, the system only has
the hierarchical classification navigation, after adopting the topic technologies, we
developed the association navigation among the relevant topics, such as disease,
drug, and case. Meanwhile, it can export the content in a variety of formats, and
reuse the required knowledge.

21.5 Conclusions and the Future Plan

Conclusions
The structured clinical diagnosis repository based-on topic reused the knowledge,
improved the quality and consistency of our resource content, and reduced costs. It
can be expected to accelerate time-to-market.

The future plan
In the next-phrase, as shown in Fig. 21.6, we are planning to use the tools of the on-
otology platform and automatic text annotation, and carry on the semi-automatic

Fig. 21.4 The users’ interface
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tagging of topics, complete the developing the knowledge service platform based
on the structured knowledge.
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Chapter 22
The Impact of Social Capital
on the Knowledge Sharing Behavior
Among the Community Members
of a Social Network Knowledge Platform

Chyuan-Yuh Lin, You-Shyang Chen and Yu-Wen Lo

Abstract This research has collected sample data through the social network Ask
Yahoo! From the 308 effective samples, it shows that community members’ attitude
toward knowledge sharing certainly constitutes positive impact on the members’
willingness to participate in the sharing and be loyal to the aggregative social
network behavior. However, the mutual trust and common goals of the community
members and their perceived social network benefits do not necessarily decide the
behavioral outcomes. By taking an insight look at the behavioral traits behind
people’s mindset, this study aims to help understand the actual factors that influence
the community members’ willingness to share, so that social network operators can
better run the platforms to make effective sharing mechanism and bring in tempting
social network benefits.

Keywords Social capital � Perceived net benefit � Attitude toward knowledge
sharing � Knowledge sharing intention

22.1 Introduction

As the Web 2.0 becomes pervasive, people are frequently using websites to share
their information on a daily basis. The knowledge community members are now
able to interact with one another for information exchange and discussion through
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the Internet. Under such circumstances, the members are interactively sharing their
experiences and expertise as well as acquiring the knowledge they need. However,
according to past studies, sharing knowledge with others does not match human
nature [11]. Besides, anonymous interaction on the Internet signifies the unfamil-
iarity among the correspondents, and that will certainly hamper the willingness of
knowledge sharing, although it is critical to the success of a knowledge sharing
platform on the Internet. So, how to encourage the willingness of knowledge
sharing is a very interesting topic worth a study. In view that Ask Yahoo! is a
highly representative application which belongs to the domestic knowledge sharing
platforms. The study takes it as the object for discussion on the essential factors that
affect the knowledge sharing willingness of social network members.

22.2 Literature Review

22.2.1 Social Capital Theory

The social capital concept was first proposed by Bourdieu [1] based on the social
activities conducted by people groups. He defined the social capital as an aggregated
real or potential resources, which originated from a long and stable social network
mesh that was the common capital owned by and accessible to all the members
within. However, in all the prominent studies, the three social capital constructs
proposed by Nahapiet and Ghoshal [10]—Structural Dimension, Relational
Dimension, and Cognitive Dimension—have been the most comprehensive and
complete constituent dimensions that are most often cited by social capital studies.

22.2.2 Perceived Net Benefit

The cognitive benefit and its cost is one of the most common elements discussed
with knowledge sharing [12]. When an individual is making a decision, the first
thing to do is evaluate the ratio between perceived effect and perceived cost, and
decide whether the benefits of intangible respect and reputation, or tangible rewards
will be gained [3].

22.2.3 Attitude Toward Knowledge Sharing

According to Fishbein and Ajzen [5], the attitude means an individual’s positive or
negative appraisal on a behavior, and the stronger the positive attitude of the indi-
vidual is toward a behavior, the more likely will the individual engage in the
behavior. The measurement of attitude is composed of behavioral belief and outcome
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evaluation of an individual. The behavioral belief indicates the significant outcomes
resulted from a specific behavior by an individual, while the outcome evaluation
indicates the level of importance of the significant outcomes to the individual.

22.2.4 Knowledge Sharing Intention

According to Williams [13], the intention means a tendency of desire of an indi-
vidual for a future goal, and this tendency guides the individual to behave toward
the fulfillment of the goal. Therefore, if the community members have good
intention of knowledge sharing, they will unreservedly share their knowledge and
information actively and passionately in all kinds of forms, when they are asked
questions by other members. And this is the state of consistence between mentality
and behavior. According to Wu and Sukoco [14], knowledge sharing can be
measured by intention of participation, intention of recommendation and intention
of loyalty.

22.3 Research Framework

Based on our researched topics and the literature review, we propose our research
framework which is constructed by the relationships among the social capital,
perceived net benefit, attitude toward knowledge sharing, and knowledge sharing
intention. The framework diagram is shown in Fig. 22.1.

According to the above literature analytical induction, we assume the following:
H1 Social capital affects the attitude toward knowledge sharing.
H2 Social capital affects the perceived net benefit.

Knowledge Sharing Intention

Social network

Common goals

Trust

Perceived net 
benefit

Attitude toward 
knowledge sharing

Intention of 
participation

Intention of
recommendation

Intention of
loyalty

Social Capital

Fig. 22.1 The research framework
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H3 The attitude toward knowledge sharing affects intention of individual’s
knowledge sharing.

H4 The perceived net benefit affects individual’s intention of knowledge sharing.

22.4 Research Methodology

22.4.1 Questionnaire Design

Based on the literature review and the above assumptions, the social network
factors and operational definitions are listed in the following Table 22.1, along with
references to make sure the data are accountable. For the measuring variables, the
Likert Scale (7-point) is adopted.

22.4.2 Data Collection

This research takes themembers of the social network AskYahoo! as the study objects,
and it uploads the questionnaire onto the My3q website (http://www.my3q.com)

Table 22.1 The social network factors and their operational definitions

Factors Operational definitions References

Social network (SN) The level of connections and interactions with
others

Chow and
Chan [2]

Trust The level of individual’s willingness to undertake
losses due to behaviors of others

Common goals (CG) The level of individual’s common goals, missions
and visions shared with others

Perceived net benefit
(PNB)

Including enhancement of work efficiency, goal
fulfillment, quick response capability, external
strategic relationship, service performance, and
saving of human resources

Delone [4]

Attitude toward
knowledge sharing
(AKS)

The level of individual preference or positive
feeling about knowledge sharing

Chow and
Chan [2]

Intention to participate
(IP)

The willingness to participate in social network
activities

Wu and
Sukoco [14]

Intention to
recommend (IR)

The willingness to recommend the social network
to non-members

Wu and
Sukoco [14]

Intention to loyal (IL) The willingness to be loyal to the brand of the
social network

Wu and
Sukoco [14]
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and dispatches it via the PPT questionnaire board. The questionnaire is open for
2 months for people to fill out, and finally there are 308 effective copies of the ques-
tionnaire collected.

22.4.3 Data Analysis

This study uses the PLS (SmartPLS2.0) to analyze the social network’s dimensions
and factors. This study takes the Cronbach’s α coefficient to measure the level of the
variables’ internal consistency. The algorithm is when the α value is greater than
0.7, it means a high internal consistency, and if it is lower than 0.35, it means a low
internal consistency [7]. All the Cronbach’s α values obtained in this study are
greater than 0.7, which says the high internal consistency of the variables. In the
verification of reliability and validity of the models used in this study, the mea-
suring tools will be proved to have very good convergent validity and discriminant
validity [9] if the following conditions are satisfied: the factor loading of each
question reaches 0.5, the composite reliabilities (CR) is greater than 0.7 as rec-
ommended [8], the average variance extracted (AVE) is greater than 0.5 [6], and
every factor’s AVE square root is greater than the coefficients of other related
factors. After the SmartPLS calculation, we’ve found that all the modeling factors
have very good reliability and validity. The data of the model’s reliability and
validity are shown in Table 22.2.

After the model’s reliability and validity are verified, now it comes to the
examination of the true-or-false of the assumptions. The PLS model needs nor-
malized path coefficients—the T Statistics—in order to be judged whether it reaches
a statistic significance. The model’s path coefficients and levels of significance are
displayed in Table 22.3.

Table 22.2 The data of the model’s reliability and validity

SN Trust CG PNB AKS IP IR IL

SN 0.934

Trust 0.723 0.914

CG 0.790 0.734 0.911

PNB 0.699 0.748 0.701 0.935

AKS 0.744 0.752 0.740 0.845 0.940

IP 0.808 0.717 0.778 0.644 0.753 0.967

IR 0.716 0.712 0.723 0.665 0.713 0.737 0.932

IL 0.748 0.719 0.719 0.736 0.786 0.764 0.775 0.915

Note the data within the diagonals are the AVE square roots of the factors
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22.5 Results and Discussions

Our study result shows that Ask Yahoo! has a social capital which does not have
significant influence on its members’ attitude toward knowledge sharing and per-
ceived net benefit (social network, members’ trust, and common goals). Although
the outcome is not consistent with the results from the past researches, this study
believes that this does not mean the influence is non-existent at all, because the
inconsistency is attributable to the structure, goals, and interactivity of Ask Yahoo!
that are different from other social networks. Here are some scenarios: If the
members’ backgrounds of a social network are consistent, the members will be a lot
easier to get bound together tightly; if the goals of a social network are clear, the
members will be easier motivated to strive for the goals; and if the interactive
mechanism is good, it will be easier to enhance mutual understanding and thus
creating trust among the members. But these essential elements are not easy to
achieve for general social networks. It takes time and efforts to build them. As we
all know, the Ask Yahoo! social network has its members from every corner of the
globe, who provide infinitely versatile and knowledgeable questions and answers.
How to put the people from totally different backgrounds together and build a clear
vision upon a good interactive mechanism are the things to be taken cared of
seriously.

Knowledge contribution is one of the main reasons behind the success of a social
network, and this is especially true in the case of a knowledge sharing social
network. Our study result shows that the community members’ attitude toward
knowledge sharing has influence on the members’ intention of participation in
activities and loyalty to the society. This is consistent with the results of past

Table 22.3 The model’s path coefficients and levels of significance

Original sample (O) Standard error
(STERR)

T statistics (|O/
STERR|)

SN → AKS −0.041 0.134 0.304

Trust → AKS 0.142 0.120 1.182

CG → AKS 0.178 0.114 1.563

SN → PNB −0.081 0.142 0.566

Trust → PNB 0.222 0.164 1.355

CG → PNB 0.163 0.128 1.27

PNB → IP −0.150 0.116 1.291

PNB → IR 0.070 0.173 0.405

PNB → IL 0.105 0.157 0.665

AKS → IP 0.343 0.139 2.466**

AKS → IR 0.229 0.156 1.462

AKS → IL 0.324 0.164 1.976*

*p < 0.05; **p < 0.01

188 C.-Y. Lin et al.



researches. Therefore, increasing the members’ active attitude toward knowledge
sharing can encourage the members to be more actively engaged in the social
activities and be more loyal to the society. From the perspective of social exchange,
to raise the intention of knowledge sharing, incentive motivations are indispensible.
In other words, it has to let the members perceive that their contributions of
knowledge will ultimately bring them benefits. Ask Yahoo! allows a member to
accumulate points by participation in activities, and the more the points accumu-
lated, the higher knowledge grade the member is awarded. This mechanism is
definitely a plus to motivate its members’ intention of knowledge sharing.
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Chapter 23
Understanding University Students’
Online Purchase Decisions Through Social
Networking Services (SNSs)

Yan Sun, Shiqing Wang, Xue Bai and Woon Kian Chong

Abstract This study aims to investigate the effect of e-business integration with
social networking services (SNSs), with a particular focus on university students’
online purchase decisions. A quantitative study was adopted, using online survey
approach to collect 513 valid empirical data from the university students. Data
analysis was conducted by SPSS, started from descriptive aspect to regression test
progressively. Several impact factors namely advertisements (ads) on web-page,
ads on official homepages, ads on interest groups, and ads posted by friends
associated with SNSs were identified and the usage of SNS showed significant
impact on university students’ online purchase decisions. The findings suggest
SNSs is one of essential tool for the online purchase decision from the Chinese
university students’ perspective.

Keywords Social networking services � Purchase decisions � Advertisements on
SNSs

23.1 Introduction

Owing to the maturity of Web 2.0 technology, the number of participants in Social
Networking Services (SNSs) has a remarkable growth [9]. Claimed by Qi and Fu
[11], SNS users are increasing since 2010 in China. SNSs have been explored by
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abundant researchers as communication tools with its interactive nature, which
provides opportunities for organizations to share and exchange information, con-
solidate relationships with existing and potential customers, and to identify
potential business problems.

The paper has been structured to outline the main purpose of the study, review
the current literature on SNSs within Chinese university students. This is followed
by the research methodology section. Next, the survey results and key findings are
presented and discussed. The paper concludes with the limitations of the study and
implications for future research.

23.2 Literature Review

SNS become a novel approach for businesses in terms of retaining with existing
customers and exploring new customers [2]. In order to gain competitive advantages,
many firms adopt SNSs as their “yellow paper” for expansion [12]. Additionally, it
allows consumers to share and exchange experiences, which will add value when
making purchase decisions [4]. Online shoppers perceived online consumers’
reviews as one of the key element for purchase decision making. According to [6],
university students tend to have higher acceptance rate on online shopping. For
instance, university students are more willing to participate in SNSs activities
because they are enthusiastic about innovation and information sharing [3]. Hence,
university students are one of the most important samples for the research on both
E-business and SNSs.

SNS is a powerful tool for marketing innovation [1]. SNSs provide flexible
advertising approaches and efficient communication channel with interactive
capability for E-Businesses [10]. Previous study has showed those consumers are
tended to accept advertising on SNSs because of their social functions [12]. This
study appealed that consumers’ attitude to advertisement on SNSs is different
owing to dissimilar type of advertisement. Furthermore, according to [8] consumer
who use SNSs have more positive attitude to e-commerce. This study segmented
the using of SNSs into two factors which are the using frequency and the number of
contacts. It can be logically deduced that consumer who frequently use SNSs and
have larger contacts number would have more positive attitude to e-commerce.
Therefore, we propose the impacts that SNSs bring to purchase decision making
can be categorised into three aspects: the advertisement effects on SNSs, the fre-
quency of using SNSs and the number of contacts on SNSs.

There were enormous studies focused on SNSs and E-business, however, limited
attention was paid to China—the most considerable emerging market. Besides,
most prior researches ignored the significance of distinctiveness on younger
generation.
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23.3 Hypotheses Development

H1: Advertisements on SNSs

Specifically, this study is investigating the relationship between advertisements on
SNSs and purchase decisions of university students in China. Suggested by Hoy
and Milne [7], several types of online advertisement were selected and hypotheses
were drafted accordingly as follows:

H1a: Ads on web-page on SNS have influence on shopping online
H1b: Ads on official home page and posted by celebrities have influence on
online purchasing of electronic products
H1c: Ads on interests groups on SNS have influence on shopping online
H1d: Ads posted by celebrities have influence on online purchasing of electronic
products
H1e: Ads posted by friends have influence on shopping online
H1f: Ads posted by e-friends have influence on shopping online

H2: Frequency of using SNSs

As illustrated by Brocke et al. [2], some SNS users even regard SNSs as part of
their life and nearly half applied SNSs on daily basis. According to [5], the largest
SNS user group in China was people aged 20–29, particularly for university stu-
dents. SNS is further proved to be essential channel for extending e-marketing scale
among young generation because most university students started to developing
behavioural stickiness gradually. Therefore, we propose:

H2: The online frequency of SNSs has influence on online purchasing, clothes
in particular.

H3: The number of contacts on SNS

Building an online circle for close friends to share all kinds of information
including personal feeling and mood makes SNS more attractive to young gener-
ation worldwide. Assumedly every subscriber on SNS has an average of 150
friends, and then the company would be able to collect around 225,000 positive
feedbacks if 1,500 customers agreed to help. Hence, behaviours of university
students are not only impacted by their own motivations but also by others on social
network. Therefore, we propose:

H3: The number of contacts on SNSs has influence on online purchasing
(Fig. 23.1).
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23.4 Methodology and Survey Results

Respondents of this study are undergraduate students in colleges and universities in
China. A quantitative study, using online survey was adopted. Prior to dissemi-
nation, the online questionnaire was verified by two academicians and piloted on 30
Chinese university students. Minor amendments were made to the flow and
phrasing of the questions. The pilot study also confirmed the relevance and clarity
of the questions to ensure the findings are consistent and relevant. 513 effective
samples were obtained using the e-survey in total. Statistical Product and Service
Solutions (SPSS) was used to analyse dataset and find out relationships among
various variables. The full results shown in Table 23.1

23.5 Discussions

The results revealed that ads on web-page, ads on official homepages, ads on
interest groups, and ads posted by friends on SNSs are positively influence the
online purchase decision. University students in China seem to show higher
acceptance of personalized advertisements based on their interest. Furthermore, the
factor of advertising posted by friends show crucial significant level resulting from
that it use the trust relationship between college students though SNSs. The research
also appealed that both the frequency of usage of SNSs and the number of contacts
on SNSs are positively related to university students making online purchase
decision. The contacts number show the width of effect can reach through SNSs,

Fig. 23.1 Conceptual framework
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additionally; the frequency makes contribution to the depth which ads on SNSs
could reach. These results lead to a conclusion that the usage of SNSs is able to
affect college students in depth and width.

In practically, the results implied that SNSs can be an efficient platform for
e-marketing targeting at Chinese university students owing to the high acceptance
of SNSs. Choosing the appropriate advertisements on SNSs such as ads on web
pages, ads on official homepages, ads on interest groups and ads posted by friends
help businesses to improve marketing performance on SNSs.

23.6 Limitation and Further Research

In this research, the convenience sample posed the limitation of generalizability.
Most of the participants were from large and medium-sized cities around China,
where the economy and technology both developed better, as well the average
consumption level and Internet penetration became higher than small cities. This
means a more representative sample which includes people from more different
areas with diverse background should be collected by future research.
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Chapter 24
User Interface Design and Evaluation
for a Mobile Application with Travel News
Reader

Hung-Ming Chen, Shih-Ying Chen and Jhuo-Syun Li

Abstract This study was designed around the Android mobile devices, and
explored HTML5-based technology and concepts to develop an ebook reader
application that can be applied to travel news reader. Current theories and methods
related to the design of application interface were collected and analyzed to
understand the users’ satisfaction and usability regarding how applications render
information. This information can be used as a reference for design of application
interfaces in the future.

Keywords Android � Travel news � Ebooks � Mobile devices � User interface

24.1 Introduction

In a society with high information technology (IT), methods for how humans obtain
information change because of information. In view of the fast development of IT,
the provision of electronic resources has become more important. Paper resources
in libraries can be divided into books, journals, theses, and newspapers. Digital
resources are defined as systematic and structured processing of various data that
have been digitized, then provided for people’s reading and use through different
devices. Therefore, digital resources include ebook, electronic journals, theses
database, and e-newspapers. Ebook is an important resource in digital resources [3].

Ebooks do not necessarily need to be in the form of a “book.” Ebook is the use
of various devices with screens, in combination with specific software, to read
digitized contents and replace previous reading of paper. Therefore, based on the
definition of devices, ebooks must be used with device platforms with a screen,
such as PCs, notebook computers, mobile phones, and other multimedia devices.
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Ebook reader software in these platforms must be used to brows the content of
ebooks [5].

The interface is the exchange medium between humans and operating systems.
Through interfaces, users can give function commands to the system, and the
system itself can use interface message transmission to tell users current progress
and situation of the system. How well the interface is designed is the key factor that
influences whether user operation is successful. If the interface is not designed
appropriately, users may need to spend more time to learn interface operation, and
easily make users feel frustrated toward the product, consequently lowering the
users’ intention to use [2, 4]. Including user experiences in interface design con-
siderations (through user participation and expressing their experience) during the
application development process can reduce the resistance of users toward new
information systems and improve users’ willingness to use [1, 7].

24.2 Methods

This study used TTNews [6] travel news reader as a foundation to explore the
interface configuration of reader user interface. The progression of page configu-
ration and interaction in the interface were integrated, and an optimal design for
TTNews travel news interface was proposed.

The usability testing in this study was conducted for establishing the design
configuration of the application interface for travel news readers and the application
flow. Qualitative method was used to test potential problems in the default setting
of the initial edition of the user interface based on user experience.

24.2.1 The Design of Usability Testing

An actual travel news reader application was produced, which was divided into
three parts. In Step 1, operating flow and framework design regarding the appli-
cation were planned and clearly defined. In Step 2, items of consideration for user
interface design in the references were used to design the initial edition of the travel
news reader application interface. In Step 3, testing and evaluation of the appli-
cation were conducted using operating performance and qualitative subjective
questionnaire. This is to understand user experience between user and application
interaction, and find potential problems and advantages and disadvantages of the
interface configuration. The results can be used as a reference to revise the interface
in the future.
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24.2.1.1 Planning of Application Process

The planning of the application process must clearly define the process and
framework of the travel news reader application in this study, such as the width and
depth of the menu. For the development of the application, this study set the total
menu width of the ebook reader as 17, including 15 item buttons in the main page,
and the “About” and “Leave” in the Menu. Each menu depth has a maximum of
four levels, as shown in Table 24.1.

24.2.1.2 Initial Application Interface Design

The boundary of the interface in the interface configuration was the first to be set.
This study used HTC Desire S with 3.7 in. WVGA touch screen and 480 × 800 (unit:

Table 24.1 Menu page design of the system flow structure

Operating flow
process

Illustrated flow process Depth

News content 3

Change new
theme

4

Toolbar
functions

4
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pixel, abbreviated as px) screen resolution to develop the travel news reader appli-
cation and explore the three often used pages in the travel news reader application.

• Main menu page
The main menu page uses 480 × 800 screen resolution as the default resolution
and used dynamic method to obtain different screen resolution. Using width as a
basis, the sorting method for the items in the main menu page was redistributed.
The resolution for each button icon was 72 × 72, and a 44 px space was placed
on the left and right side of each item. The 14 theme item buttons were sorted
with an up and down scroll, as shown in Fig. 24.1.

24.2.1.3 Test of the Initial Interface

Participants in this experiment included 3 women and 13 men, with a total of 16
people. The age level is distributed between 20 and 45 years of age. The primary
objective of this experiment is to evaluate potential problems and advantages and
disadvantages of human-machine interaction for the initial interface. Flow structure
and layout configuration of the application were also explored. Regarding the
impacts on user operation, the content of the experiment primarily focuses on task
operation of users by using the performance of task operation, observation during
operations, and post-operation interviews.

The content of the experiment was divided into two parts, performance testing of
participants’ task operation, and observation of participant operation and post-
operation interviews.

Fig. 24.1 The ratio and initial interface design of the main menu page
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• Task operation
The researchers set three tasks that allow participants to operate the interface.
Users were familiarized with the basic system and system interface, and the
operation and task time for each user was recorded. Researchers observed and
recorded the problems encountered during the operation, as listed in Table 24.2.

• Observation and interview
During the user’s task operation, non-participation method was used to observe
problems and difficulties encountered by users. When the task operation was
complete, interviews were conducted to obtain the mental reflection of user
during interface operation. The interviews obtained user problems, which was
used as a reference for future interface revision.

24.3 Results

24.3.1 Experiment Results and Analysis

This experiment explores and analyzes an early edition of a travel news reader
application interface installed on the Android smart phone. Testing and evaluation of
the application used an operating performance and qualitative subjective question-
naire. This was to understand the experience users when interacting with the
application, potential problems, and advantages and disadvantages of the interface
and interface configuration. The results were used in the revisions of the next stage.

Table 24.2 An example of the description of tasks

Code Function
type

Task
scenario

Depth

A Browse
content

Menu page
switching

A-1 select travel news items from the menu of the main
page. Randomly select an article from a list of 1–10 in
the travel news

A-2 select favored travel news item from the menu on
the main page. In the list of 1–10, find the button for the
next page, and view the 11–20 list and the 21–30 list

A-3 select a travel news item from the menu on the
main page. Find the return to main screen button in the
content of the of the browse page. Select a different
travel news item and continue browsing

A-4 select a travel news item from the menu on the
main page. Operate the travel news classification area in
the content of the brows page and change to different
type of travel news item
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24.3.1.1 Experiment Participants

Participants in this experiment include 3 women and 13 men, with a total of 16
people. The ages of the participants were between 20 and 45 years old.

24.3.1.2 Experiment Design

The content of the experiment is divided into three parts.

• Basic information questionnaire
• Performance test of participants during task operation
• Observation of participant during task operation and interviews after the

operation

24.3.1.3 Task Operation

Operations in this task experiment stage can be divided into three task types and 12
sub-tasks, which allow participants to conduct actual operations. Users were
familiarized with this application and the application’s human-machine interface.
The time each user required to finish the task, from beginning to end, was recorded.
The unit was in seconds.

• Task A-1: browse ebook content
• Task A-2: display inventory list 2 and 3
• Task A-3: use return to main screen button to change travel news items
• Task A-4: operate the travel news classification area and change travel news

items

24.3.1.4 Task Performance Analysis

• Task A: browsing the content
By switching the menu page, find ebooks that each individual user like and
browse the content. Descriptive statistical analysis is shown in Table 24.3.

24.3.1.5 Observation and Interview

Researchers use non-participation method to observe participant during task oper-
ation to observe problems and difficulties encountered by users during tasks. After
operation is complete, interviews were conducted to obtain users’ mental response
toward the interface during user operations and identify user problems.
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After observation and interview, problems encounter by users during the oper-
ation tests for the initial interface are listed below.

• Task A-1: browse ebook content. Reading ebook content requires reading time,
but the program interface does not show the current download status to users.
This misleads the users in believing the delay caused by reading time was a
malfunction, the application was stuck or broken, and other negative
perceptions.

• Task A-2: display page two and three of the inventory list. After entering he
browse content page, excessive visual elements on the screen caused the next
page button to not be included in the first visual screen. The next page button
was on the bottom of the list, and required the use of scrolling by touch control
to find the button at the bottom of the list. Users require longer time to complete
this task.

• Task A-4: operating the travel news classification area to change travel news
items. When users are at the Task A-4 task, they already know how to select
travel news items from the main menu page and move to the browse content
page. When users proceeded with changing travel news items in the travel news
classification area, finger scrolling is required by the user (which were not told
to the users ahead of time). Items were displayed using gallery style sequences.
When the item has been decided, selections must be made to change the content
in the travel news list.

Table 24.3 Task A descriptive statistics (unit: second)

Task
items

Content
description

Number Average
value

Standard
deviation

Standard
error

Min Max

Task
A-1

Browse
ebook
content

16 26.6 2.02 0.28 22 29

Task
A-2

Display
inventory list
2 and 3

16 34.8 1.85 0.19 30 41

Task
A-3

Use return to
main screen
button and
change travel
news items

16 19.5 1.01 0.34 12 22

Task
A-4

Operate
travel news
classification
area and
change travel
news

16 22.1 1.64 0.24 19 26
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24.3.1.6 Summary of Experiment

Regarding the previously described human-machine interface problems encoun-
tered during user operation of the application, the following revision items are
organized for revisions and follow-up re-testing.

• When reading the news content, users must be notified of the current progress to
avoid giving users negative perceptions and second guessing the application.

• After entering the browse content page, reduce the number of visual elements on
the screen and take off unnecessary information on the travel news list (tele-
phone numbers, addresses).

• Operation of the travel news classification area to change travel news items
require using fingers to slide and select reading content, and to display travel
news lists.

24.4 Conclusions

This study developed a travel news reader application based on the Android smart
phone. The experiment stage was used to conduct tests and evaluations of the reader
application. Qualitative methods were used to obtain and record user experience
and response. The results were used as the basis for revising the application
interface or flow process.
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Chapter 25
Multiple Moving Targets Detection Based
on Hough Transform and Matched Filter

Md Saiful Islam and Uipil Chong

Abstract The most fundamental problem in radar signal is detection of a moving
object or a physical phenomenon. This problem became more challenging to the
signal processing and radar communities to detect multiple moving targets under
severe interference. In order to effectively detect moving targets in strong noise
conditions, we proposed a new method based on matched filter and Hough trans-
form (HT) for multiple moving targets detection. At first, the noise is removed from
the received signal by the matched filter with a cross correlation technique. Then,
the image processing technique of the Hough transform is used. The benefits of this
method include improved performance of detection, implementation flexibility,
which indicates the effectiveness and robustness of the algorithm.

Keywords Multiple moving targets � Matched filter � Cross correlation � Hough
transform

25.1 Introduction

The Hough transform [9] is an efficient tool for finding a line in an image. The
Hough transform can be used to detect target tracks in a multi-dimensional data
space that is filled with return data from the radar. Much more data can be stored
and applied in this technique. This data map which may contain target trajectories
can be thought of as an image. For straight line recognition the abundant literature
regarding Hough transform application can be divided into two large groups
depending on the parameterization used for expressing the lines. One group uses
parameters c and m to express the lines [6, 15], where c is the point of intersection
with the ordinate axis and m is the slope. On other hand, the most abundant group
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corresponds to those applications using another parameters ρ and θ [2, 8], where ρ
is the algebraic distance from the line to the origin and θ is the angle from a vector
which is normal to the line to the abscissas axis.

For finding the trajectory of a target, Carlson et al. [3–5] first applied the Hough
transform using ρ and θ in search radar. After Carlson, the Hough transform has
been widely used in radar such as SAR [1, 7] and ground penetrating radar [13, 14].
Since all the points in data space are mapped to parameter space one by one,
computational burden of this method is very heavy that limits applications of
Hough transform in radar applications. To reduce computational complexity, Liu
[12] propose a modified Hough Transform algorithm by shifting the parameter
space cells for radar detection. However this approach allows the limited effect of
noise. In this paper, we proposed a new method for multiple moving targets
detection based on matched filter and Hough transform.

The remaining of the paper is organized as follows. In Sect. 25.2, we briefly
describe the literature of Hough transform regarding to our proposed method.
Section 25.3 presents reduction of noise by using matched filter. Finally, simulation
results are given in Sect. 25.4 to compare our proposed method to traditional
methods. It proves that our method is more effective in compare to traditional
Hough transform used to detect targets.

25.2 Problem Statement and Proposed Method

A line in an image can be detected efficiently by Hough transform. An arbitrary
straight line can be represented by several data points in the range-time data space.
The straight line can be defined by the algebraic distance p from the origin and the
angle Φ of its perpendicular from the origin. The equation of line corresponding to
this geometry

q ¼ r cos/þ t sin/ ð25:1Þ

If we define the value of Φ from 0° to 180°, then parameters are unique for each
line. This specifies that every line in the r − t space corresponds to a unique point in
the Hough space. Equation (25.1) is actually used for the mapping from range-time
plane to Hough plane. Figure 25.1 shows the parameters for a line in r − t space.
Figure 25.2 represents a view of the Hough transform of the points in Fig. 25.1. In
Fig. 25.2, Hough space shows four sinusoids correspond to four data points of
Fig. 25.1. Through the four data points, the point of intersection defines ρ and Φ of
line in data space. The point of intersection of all of the mapped sinusoids in Hough
parameter space indicates all points in range-time space does exist on a line.

Carlson et al. [3–5] applied the Hough Transform in search radar for finding the
trajectory of a target. Carlson uses two thresholds named as primary threshold and
secondary threshold to declare detections.
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In this paper, we employ the same method as [3] to analyze the detection
performance except we use matched filter to remove noise instead of primary
threshold. To remove the noise by matched filter, we use cross correlation technique
to find the time delay between transmitted signal and received signal.

25.3 Noise Reduction by Matched Filter [11]

Matched filter is not a specific type of filter, but a theoretical frame work. It is an
ideal filter that processes a received signal to minimize the effect of noise. There-
fore, it optimizes the signal to noise ratio (SNR) of the filtered signal. So, the
matched filter maximizes the SNR of the filtered signal and has an impulse response
that is reverse time-shifted version of the input signal. So to obtain the maximum
SNR, we need the time delay, D. With use of this time delay, D, we obtain the
output of the cross correlation between transmitted signals and received signals.

Ti
m
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ρ 
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Fig. 25.1 The parameters for
a line in the r − t space
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Fig. 25.2 Hough space of
Fig. 25.1. Each sinusoid
represents the one point of
Fig. 25.1
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25.3.1 Cross-Correlation to Find Time Delay [10]

Correlation is the process to determine degree of ‘fit’ between two waveforms and
to determine the time at which the maximum correlation coefficient or “best fit”
occurs. For the radar system, if we correlate between the transmitted signal and the
received signal, then we get the time difference between transmitted and received
signal. We consider the transmitted signal be x(n), then the returned signal r(n) may
be modeled as:

rðnÞ ¼ axðn� DÞ þ wðnÞ ð25:2Þ

where w(n) is assumed to be the additive noise during the transmission, α is the
attenuation factor, D is the delay which is the time taken for the signal to travel
from the transmitter to the target and back to the receiver.

The cross-correlation between the transmitted signal, x(n) and the received
signal, r(n) is

CxrðlÞ ¼ aCxxðl� DÞ ð25:3Þ

From the Eq. (25.3), the maximum value of the cross-correlation will occur at
l ¼ D, which is our interest in cross-correlation from which we can get the time
delay, D. For the multiple targets, we get the multiple number of D from Eq. (25.3).
For example, if there are n targets then we can get n number of delay like D1, D2,
D3… Dn.

25.4 Simulation and Results Analysis

In this paper, to analyze the detection performance, we employ the same method
as [3]. We assume a radar with 256 range gates and a time history composed of
128 scans with the search frame time being 0.375 s and total time history of 48 s.
For this simulation, we considered three approaching targets with different radial
velocity. This is shown with noise in gray-scale plot of range-time data space in
Fig. 25.3.

Figure 25.4 represents the mesh plot of Fig. 25.3. Now it is almost impossible to
detect the targets from Fig. 25.4 due to noise. After removing the noise using
matched filter, gray-scale plot is shown in Fig. 25.5. Figure 25.6 shows the mesh
plot of Fig. 25.5. From Figs. 25.5 and 25.6, it is clear that much of the noise has
been eliminated. Figures 25.7 and 25.8 is the mesh plot of the Hough parameter
space with noise and without noise respectively. It is almost impossible to detect the
three targets from Fig. 25.7 due to severe noise. But in Fig. 25.8, we can clearly
identify our three targets that is the outcome of our method.
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Fig. 25.3 Track of the 3 targets in the range time space. This figure represents the three track of
three the targets with noise
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Fig. 25.4 Mesh plot of Fig. 25.3

Fig. 25.5 Tracking of the 3 targets in the range time space (after noise reduction)
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Fig. 25.7 Hough parameter
space of Fig. 25.3 (without
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Fig. 25.8 Hough parameter
space of Fig. 25.3 after
removing the noise using
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25.5 Conclusion

In this paper, we propose a new method for multiple targets detection based on
Hough transform and matched filter. We use matched filter before performing the
Hough transform to reduce the noise. A significant reduction in noise is achieved.
The results of simulation indicate that our method is more effective in compare to
traditional Hough transform used to detect targets.
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Chapter 26
RFID-Enabled Smart Attendance
Management System

Meng Zhi and Manmeet Mahinderjit Singh

Abstract The existing conventional attendance system requires students tomanually
provide their signature on the attendance sheet. The drawback of this conventional
method is the loss of time in jotting down the attendance, leading to human error and
cheating issues and the inability of capturing and storing the attendance record for
other essential university activities. In this project, Radio Frequency Identification
(RFID)-enabled Smart Attendance Management System (RFID-SAMS) will be
designed to cater to the limitation of the conventional attendance system. The RFID-
SAMS system function to enrolled students and staff data and course related infor-
mation, record and monitor students’ attendance and their movement during any
courses attended. Its ability to uniquely identify each person based on their RFID tag
type of ID card make the process of taking the attendance easier, faster and secure as
compared to conventional method. The uniqueness of RFID-SAMS is the capability
to detect any duplication RFID event readings and miss readings. In addition, this
system has been enhanced to cater the latest ubiquitous technology such as the mobile
devices, which are Window Phone and Windows Surface RT. The overall system
provides an efficient, accurate and portability solution and work well for the real-life
attendance environment within the university.
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26.1 Introduction

The emergence of electronic paradigm for learning compared to traditional method
and availability of almost all information on the information superhighway
(Internet), nowadays have caused students to be less motivated to come to the
lecture rooms than ever before. Laziness on the part of students, nonchalance to
schoolwork, extra social activities that have no importance in aiding the objectives
of the institution and a lot more, may prevent students from attending lectures.
Sequel to these, lecturers and administrators in most developing countries have had
to come up with ways to ensure a healthy participation from students, and make
sure that the student-lecturer interactive relationship is kept intact. This in some
cases have come in simple forms like roll calls, while in more interesting cases, can
be formats like surprise quizzes, extra credit in class, etc. These strategies are
however time consuming, stressful and laborious because the valuable lecture time
that could otherwise been used for lectures is dedicated to student attendance taking
and sometimes not accurate. In addition to all these challenges, the attendances are
recorded manually by the tutor and therefore are prone to personal errors. There
arises a need for a more efficient and effective method of solving this problem. A
technology that can solve this problem and even do more is the RFID technology
[2, 4, 5]. The existing conventional requires students to manually sign the atten-
dance sheet every time they attend a class. As common as it seems, such system
lacks of automation, where a number of problems may arise. This include the time
unnecessarily consumed by the students to find and sign their name on the atten-
dance sheet, some students may mistakenly or purposely signed another student’s
name and the attendance sheet may got lost [4]. For instance, in the last time our
school held a career fair for students to hunt internship. This fair is compulsory for
students of third and final year to attend. Then, the attendance list had to be used. In
the process of students signing attendance, attendance list had to be passed one by
one, if some students signed wrongly the administrator would not recognize any
more, if the last student finished signing putted it aside and forgot to back to
administrator, the list is easy to be lost. Therefore, the traditional attendance system
has a lot of weaknesses. Besides that, the old attendance system has another
drawback, which is the data of attendance list is hard to connect to other system. If
the user wants to calculate the percentage of attendance or some others, he has to
calculate manually or input by typing. Therefore, the RFID attendance system
generated and this system can solve all problems as before.

Attendance system is one of the most important things to ensure students attend
for the particular lectures. Some universities regulate class attendance as compul-
sory to each student who registered for a particular course. Normally in Malaysian
university, students are required to attend the class not less than 80 % per semester
otherwise student will be barred from taking any examinations [1]. Therefore, the
attendance system is very significant in school or university [3].
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The aim of this project is for improving the efficient and accuracy of students
signing attendance and lecturer could view and track students’ attendance. The
objectives of the system are listed as below: (i) To design a webpage-enabled RFID
system that functions on smartphone and tablet. (ii) To provide an effective system
capable of detecting misses reading and duplication reading. (iii) Integrate Monte
Carlo simulation algorithms in generating RFID EPC ID linked to students’ cards
information for enrollment purposes. The significant of this system is to implement
a complete and novel prototype application for Windows Phone application and
Windows Surface application.

The rest of the paper is organized as follows: Section 26.2 starts with related
works that background of current attendance system. The methodology of this
project will be introduced in Sect. 26.3. Section 26.4 is the project implementation.
Finally, the discussion and conclusion present in Sects. 26.6 and 26.7 respectively.

26.2 Background and Related Work

In early edition of wireless communication systems, there are a few technology
have been successfully applied in attendance system such as biometrics, barcode,
smart card and etc. RFID nowadays has taken a concern in providing wireless
communications with security features as well as improved the previous technology
such as the communication done in wireless, fast, and easy to operate [1].

26.2.1 Biometric Time Attendance System

Biometric Time Attendance System with USB flash drive data download facility,
this facility is useful for attendance data gathering when your Biometric Attendance
Machine is installed on gate of office and your server or pc is placed far. LAN cable
connectivity is not possible. UBS pen drive data download option will be very
convenient for such case. You can collect employee attendance records from
Attendance Device whenever required to generate Attendance reports [1].

26.2.2 Barcode

Barcode technology is a method of identification, which is used to retrieve in a shape
of symbol generally in bar, vertical, space, square, and dots, which have different
width with each one. A reader or scanners are required to identify the data that
represent by barcode by using light beam and scan directly to barcode. During
scanning process a scanner measured intensity of reflected light at black and white
region. A black region will absorb the light meanwhile white region will reflect it [1].
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26.2.3 Smart Cards

Smart card is built with variety of chip with a simple memory consisting of byte of
informationmayhave range from1Kup to64Kofmicrocontroller ormulti-application
memory. Smart card is used as individual identification; building access and network
access are part of amulti-tiered program that is in thefinal stage of rolling out. The data
in smart card can be read when a physical contact is made with a reader [1, 4, 5].

26.3 Methodology

We use the SDLC in completing this project. Among the steps involve here is listed
as below:

(a) Project Planning: In the project planning phase, it will present the plan and the
structure of the project.

(b) Project Analysis: This section will present the analysis of this project
according to the current attendance system and user requirement.

(c) Project Design: This section shows the design and seven main functions will
be designed of the project.

(d) Project Implementation: This section will explain which programming lan-
guage and what tools will be used to develop this project. Monte Carlo sim-
ulation and data flow diagram of the project will be presented also.

26.3.1 Project Planning

This project has two parts (shown as Fig. 26.1), one is web page system and the
others are smartphone and tablet application.

After student enters or leaves the classroom by scanning RFID card lecturer
could view the attendance situation of the class and the movement of different
student through web page system, smartphone system and tablet system. Student
could view his attendance only and movement only through web page system,
smartphone system and tablet system. Besides that, lecturer or student could track
the attendance history by both systems.

26.3.2 Project Analysis

Attendance system is one of the most important things to ensure students attend for
the particular lectures. Some universities regulate class attendance as compulsory to
each student who registered for a particular course. Normally in Malaysian
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university, students are required to attend the class not less than 80 % per semester
otherwise student will be barred from taking any examinations [1].

26.3.3 Project Design

This system has six major functions, those are: It is listed as below:

1. Web-based application of this system can let user to insert, display and track
student’s attendance and movement in the class.

2. Lecturer could view the situation of his/her courses attendance.
3. Displaying and monitoring lecturer information (courses taught or shared and

usage of lecture hall).
4. Administrator can track the allocation of classes.
5. Simulate a classroom using RFID-enabled smart card. Besides that, this system

will also have some issues have to be solved like allocating two different courses
to one lab at the same time happens. This is due to human error in manually
assigning courses according to the classroom. For attendancemodel, when dozens
of students sign attendance, missed reading occurred how students recognize that.

26.3.4 Project Implementation

This project is expected to provide a smart attendance system for different users to
sign attendance and view situation of attendance. When the users enter the

Fig. 26.1 Overall system architecture of smart attendances system
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classroom or lecture hall, they have the option either to swipe their card on the
reader or simply let the card detected by the reader. The card attached with RFID
tag, which can be detected by the reader as long as certain range of distance
between the tag and the reader is complying. Once the reader detect and obtain the
information, it will be then saved to its own database automatically. In addition the
lack of automated attendance system in the School of Computer Sciences especially
in our lecture halls is our main motivation undesigning this prototype. Figure 26.3
shows the data flow of the whole system.

For web page system, we have used ASP.Net, CSS, and JavaScript through
Microsoft Visual Studio 2013 to implement. The other two are Windows Phone
application and Windows Surface application, in this application we will adopt
Windows Phone 8 platform to implement. The simulation algorithm, which is
Monte Carlo, will be integrated as well. Monte Carlo simulation is a method for
exploring the sensitivity of a complex system by varying parameters within sta-
tistical constraints. These systems can include financial, physical and mathematical
models that are simulated in a loop, with statistical uncertainty between simulations.

Fig. 26.2 Case diagram of smart attendance system project
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The results from the simulation are analyzed to determine the characteristics of the
system [2]. Monte Carlo is used in our system aim to generating a new batch of
students automatically.

26.4 Implementation

The system includes two different parts. The first part is the web page platform. The
second is the ubiquitous platform. All this parts are integrated to function together.

The system is able to function according to three different user roles. This roles
and privileges follow the access control and authorization principles. We are fol-
lowing the Discretionary Access Control (DAC) model [6]. Among the three users
listed below are:

(a) Administrator
An administrator is a user with the highest privileges and authorization.
Typically, an administrator can enroll students and lecturer, register course for
students and lecturers, using Monte Carlo simulation.

(b) Lecturer
A lecturer is a user who has enrolled by administrator. Typically, a lecturer can
check and track the students’ attendance and class movement.

Fig. 26.3 DFD of smart attendances system
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(c) Student
A student is a user who has lowest privileges and authorization. Typically, a
student can only check his attendance and class movement.

26.4.1 RFID-Enabled Smart Attendance Management
System-Web Page

Web page system has eight main functions; these are user login, user forgetting
password, user registration, course registration, setting class time, lecturer and
student checking attendance, and Monte Carlo simulation. Next is the detail of each
function.

1. Login
The first step of using his system is login the system, Fig. 26.4 is the interface of
“User Login”. Once a user is logged into the system, he could use the system
according to his roles and rights.

2. Forgetting Password
If user forgets his/her password user could fetch his/her password through this
system. User has to enter the correct email address and matric number or staff
number, and then system will generate a six alphabets password and send it to
user’s mail box. After that, user could login through this new password and
change to his/her familiar password.

3. Registration
After admin click the Enroll Student link system will jump to student regis-
tration page. In this page, admin could register student by entering student basic
information (First Name, Last Name, Matric No., Email Address, Birthday,
Gender, Year of Study, School Name), after all the information finish entering
just click Register button, this student will be registered and you will see this
student will be record at the bottom table. If one of the information does not
enter correctly, system will not register this student and a red “*” will be shown
beside the required field. Lecturers cannot register a new account for them-
selves, and only the administrators have right to register a new account for
lecturer. After admin register a new account for lecturer, lecturer could login by

Fig. 26.4 Login interface
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his/her email address as username and staff number as initial password. At last
but not least, admin could click Finish Registration to go back to home page.
After admin click the Enroll Staff link system will jump to staff registration
page. In this page, admin could register staff by entering staff basic information
(First Name, Last Name, Staff No., Email Address, Birthday, Gender, Year of
Study, School Name), after all the information finish entering just click Register
button, this staff will be registered and you will see this staff will be record at the
bottom table. If one of the information does not enter correctly, system will not
register this staff and a red “*” will be shown beside the required field. Staff
cannot register a new account for themselves, and only the administrators have
right to register a new account for staff. After admin register a new account for
staff, staff could login by his/her email address as username and staff number as
initial password. At last but not least, admin could click Finish Registration to
go back to home page.

4. Register Course
After admin finishes register a lecturer, admin could help lecturer to register the
course. Before the course registration, admin has to choose the teaching year
and semester of the course; otherwise the system will not register the course and
a red “*” will be shown beside the required field. After admin finishes register a
student, admin could help student to register the course. Before the course
registration, admin has to choose the teaching year and semester of the course;
otherwise the system will invoke the validation checking. If one course is not
registered for lecturer, system will not allow any student to register this course
also.

5. Admin Set Class Time
Admin could click the Set Class for Lecturer link to help lecturer to set class
time. After admin choose a lecturer and a course the system will jump to the set
class time interface, then admin has to choose a building number, room number,
start time, end time and class date. Admin could enter a range of class date, and
then system will register the class for every week. When admin fill in all the
class information, he just click Confirm button, the system will setting class
successful, and admin just clicks Finish button to set another course. If admin
does not fill in all required information and click Confirm button, the system will
not set the class and a red “*” will be shown beside the required field.

6. Lecturer Checking Student Attendance and Movement
After lecturer login the system, he could click View Attendance link to check
student attendance for each class, which he taught. Next lecturer could search
the courses by teaching year and semester, after the lecturer click the check
button of one course, system will list all the classes, which are set by admin.
Next lecturer could click the check button of one class and system will jump to
Student Attendance interface. At this time, if it is the first time of checking
attendance of this class, lecturer has to click refresh button to get the latest
situation of student attendance. If it is not the first time checking, lecturer does
not have to click refresh button anymore. And then, system will show the
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situation of attendance and attendance statistic of this class. Next, lecturer could
click check button of each student to check his/her movement of such class.
After lecturer click check button of each student, system will jump to Student
Movement interface and it will show the movement record of this student. At the
bottom of this interface, system shows the time of this student staying in
classroom. At last but not least, lecturer could click Choose Another Student
button to check movement of another student.

7. Student Checking Attendance and Movement
After student login the system, he could click View My Attendance link to
check his attendance for each class, which he has to attend. Next student could
search the courses by teaching year and semester, after the student click the
check button of one course; system will list all the classes and his attendance
status. And then, student could click check button of each class and system will
jump to Student Movement interface and it will show his movement record. At
the bottom of this interface, system shows the time of this student staying in
classroom. At last but not least, student could click Choose Another Class
button to check his movement of another class.

8. Monte Carlo Simulation
After admin login the system, admin could click Monte Carlo Simulation link to
generate a new batch of students and register the courses for each through the
simulator. When the system jump to the Monte Carlo Simulation interface, click
Create Student button, and system will generate a batch of students (200 stu-
dents) and admin could click Log button to check the students’ information.
After that, admin could click Register Course button to register the courses for
each student, which are generated by Monte Carlo simulator. Then, admin could
click Register Course button of each student to check the situation of course
registration. Figure 26.5 is the simple code of Monte Carlo Simulation.

26.4.2 Ubiquitous Platform

In this section we will introduce the ubiquitous characteristics of this system. For
this system we have embedded RFID model, smartphone and tablet. Next we will
introduce the detail of each part.

1. RFID
In RFID platform we use MIFARE522_MODULE as hardware reader and
passive tag to implement the function. This platform has three main functions;
these are student signing attendance, duplication reading, miss reading, and
sending email, Fig. 26.6 shows the RFID model and tags. Next is the detail of
each function.
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(a) Signing Attendance for Students
When students enter the classroom he just let his RFID card on the reader
and he will hear two beep sounds, it means the reader have detected the
card and recorded student enter the classroom. If students want to go out
of the class, he also has to scan the card and he will hear a beep sound.

Fig. 26.5 Monte Carlo
simple code

Fig. 26.6 RFID reader and
tags
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It means the system have record the students already out of the classroom.
At last, lecturer will calculate the attendance time and determine the
attendance for each student through this system.

(b) RFID-Attendance event Duplication Reading
The aim of doing a duplication reading is in case of someone duplicate the
card and sign attendance for students. After the students scan the card,
system will check the truth of the card, if the card is a fake one, system will
beep three times and it will not be record in the system. If the card is a real
one, system will record the data in the system.

(c) RFID-Attendance event Miss Reading
The aim of miss reading is in case of students just put his card on the reader
but the system will not record this student and students do not know. After
a student scans his card, the system will give a feedback by beep sound and
send an email to student. When students do not hear the beep sound and do
not receive the email, it means system did not detect the card and students
have to scan again.

(d) Email Generation
In this function, system will send an email to user in two situations. One is
when students scan the card, system will send an email to students and tell
them they current status. Second, if a person uses a fake card to sign
attendance for a student, system will find it out and send an email to the
real user to tell him someone has duplicated your card.

2. Smartphone and Tablet Platform (Windows Phone and Windows Surface)
For Windows Phone and Windows Surface systems, each of one has three main
functions; these are user login, lecturer checking student attendance, and student
checking attendance. Next is the detail of each function.

(a) Login/Logoff Function
When user login the system (Windows Phone and Windows Surface part),
user has to enter their correct username, password and choose correct use
type. Username is the users email address, and initial password is user
matric number or staff number. If one of the information does not correct
user cannot login and system will show an error message to user. Fig-
ure 26.7 shows the user login interface of Windows Phone and Fig. 26.8
shows the user login interface of Windows Surface.

(b) Lecturer Checking Student Attendance and Movement
After lecturer login the Windows Phone and Windows Surface system, he
could press View Attendance button to check student attendance for each
class, which he taught. Next the system will show the course list base on
teaching year, after the lecturer press one of the courses, system will list all
the classes, which are set by admin. Next lecturer could press one of the
classes and system will jump to Student Attendance interface. System will
show the situation of attendance and if lecturer presses the Statistic button,
system will jump to next interface and show the attendance statistic of this

224 M. Zhi and M. Mahinderjit Singh



class. Next, lecturer could press any of the students to check his/her
movement of this class. After lecturer press one of the students, system will
jump to Student Movement interface and it will show the movement record
of this student. At the bottom of this interface, system shows the time of
this student staying in classroom. At last but not least, lecturer could press
back button to check movement of another student. Figures 26.9 and 26.10
show the interface of lecturers check student attendance.

Fig. 26.7 User login
(Windows Phone)

Fig. 26.8 User login
(Windows Surface)
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Fig. 26.9 Lecturers check students attendance (Windows Phone)

Fig. 26.10 Lecturers check students attendance (Windows Surface)
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(c) Student Checking Attendance and Movement
After student login the smartphone system or tablet system, he could press
View Attendance button to check his attendance for each class. Next the
system will show the course list base on teaching year, after the student
press one of the courses, system will list all the classes, and his attendance
status. And then, student could press one of the classes and system will
jump to Student Movement interface and it will show his movement
record. At the bottom of this interface, system shows the time of this
student staying in classroom. At last but not least, student could press back
button to check his movement of another class. Figures 26.11 and 26.12
show the interface of students check student attendance.

26.5 Testing

In order to do the testing, users log in as the administrator, lecturer and students.
RFID system, web page system, smartphone application and tablet application were
fully tested. Below are the results of the function testing.

Fig. 26.11 Students check
students attendance
(Windows Phone)
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26.5.1 Testing Web Page Function

The web page application has several functions such as user login, user changing
password, lecturer checking student attendance and etc. Below are the tested
functions.

Based on Table 26.1, we demonstrate that all the functions work successfully.
The role of the administrator could register student and lecturer, register course for
student and lecturer, setting class time for lecturer and simulate a batch of student
by Monte Carlo simulator. The role of lecturer could check student attendance and
movement of each student and check attendance statistic of each class. The role of
student could check his own attendance and movement.

26.5.2 Testing Windows Phone and Windows Surface
Function

The smartphone and tablet application has several functions such as user login, user
changing password, lecturer and student checking attendance and movement and
etc. Below are the tested functions.

Based on Table 26.2, we demonstrate that all the functions work successfully.
The role of lecturer could check student attendance and movement of each student
and check attendance statistic of each class. The role of student could check his own
attendance and movement.

Fig. 26.12 Students check students attendance (Windows Surface)
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26.5.3 Testing RFID Function

In RFID part, it has several functions such as students signing attendance, dupli-
cation reading checking, miss reading feedback and sending email. Below are the
tested functions.

Based on Table 26.3, we demonstrate that all functions work successfully. RFID
system could perform students signing attendance, duplication reading checking,
miss reading feedback and email generation.

Table 26.1 Web page function testing

No. Functions Tested and working well

1 User login √

2 User forgetting password √

3 User changing password √

4 Admin register student √

5 Admin register lecturer √

6 Admin register course for student √

7 Admin register course for lecturer √

8 Admin setting class time √

9 Mote Carlo simulation √

10 Lecturer checking student attendance √

11 Lecturer checking student movement √

12 Class statistic √

13 Student checking attendance √

14 Student checking movement √

15 Sending email √

Table 26.2 Windows Phone and Windows Surface function testing

No. Function Tested and working well

1 User login √

2 User forgetting password √

3 User changing password √

4 Lecturer checking student attendance √

5 Class statistic √

6 Lecturer checking student movement √

7 Student checking attendance √

8 Student checking movement √

9 Sending email √
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26.6 Discussion

This RFID smart attendance system implemented based on the requirement that has
been set during the analysis stage and able to expand the requirement during the
design stage to make the attendance system more advances.

However, this project still has some challenges and limitations to be improved.
There are several weakness of this system have to be improved. First, the con-
nection port of RFID reader is TTL port and the connection port of server uses USB
port, but the efficient transmission distance between these two ports is about 500 m,
if the user wants to extend the distance he has to use repeater, this is very trou-
blesome. Second, in the process of students scanning card and entering classroom,
sometime the system will send the email to students, and in the period of system
sending email, reader cannot read the card until sending finished. This phenomenon
decreases the efficiency of reading cards. Third, if a student scans his card at the
beginning of this class, and then he leaves the classroom until the class finished he
comes back and scans his card. And student could pass the card to other student to
let them help to sign attendance, for these phenomena system cannot be detected.
So that, this system still cannot eliminate student absent the class completely. In the
future, this system could be combined with Near Field Communication (NFC)
function to improve the weakness of this system. Nowadays, NFC becomes more
and more popular in mobile device, and this function is based on RFID technology,
hence this system could be combined with this function and let students to sign
attendance by using smartphone and tablet. At last but not least, with the devel-
opment of technology the completeness of this system could be improved and this
system could be more and more completed.

26.7 Conclusion

This project provides a smart attendance system for students to sign attendance and
view movement of student. When the students enter the classroom or lecture hall,
they have to let the card detected by the reader. The reader can detect the card
attached with RFID tag as long as certain range of distance between the tag and the
reader is complying. Once the reader detect and obtain the information, it will be
then saved to its own database automatically. Besides that, students can leave the
classroom but they have to let the card detected by the reader also. So that teachers

Table 26.3 RFID function
testing No. Function Tested and working well

1 Signing attendance √

2 Duplication reading √

3 Miss reading √

4 Sending email √
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or lecturers not only can view the percentage of coming students, earl leave and
absent students, but also they can see which students come, early leave and absent
no matter by web page system, smartphone system or tablet system. As a student,
he/she could through web page system, smartphone system or tablet system to look
up his/her attendance situation and movement situation. The outcome of the project
especially the importance of RFID based attendance system can stand as an
extension to the existing student card currently used in our University. In addition
the lack of automated attendance system in the School of Computer Sciences
especially in our lecture halls is our main motivation undesigning this system.

Although this project has met the basic requirement, it still has space to be
improved. In the future this project could combine with the NFC technology, the
RFID reader and tag could be change to a mobile device has NFC function. Then
students could use only smartphone to sign attendance and it is very convenience.

Acknowledgments The authors would like to extend our greatest appreciation and gratitude to
the organization of Innovate Malaysia Design Competition and Microsoft for providing various
technical and soft skills training, technical support as well as the Nokia smartphone.

References

1. Abd Wahab MH, Abdul Kadir H, Mohd Yusof MN, Sanudin R, Tomari MR (2009) Class
attendance system using active RFID: a review. Compilation of papers 2009, vol 2, pp 9–21

2. Arulogun OT, Olatunbosun A, Fakolujo OA, Olaniyi OM (2013) RFID-based students
attendance management system. Int J Sci Eng Res 4(2):1–9. ISSN 2229-5518

3. Jiang L, Li Y (2012) Attendance technology on campus research and application. In: National
conference on information technology and computer science (CITCS 2012), pp 40–42

4. Kassim M, Mazlan H, Zaini N, Salleh MK (2012) Web-based student attendance system using
RFID. In: Control and system graduate research colloquium (ICSGRC), 2012 IEEE,
pp 213–218

5. Lim TS, Sim SC, Mansor MM (2009) RFID based attendance system. In: Industrial electronics
and applications (ISIEA), 2009 IEEE, pp 778–782

6. Stalling W, Bauer M, Howard M (2011) Computer security: principles and practice. Pearson
Education Limited. ISBN No. 9780132775069

7. Ujan EIA, Ismaili IA (2011) Biometric attendance system. In: 2011 IEEE/ICME international
conference on complex medical engineering (CME), pp 499–501

26 RFID-Enabled Smart Attendance Management System 231



Chapter 27
Performance Evaluation of IEEE 802.15.6
MAC with User Priorities for Medical
Applications

Li Yang, Changle Li, Yueyang Song, Xiaoming Yuan and Yanle Lei

Abstract In order to satisfy the heterogeneous service requirements from different
applications and the complex channel characters owing to body motions, IEEE
802.15.6 standard was established as a new solution for Wireless Body Area Net-
works (WBANs). In this paper, we evaluate the effect of user priorities (UPs) on the
performance of IEEE 802.15.6 CSMA/CA channel access mechanism in narrow
band. Simulation metrics mainly focus on the normalized throughput and average
packet delay in which the traffic arrival rate and traffic distribution vary. In addition,
we make a comparison with the non-priority CSMA/CA in performance which con-
cludes that the IEEE 802.15.6 with user priorities performs better in specific situation.

Keywords WBAN � IEEE 802.15.6 � CSMA/CA � User priorities

27.1 Introduction

Wireless Body Area Network (WBAN) is a kind of short-range, wireless com-
munication networks, aiming at providing the access services of low-power, high
reliability and low latency, which can be exploited in many fields that varies from
the medical application (e.g. health monitoring), the consumer electronics to the
personal entertainment. Therefore, the broad prospects have motivated many
researches on the key technologies and standardization process of WBANs.

As a solution for Wireless Personal Area Network (WPAN), IEEE 802.15.4 [5]
provides technologies to operate around human body, but due to the effect of
human body on the radio channel and the diversified demands in different appli-
cations, it suffers restrictions when used in the timely and reliable situation.
Therefore, IEEE 802.15.6 [6] was released as the appropriate standard for short-
range, wireless communication in the vicinity of, or inside human body.
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Compared with IEEE 802.15.4, several improvements have been made by IEEE
802.15.6 to provide high quality of service (QoS) and extreme high power effi-
ciency. IEEE 802.15.6 designs three different Physical Layers (PHYs) to adapt the
broad range of possible applications and constructs a more flexible frame structure
that supports multiple access modes. However, the greatest difference is that
assigning different priorities based on the traffic type, which guarantees the high-
priority data, for example, the emergency data, transmit timely and reliably.

Most of existing researches pay attention to Medium Access Control (MAC) of
IEEE 802.15.6. Reference [3] draws an overview of WBAN main applications,
technologies and summarizes the advantages of IEEE 802.15.6, while [2, 8] give
detailed descriptions of MAC functionalities in IEEE 802.15.6. Reference [12] pre-
sents the theoretical maximum throughput andminimum delay limits of IEEE 802.15.6
under different frequency bands and data rates. Reference [7] evaluates the perfor-
mance of IEEE 802.15.6 MAC in terms of energy consumption and energy efficiency.

There are also some literatures that study the effect of user priorities on the
performance of IEEE 802.15.6. Reference [1] analyzes the performance of IEEE
802.15.6 MAC where there are three user priorities (UP1, UP3 and UP5) in the
whole network, which is not rigorous due to ignoring the other UPs especially the
emergency medical traffic of UP6 and UP7. Reference [9] presents a three-
dimensional Markov model to evaluate the performance of CSMA/CA scheme in
saturation condition, which means there is always a packet in the queue waiting to
transmit, thus it can’t be used in the medical application directly. Reference [11]
investigates the effectiveness of user priorities in IEEE 802.15.6 with focusing on
the influence of the access phase lengths, but the model of arrival traffic is Bernoulli
arrival process, which deviates from the real medical scenarios because the primary
type of traffic is periodic type traffic. Compared with the previous works, we
evaluate the effect of user priorities on the performance of IEEE 802.15.6 CSMA/
CA versus the traffic load and traffic distribution in narrow band. Both the unsat-
urated and saturated situations are taken into account, periodically arrival process is
considered as the model of arrival traffic, which is more suitable for the real medical
scenario, such as the continuous monitoring of the human body. In addition, we
also make a comparison with the non-priority CSMA/CA.

The remainder of the paper is organized as follows: Sect. 27.2 briefly describes
IEEE 802.15.6 MAC with the details of CSMA/CA. In Sect. 27.3 simulation
models, parameters and results are presented. According to the simulation results,
Sect. 27.4 concludes the paper and makes an outlook on future work.

27.2 Overview of IEEE 802.15.6 MAC

IEEE 802.15.6 supports three access modes. Here we focus on the beacon mode
with superframes that the hub transmits a beacon at the start of each superframe to
inform the information related to BAN identification, synchronization, and super-
frame structure.
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Figure 27.1 shows the superframe structure under beacon mode with super-
frames. Among the seven periods, EAP1, EAP2, RAP1, RAP2 and CAP access
phases are used for the contended allocation based on CSMA/CA or slotted Aloha
scheme while the MAP is composed of uplink allocation intervals, downlink
allocation intervals and bilink allocation intervals.

Depending on the characteristics of different traffic flows, eight user priorities
(UPs) which span from UP0 to UP7 are assigned to distinguish them. The higher
priorities represent urgent traffic while the lowers are for general traffic. The pre-
defined relationship between UP and contention window (CW) bounds, CWmin
and CWmax, for CSMA/CA are showed in Table 27.1.

The details of CSMA/CA scheme are described as follows: When data arrives,
the node firstly selects a random integer uniformly distributed over the interval [1,
CW] as the back-off counter value. Then the node will perform the clear channel
assessment (CCA) detection, the back-off counter subtracts by one in the unlock
state. Once the back-off counter decreases to zero and the remaining time is long
enough, it transmits the data immediately. If this transmission failed, the CW and
back-off counter change their stage based on the corresponding rules in [6] until the
packet is transmitted successfully or has reached the max retransmission times.

27.3 Performance Evaluation

In this section, we make simulation on the platform MIRAI-SF [10]. The Two
performance metrics considered in our work are the normalized throughput and
average packet delay, respectively. The normalized throughput is defined as the

B

superframe n

B2

EAP1 RAP2 MAP

Fig. 27.1 Superframe structure of the beacon mode with superframes

Table 27.1 CW bounds and UP mapping for CSMA/CA

Priority UP Traffic designation CWmin CWmax

Lowest 0 Background (BK) 16 64

1 Best effort (BE) 16 32

2 Excellent effort (EE) 8 32

3 Video (VI) 8 16

4 Voice (VO) 4 16

5 Medical data or network control 4 8

6 High-priority medical data or network control 2 8

Highest 7 Emergency or medical implant event report 1 4
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ratio of the amount of successful data transmission in unit time to information data
rate, while the average packet delay refers the interval that a packet arrives at local
MAC layer until the peer node receives the data successfully.

27.3.1 Simulation Scenario

A one-hop star network is chosen as the network topology which consists of a hub
and eight nodes, as shown in Fig. 27.2. Each node generates a periodic data flow
that represents a kind of UPs varied from UP0 to UP7, competes for allocation slot
by CSMA/CA. Considering the medical sensing where most data transmissions are
initiated by the sensor nodes, the downlink traffic is not considered in this paper.

The key parameters we used in the simulation are listed in Table 27.2.

    Hub

1

0

2

5

7

Communication link

3

Node

4

6

Fig. 27.2 The network
topology used in the
simulation

Table 27.2 Simulation
parameters Parameters Default value

IEEE 802.15.6 CSMA/CA

Frequency band 2,400–2,483.5 MHz

Information data rate 971.4 kbps

Payload size 255 Bytes

Symbol rate 600 ksps

MAC header 9 Bytes

PLCP header 31 bits

PLCP preamble 90 bits

ACK 193 bits

pSIFS 75 μs

CSMA/CA slot time 145 μs

Non-priority CSMA/CA

CWmin 3

CWmax 5
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27.3.2 Simulation Results

In this part, we evaluate the performance of IEEE 802.15.6 CSMA/CA for different
UPs versus the arrival rate of packets and make a comparison with non-priority
CSMA/CA where all nodes have fair chances to access channel.

From Figs. 27.3 and 27.4, one can see that large difference exists on the per-
formance of nodes with different UPs. With the arrival rate of traffic in the network
increasing, the normalized throughput of UP7 and UP6 can achieve improvement
constantly, whereas the other UPs increase firstly but then fall down. The average
packet delay of each UP is almost constant at first, then increases rapidly, and
finally flattens out, whereas the UP7 remains almost unchanged. One reason is
when the arrival rate is low, each packet can access channel effectively, but after
getting a certain value, fierce collisions lead the network to be saturated. The other
is the different CW values for different UPs, the higher UPs access channel
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frequently as the lower CWmin and CWmax, while the lower UPs may make more
backoffs before accessing channel. The higher of UP can obtain the higher maxi-
mum throughput and lower average packet delay simultaneously.

Figures 27.3 and 27.4 also show that the non-priority CSMA/CA has the
approximate performance with IEEE 802.15.6 CSMA/CA when the arrival rate is
below 30 packets/s. From then it performs better than IEEE 802.15.6 CSMA/CA
for UP0, UP1 firstly, better than the UP2 and UP3, UP4, UP5 at the arrival rate of
40, 55 and 70 packets/s, respectively. Nodes in the non-priority CSMA/CA access
channel in fair, whereas the higher UPs occupy the channel frequently such that
gives rise to the collision with other UPs in the IEEE 802.15.6 CSMA/CA. After
the arrival rate has reached a relatively high value, the UP6 and UP7 still perform
better than the non-priority CSMA/CA, which indicates the IEEE 802.15.6 CSMA/
CA can guarantee higher reliability and lower delay for the high UPs, especially the
emergency data and high-priority medical data.

In this part, we evaluate the performance of IEEE 802.15.6 CSMA/CA varies
with the traffic distribution in the whole network. Here we assume only two UPs in
the network simultaneously. According the Table 27.1, we treat the UP6 and UP7
as the medical traffic while the UP0 and UP2 as the non-medical traffic. Perfor-
mance under three different cases-UP0&UP6, UP2&UP6 and UP2&UP7 are con-
ducted when the proportion of medical traffic to the overall traffic varies from 0 to
100 %.

In Figs. 27.5 and 27.6, the normalized throughput and average packet delay in
non-priority CSMA/CA are constant because the nodes have equal chances to
access channel. For IEEE 802.15.6 CSMA/CA, the two curves with same color
represent a kind of scenarios where the square is for the average performance of the
whole network and the triangle is only for the medical traffic. The IEEE 802.15.6
CSMA/CA and non-priority CSMA/CA offer the same throughput and approximate
delay when the medical traffic occupies a few part of traffic in the network. Con-
sidering the average packet delay over 250 ms is unacceptable for general WBAN
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applications [4], Fig. 27.6 only shows the performance of IEEE 802.15.6 CSMA/
CA in the acceptable range of delay. It should be noted that the IEEE 802.15.6
CSMA/CA guarantees a lower average delay for the medical traffic when there is
few medical traffic. The reduction of delay for medical traffic is up to 74.5 % in the
case of UP0&UP6 when the proportion of medical traffic is 12.5 %, which indicates
that employing the IEEE 802.15.6 CSMA/CA is better because the latency
requirement of a medical data is much lower than a background data.

However, after the occupancy of medical traffic exceeds a certain value, the
IEEE 802.15.6 CSMA/CA will suffer deterioration and perform poorer than
the non-priority CSMA/CA due to the frequent collisions. For the medical traffic,
the corresponding contention window is so small that the probability to choose
same back-off counter increases, which always leads collisions in the first few
transmission times. Even so, both the throughput and delay for medical traffic are
still well above the average level.

Compared with the performance in the case of UP2&UP6, the one in UP2&UP7
is much worse because the higher UPs for medical traffic have smaller CW to
contend for channel frequently, which is more selfish to complete its data trans-
mission at the expense of hindering transmission of lower UPs and of increasing the
internal competition among higher UPs. However, the one in UP0&UP6 has better
performance because the lower UPs have larger CW to avoid conflicting with
higher UPs, thus improves the performance of the whole network by alleviating the
congestion of the network.

27.4 Conclusion

For the IEEE 802.15.6 CSMA/CA, user priorities mechanism makes a big influence
on network performance, it guarantees reliable and timely service for higher UPs
with sacrificing the performance of lower UPs. What’s more, the performance of
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IEEE 802.15.6 with user priorities is better when there is lightweight medical traffic
in the network, which can obtain both higher throughput and lower delay especially
for the medical traffic. But it suffers deterioration when the medical traffic holds a
large proportion of total traffic due to the fierce collisions. It also concludes that
employing the CSMA/CA scheme alone is not enough to meet all needs of medical
traffic, thus we will also consider the other access modes in IEEE 802.15.6 such as
the improvised access and scheduled access in the future.
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Chapter 28
Implementation of Policy-Based
Personalized Wellness Service in IoT
Environment

Namje Park

Abstract In this paper, we describe the security analysis and implementation
leveraging globally networked mobile RFID-based wellness service in IoT Envi-
ronment. We propose a secure mobile RFID-based wellness service framework
leveraging mobile networking. The framework provides a means for safe use of
mobile phone-based RFID services by providing security to personalized wellness
service.

28.1 Introduction

The typical architecture of an Radio frequency identification (RFID) system, as
defined by EPCglobal [1], comprises tags embedded or attached to objects, tag
readers that read tag information, and a backend Information Services (IS) server
that provides the required information. The tag reader can be designed to be por-
table or handheld, which allows for several possible applications. While RFID is
most commonly used in business-to-business (B2B) commerce for managing
supply channels, distribution, and logistics, there is also growing interest in the
integration of tag readers with mobile phones, allowing individuals to collect and
use tag data, such as in business-to-customer (B2C) marketing. And although
current implementations have been limited to movie promotions and museums,
where information security is not a major concern, continued development will see
more frequent adoption in such fields as retail, medical care, and electrical drafts,
where security and privacy are indispensable.

Researchers have developed many techniques to address the various security
flaws in RFID systems [2, 5, 6], the simplest being to “kill” tags before they are in
the hands of the user [10]. However, because these low-cost tags have numerous

N. Park (&)
Department of Computer Education, Teachers College, Jeju National University,
61 Iljudong-ro, Jeju-si, Jeju 690-781, South Korea
e-mail: namjepark@jejunu.ac.kr

© Springer Science+Business Media Dordrecht 2015
J.J. (Jong Hyuk) Park et al. (eds.), Future Information Technology - II,
Lecture Notes in Electrical Engineering 329,
DOI 10.1007/978-94-017-9558-6_28

241



applications, the user may want the tag to remain active. As one solution, Rieback
et al. proposed the RFID Guardian system [10], which relies on a strong proxy
device—a mobile phone or PDA—to mediate access by an external reader to tags
for auditing of scans and tags, key management, access control, and user authen-
tication. The RFID Enhancer Proxy (REP) proposed by Juels et al. requires the use
of a similar higher-computing-power proxy device [5] but provides better tag
acquisition and ownership transfer. Kim et al.’s Mobile Agent for RFID Privacy
Protection (MARP) is a further development that aims to provide high-level pri-
vacy [6] by employing a public key center that manages keys for the readers, tags,
server, and proxy. Kim et al. also recently proposed a scheme suitable for mobile-
phone-based reader systems [7], but the method only provides reader-based
authentication, which is not sufficient.

Here we propose a secure framework for mobile-phone based RFID services
using personal privacy-policy-based access control for personalized ultra-high
frequency (UHF) tags employing the Electronic Product Code (EPC). The frame-
work, called M-RPS, has dynamic capabilities that extend upon extent trust-
building service mechanisms for RFID systems. This new technology aims to
provide absolute confidentiality with only basic tags.

28.2 Strategic Security Framework Architecture

28.2.1 Multilateral Approaches for Improved Privacy

This technology is aimed at RFID application services like authentication of tag,
reader, and owner, privacy protection, and non-traceable payment system where
stricter security is needed.

• Approach of Platform Level: This technology for information portal service
security in offering various mobile RFID applications consists of application
portal gateway, information service server, terminal security application, pay-
ment server, and privacy protection server and provides a combined environ-
ment to build a mobile RFID security application service easily.

• Approach of Protocol Level: It assists write and kill passwords provided by
Electronic Product Code (EPC) Class1 Gen2 for mobile RFID tag/reader and
uses a recording technology preventing tag tracking. Information technology
solves security vulnerability in mobile RFID terminals that accept WIPI as
middleware in the mobile RFID reader/application part and provides End-to-
End (E2E) security solutions from the RFID reader to its applications through
WIPI based mobile RFID terminal security/code treatment modules.

• Approach of Privacy Level: This technology is intended to solve the infringement
of privacy, or random acquisition of personal information by those with RFID
readers from those with RFID attached objects in the mobile RFID circumstance
except when taking place in companies or retail shops that try to collect personal

242 N. Park



information. The main assumptions are privacy in the mobile RFID circumstance
when a person holds a tag attached object and both information on his/her per-
sonal identity (reference number, name, etc.) and the tag’s information of the
commodity are connected. Owners have the option to allow access to any per-
sonal information on the object’s tag by authorized persons like a pharmacist or
doctor but limit or completely restrict access to unauthorized persons.

28.3 Implementation and Wellness Service

28.3.1 Implementation of Customized Wellness Service

We implemented the proposed system for tracking patient care at a hospital.
Context-relevant information is important in a ubiquitous computing environment
for providing medical care. Different user policies are necessary for patient tags and
product tags in EPCglobal’s enterprise application. This ubiquitous sharing system
for medical information poses a serious threat to the privacy of personal medical
information such location, health, and clinical history. Standards such as Health
Level Seven (HL7) do not allow customization and do not include rigorous privacy
mechanisms. Therefore, we propose a mechanism that manages privacy policy in a
user-centric manner for ubiquitous medical care. It is flexible, secure, and can be
integrated with a cryptographic algorithm for mitigating the aforementioned
problems [3, 4].

28.3.2 Design M-RPS Based Customized Service

In a hospital, tags can be used for asset management for location finding. Patient
tags are effective in preventing medical accidents, but must be properly designed
and constructed to avoid massive collateral damage to user privacy. Hence, we
define three-step privacy-aware service architecture for our mobile RFID-based
medical application service [10]. The first step is setting the default level of access
control over patient information in the default policy. The second step is user-
controllable profile-based privacy protection, and the third step is auditable privacy
management. Furthermore, we introduce a new RFID-based service model and
mobile phone application [8, 9].

The mobile RFID reader requests for information related to a tag attached to a
patient from the backend IS via the middleware system. The mechanism allows
individuals to control who can access their personal information. For privacy
management, we apply the proposed profile-based privacy management architec-
ture by the addition of a privacy bit to the tag, which is a simple and cost effective
mechanism. The privacy bit is the only reference for the privacy service. The
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medical RFID information server check the privacy guaranteed service or not from
the privacy policy. To illustrate how the privacy policy works on the IS, let us
consider its use in the application and content information system of the service
provider. The privacy level is stored in M-RPS. The RFID code format for the
application is defined in the mobile RFID application data format as standard. The
default privacy level follows the privacy applied standard of each application ser-
vice; and if there is no standard, the privacy level is determined based on the results
of a privacy impact assessment. The privacy level consists of a 10-tuple of infor-
mation, where ‘L = L1, L2, … L10’ as the default privacy policy. It also protected
by a secure tag area and privacy server. We also define privacy weights for medical
information, as shown in Table 28.1.

Classify the personal medical information by patient’s policy and make per-
sonal’s profile. The patient can control his privacy level. Encrypted information can
be transferred between the hospital and an emergency transportation service in
XML format with security (WS Security) and also can be subject to the standard
access control technology for Web services (XACML) (Figs. 28.1 and 28.2).

In the proposed hospital data management system, RFID-tagged medical card
are given to patients on registration. Patients with sensitive conditions, for example,
heart disease or cerebral hemorrhage, can use the medical card to rapidly provide
medical history that can used for fast application of first aid. Further, biosensors can
be incorporated to provide real-time data to the doctor for each specific patient. The
RFID patient tags also can be used to verify patient identity to ensure the correct
treatment is administered. Thus, the system allows chartless service.

Table 28.1 Examples of a default privacy weight level

Privacy related people Privacy weight Privacy information

Doctor L4–L9 Medical history treatment information

Nurse L4–L9 Medical history treatment information

General doctor L3–L7 Medical treatment

General nurse L3–L7 Medical treatment

Family L2–L6 Medical tracking information

Emergency agency L2–L6 Medical tracking information

Others LI All cut off

Doctor

Patient(policy )

Medical Data
HL7 #

Doctor

Patient(policy)

Medical Data
HL7 #

Doctor

Patient(policy )

Medical Data
HL7 #

Hospital(policy

Doctor

Patient(policy )

Medical Data
HL7 #

Hospital(policy

Doctor

Patient(policy)

Medical Data
HL7 #
Medical Data
HL7 #

Hospital(policy)

Doctor

Patient(policy)

Medical Data
HL7 #
Medical Data
HL7 #

Hospital(policy)

Transaction with  
Partner

Fig. 28.1 Electronic signature and authentication
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28.3.3 Implementation

The hospital generated an initial set of control data, which included the patient
code, medical ID, and related information. The default privacy level was used and
the patient was not allowed to control security policy. In order to provide
authentication and privacy interface to patient as a agent in medical discovery
gateway and hospital’s information server system. Essentially, each bit of sensitive
data was initially classified by the default privacy weight, which was then modified
by the end user’s detailed policy. The user-controllable privacy policy in this
system evaluation is considered a basic part of RFID privacy management. The
compatibility and scalability may be limited, which will hamper system migration,
but the mechanism is suitable for policy based privacy control. The proposed
privacy management mechanism was implemented in an actual medical emergency
room, including a networked medical information RFID kiosk, RFID networked
emergency rescue system, and medical examination service, as shown in Fig. 28.3.
There is some approach applying the RFID to medicine and hospital. From above,
proposed privacy scheme has advantages in custom centric approach aspect for
constructing a privacy aware ubiquitous medical system.

Fig. 28.2 Proposed customized ubiquitous hospital model
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28.4 Conclusion

Mobile RFID readers are being actively researched and developed throughout the
world, and more efforts are underway for the development of related service
technologies. Though legal and institutional systems endeavor to protect privacy
and encourage data protection, the science and engineering world must also provide
suitable technologies. Seemingly, there are and will be no perfect security/privacy
protection methods. The technologies proposed in this paper, however, would
contribute to the development of secure and reliable RFID systems.

In this paper, we describe the security analysis and implementation leveraging
globally networked mobile RFID-based wellness service in IoT Environment. We
propose a secure mobile RFID-based wellness service framework leveraging
mobile networking. The framework provides a means for safe use of mobile phone-
based RFID services by providing security to personalized wellness service.

Acknowledgments This paper is extended and improved from accepted paper of UCSWSN
2014, ICHIT2011 Conferences. This research was supported by Basic Science Research Program
through the National Research Foundation of Korea (NRF) funded by the Ministry of Education
(2013R1A1A4A0101 3587).

Fig. 28.3 Medical examination with proposed system
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Chapter 29
Interactive Drawing Based on Hand
Gesture

Tae-Eun Kim

Abstract In this paper, a system that draws drawings on a real-time camera input
image is proposed. First, a background subtraction operation is performed on the
camera input image. A skin area detection algorithm is applied to the image that has
undergone a background subtraction operation. After applying a labeling algorithm
to the detected skin region image, a pen is augmented on the position of the hand. In
addition, based on the obtained coordinates, a hand gesture-dependent drawing is
drawn simultaneously on the camera image, in real-time.

Keywords Hand gesture � Interactive drawing � Augmented reality

29.1 Introduction

Attributable to the advances in computers, a variety of human computer interface
(HCI) systems are being developed. This paper proposes a system that draws hand-
drawn drawings on a real-time camera image via HCI. There are various drawing
methods and there are many systems that provide assistance for creating drawings
using the computer; however, such systems require devices such as a mouse or a
tablet.

The proposed system facilitates easy drawing using only a computer and a
camera. Furthermore, it provides augmentation in real-time to the drawing that the
user is drawing right on the camera input image. In previous systems, the back-
ground is fixed when a drawing is drawn. The system proposed in this paper draws
drawings right on the image inputted from the camera; therefore, it offers the user a
greater sense that he/she is drawing in the same space that the user is occupying.
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In order to enhance the sense of realism when drawing on a real-time screen in
the proposed system, a pen is augmented on top of the hand. In previous studies,
markers were used to augment virtual objects at specific locations [4]. However, in
recent years, studies in which markers are not used in the augmented reality have
been pursued. By using a specific color wristband so as to avoid using a specific
marker, Choi et al. [2] conducted a study on hand tracking and augmentation. In
this present paper, a pen is augmented without the use of a marker. Figure 29.1
shows the proposed system’s schematic diagram. In this paper, a method in which
the human hand is searched for and drawings are made on the screen in accordance
the hand movement is proposed. Configuration of the system proposed in this paper
is comprised of, in order: background subtraction, skin region detection, labeling,
pen augmentation and figure synthesis.

29.2 Main Discussion

29.2.1 Background Subtraction

As images are inputted from the camera, first, background subtraction is performed.
For background subtraction, a pre-treatment process transforms the camera input
image and the reference image into a grey image. To accomplish background
subtraction, first, the first frame of the camera input image is captured and back-
ground subtraction is applied, as this image becomes the reference image. There are
two stages in the background subtraction operation. First, there is a step where the

Fig. 29.1 Configuration
(flowchart) of proposed
system
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camera input image is subtracted from the reference image. In addition, there is a
step in which the reference image is subtracted from the camera input image [5].
The subtracted image from the two process steps is used to obtain the final dif-
ference image via OR logic operation. Equation (29.1) represents the subtraction
operation. B1 and B2 represent the subtraction image of the two steps. The images
of C and R represent the camera input image and reference image, respectively. B3
represents the operations of B1 and B2 (Fig. 29.2).

B1ðx; yÞ ¼
0; if ðCðx; yÞ � Rðx; yÞ\threshold

1; otherwise

�

B2ðx; yÞ ¼
0; if ðRðx; yÞ � Cðx; yÞ\threshold

1; otherwise

�

B3ðx; yÞ ¼ B1ðx; yÞ [ B2ðx; yÞ

ð29:1Þ

29.2.2 Detection of Skin Region

To conduct detection of the skin region, a pretreatment process of background
subtraction is carried out. In order to extract the hand from the camera input image
that has undergone background subtraction, detection of the skin region is carried
out. In performing extraction of the skin region, in the B3 image of Eq. (29.1), for
parts whose pixel values that correspond to each pixel position are non-zero RGB
color images inputted from the camera are shown. Detection of the skin region is
carried out from the image inputted in such a way. For performing detection of the
skin region, Eq. (29.2) is used to convert the RGB color image into YCbCr color
image [6].

Fig. 29.2 a Reference image. b Difference image
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Y ¼ 0:299Rþ 0:587Gþ 0:114B

Cb ¼ B� Y

Cr ¼ R� Y

ð29:2Þ

In the image converted into YCbCr color image with the values of Cb and Cr as
reference, detection of the skin region is carried out. Equation (29.3) is the reference
region of Cb and Cr [3].

77�Cb � 127

133�Cr � 173
ð29:3Þ

Figure 29.3 shows the extracted skin region using Eq. (29.3).

29.2.3 Labeling

Looking at the skin region extraction image in Fig. 29.3b, it can be seen that not just
the person’s skin but also other objects are detected as well.

This is due to the fact that a skin color detection algorithm was used in the skin
region detection color image. As such, in order to eliminate other objects that have
colors similar to the skin color, a labeling and post-treatment processes are performed.

In this paper, for real-time processing One-Pass run length labeling algorithm
was used as a labeling algorithm. In order to carry out One-pass run length labeling,
a conversion process for the final image that has undergone skin region detection is
needed. In the image for which labeling was performed, the determined regions are
sorted based on the size of each region and the largest size region is determined as
the hand. One-Pass run length labeling algorithm has faster speed of operation than
the existing Grass-fire labeling method. Whereas Grass-fire labeling method detects
from the starting pixel of a region to the finishing pixel in one time, One-Pass run
length labeling algorithm uses a method of detecting one line at a time in an image
and, after one line is detected, while detecting the next line it assigns a sequential

Fig. 29.3 a Real-time camera image. b Skin region extraction image
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number to the region in each line that is deemed as an object. For regions deter-
mined in such a way, by comparing with the determined regions of upper lines,
when there are contiguous regions this algorithm makes a final determination that
the regions are the same region [1]. Figure 29.4a is the image after labeling the skin
region detection image, and Fig. 29.4b is the image that underwent only hand
region extraction through size comparison after labeling.

29.2.4 Synthesis of Hand Tracking and Virtual Objects

With the detected hand image through size comparison after labeling as the ref-
erence, for the synthesis of drawings the center of gravity of the hand (c) and the
endpoint of the hand (a) are first obtained. When the center of gravity of the hand
(c) and the endpoint of the hand (a) are obtained, a point between the two points is
detected by using Eq. (29.4).

Mp:x ¼ ðCP:x� FP:xÞ=2þ FP:x

Mp:y ¼ ðCP:y� FP:yÞ=2þ FP:y
ð29:4Þ

The point between the center of gravity (CP) and the endpoint of the hand (FP) is
used as the reference coordinate for representing the drawing through the hand on
the real-time camera input image and in addition it becomes the reference coor-
dinate for pen augmentation. The reason for augmenting the pen with the point
between the center of gravity (CP) and the endpoint of the hand (FP) and repre-
senting the drawing is due to the position of the pen tip when a person is holding the
pen. Figure 29.5 shows an image representing all the points.

The superscript numeral used to refer to a footnote appears in the text either
directly after the word to be discussed or—in relation to a phrase or a sentence—
following the punctuation mark (comma, semicolon, or period). Footnotes should
appear at the bottom of the normal text area, with a line of about 5 cm set
immediately above them.

Fig. 29.4 a Labeling image. b Image after size comparison
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29.3 Experimental Results

One 6 mm lens 1394b camera was used in this study. The first frame acquired from
the real-time camera image is set as the reference image. The reference image is
used in background subtraction in two steps; which entails, first, subtraction of
the camera input image from the reference image, and a method of subtracting the
reference image from the camera input image in a different step, and by using
OR logical operation, the background subtraction image is obtained. Detection of
the skin region is carried out on the parts whose pixel values of the acquired
background subtraction image are non-zero. In order to solve the issue of detecting
as regions the colors that are similar to the skin color during detection of the skin
region, after labeling the hand region is extracted through comparison of region
sizes. From the extracted hand region the center of gravity and endpoint of the hand
are detected, and afterwards the point between the two points is detected. With the
point detected in this way as the reference the pen is augmented and a drawing that
follows the hand movement is drawn on the real-time camera input image.

Figure 29.6 shows images of implementation of the system. In Fig. 29.6, it can
be seen that a penis drawn over the pen, and the pen is augmented with the center of
gravity and the endpoint of the hand as the reference. The highlighted portions
(black circles) in Fig. 29.6a are the problem areas caused by a flickering phe-
nomenon of the reference coordinate for making a drawing of the area indicated
reference coordinates for drawing the picture blur due to duplicate the problem was
being drawn. Figure 29.6b shows a human face drawn on the desktop through the
system.

Fig. 29.5 Representation
image of the points:
a endpoint of the hand,
b point between endpoint of
the hand and center of gravity,
c center of gravity
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29.4 Conclusion and Future Research Directions

In this paper, the hand was estimated from the camera input image and, by tracking
the hand position, three coordinates of the hand were extracted [1]. With the
extracted coordinate values as the reference, a drawing, which follows pen aug-
mentation and hand gestures, was drawn. Although a slight flickering phenomenon
was seen, the results of overall, stable augmented reality were obtained through an
experiment. The slight flickering phenomenon seen in the existing system will be
compensated for in future studies. In addition, a research that represents drawings
drawn on the screen in a more realistic 3D will be pursued.

Acknowledgments Funding of this paper was provided by Namseoul University.
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Chapter 30
On the Performance of Quasi-Orthogonal
Space Time Block Coded Massive MIMO
with up to 16 Antennas

Khin Zar Chi Winn, Phyu Phyu Han, Kasun Bandara
and Yeon-Ho Chung

Abstract Massive multiple-input multiple-output (MIMO) using a large number of
antennas at both transmitter and receiver sides based on quasi-orthogonal space time
block code (QOSTBC) is presented. Space-time block code (STBC) is a MIMO
transmit strategy that applies transmit diversity and high reliability. QOSTBC is
attractive because it achieves higher code rate than orthogonal STBC and lower
decoding complexity than non-orthogonal STBC. We present the performance of
massive MIMO systems using the QOSTBCwith multiple antennas up to the 16 × 16
configuration. The performances of 2 × 2, 4 × 4, 8 × 8 and 16 × 16 massive MIMO
systems have been presented. Simulation results show that the massive MIMO
systems with QOSTBC give significant performance improvement with full rate and
full diversity, compared with previously considered massive MIMO systems.

Keywords Massive MIMO � Quasi-orthogonal STBC � Full rate

30.1 Introduction

The demand for mobile communication systems with high data rates has signifi-
cantly increased in recent years. Many technical challenges remain in designing
robust wireless networks that deliver the performance necessary to support
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emerging applications [4]. Multiple-input multiple-output (MIMO) systems offer
numerous benefits over conventional single-input single-output (SISO) systems,
such as the potential to facilitate data rates considerably higher or to significantly
improve the reliability of a wireless link. In fact, MIMO technology is envisioned to
be a core transmission technology for high speed wireless communications, due
to increased data rate and performance obtainable largely from transmit diversity
and spatial multiplexing [2].

MIMO scheme can be split into two categories: space time coding (STC) and
spatial multiplexing (SM). STC improves the reliability while SM increases data
rate [5]. STC, introduced by Tarokh and Calderbank [12], is promising method
where the transmitted code symbols per time slot are equal to the number of
transmit antennas. The class of linear STBC is the major category of STC and can
be divided into subclasses, such as orthogonal STBC (OSTBC) [1] and quasi-
orthogonal STBC (QOSTBC) [6] that is typically designed for more than two
antenna systems with increased decoding complexity.

The massive MIMO is considered a candidate for a next generation wireless
communication system [3]. For full benefits from the massive MIMO, the number
of antennas is required to be at least more than 10 antennas at each side of the
transmitter and receiver [8]. However, conventional performance analyses have
been presented with only up to 8 antennas in the literature [8]. Therefore, a thor-
ough report on a larger scale massive MIMO system still needs to be presented.

In this paper, we examine 2 × 2, 4 × 4, 8 × 8 and up to 16 × 16 massive MIMO
systems. Comparative studies are undertaken for these different number of antenna
configurations.

The rest of this paper is organized as follows. The details of massive MIMO
system are described in Sect. 30.2. Section 30.3 describes STBC. In Sect. 30.4, the
orthogonal designs (ODs) are explained. Section 30.5 describes quasi-orthogonal
design. Section 30.6 present simulation results and conclusions are drawn in
Sect. 30.7.

30.2 Massive MIMO System

A potential candidate for future mobile communication systems is massive MIMO,
also known as Full-dimension MIMO or Hyper-MIMO [3]. This is a form of multi-
user multiple antenna wireless communication which promises improvements in
spectral efficiency and energy efficiency over 4G technology. A recognized feature
of massive MIMO is that a large number of antennas can function for a significantly
smaller number of active autonomous terminals. Large antenna arrays can poten-
tially reduce uplink (UL) and downlink (DL) transmit power through coherent
combining with increased antenna aperture [10]. Most recently, massive MIMO has
been investigated as new cellular network architecture with several attractive
characteristics [9].
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Let Nt and Nr denote the number of transmit and receive antennas, respectively.
The channel with Nr outputs and Nt inputs is denoted as a Nr × Nt matrix. A massive
MIMO usually employs a large number of transmit and receive antennas, at least
larger than 10 antennas. Figure 30.1 depicts a massive MIMO system block diagram.
We consider a transmission scheme with multiple transmit and receive antennas. The
MIMO system model can be represented as

x ¼ Gzþ w; ð30:1Þ

where x 2 CðNr�1Þ and z 2 CðNt�1Þ denote the received and transmitted complex
vector, respectively. G 2 CðNr�NtÞ is the complex channel matrix and w 2 CðNr�1Þ is
noise vector.

30.3 Space-Time Block Code

Space-time block codes (STBC) are designed to obtain the maximum diversity
order for the provided number of transmit and receive antennas. These codes are
orthogonal and can achieve full transmit diversity specified by the number of
transmit antennas. The STBC matrix has columns equal to the number of the
transmit antennas and rows equal to the number of the time slots required to
transmit the data. The matrix representation of OSTBC, D, is expressed in (30.2).

ð30:2Þ

Fig. 30.1 Block diagram of massive MIMO system
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where aij denotes information data symbol transmitted at time slot i and from jth
transmit antenna. T represents the number of the time slots and Nt is the number of
the transmit antennas. If the number of symbols transmitted per time slot is k, the
code rate is defined as k/T [11].

30.4 Orthogonal Design

There are two types of orthogonal design theory: one for real numbers and other for
complex numbers. For real or complex numbers, matrices satisfying the following
equation are called orthogonal designs [7].

DHD ¼ ja1j2 þ ja2j2 þ � � � þ jaij2
� �

I; ð30:3Þ

where DH is the Hermitian of the matrix D, if D has complex numbers. DH may also
represent the transpose of the matrix D, if D has real numbers. In the real orthogonal
designs, an Nt × Nt matrix is with real entries ±ai, i = 1,…, Nt. In the complex
orthogonal designs, an Nt × Nt matrix is with complex entries �ai;�a�i ;�jai;
and �ja�i ; i = 1,…, Nt.

In complex orthogonal design, not only do the information symbols appear but
also their conjugates. The ith column of the code matrix can contain either the
information symbols a1,…, aT, or their conjugates a�1; . . .; a

�
T only.

The most popular OSTBC is the Alamouti code [1]. This code uses a complex
orthogonal design with full diversity at full rate. Alamouti code matrix can be
shown as

D ¼ a1 a2
�a�2 a�1

� �
ð30:4Þ

where * denotes complex conjugate. Here, two time slots are required to transmit
two symbols. Thus, k = 2 and T = 2. Hence, the code rate of Alamouti Code is 1.
However, when three or more transmit antennas are employed, the maximum
transmission rate of the complex valued OSTBC with linear processing reduces to
3/4 [1].

r1 and r2 are the received signals at time t and t + T. Conjugating the signal r2,
the received signal can be expressed as (30.5)

r1 ¼ h1a1 þ h2a2 þ ~n1
r�2 ¼ �h�1a2 þ h�2a1 þ ~n2:

ð30:5Þ
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Therefore, the Eq. (30.5) can be described as

r1
r�2

� �
¼ h1 h2

h�2 �h�1

� �
a1
a2

� �
þ ~n1

~n2

� �
ð30:6Þ

or in short notation:

y ¼ Haþ ~n; ð30:7Þ

where y ¼ r1; r�2
� �T

represents the receive vector. For MIMO channel matrix, the
rows and columns of the virtual channel matrix H of Alamouti STBC are
orthogonal:

HHH ¼ HHH ¼ jh1j2 þ jh2j2
� �

I2 ¼ jhj2I2; ð30:8Þ

where I2 is the (2 × 2) identity matrix and h2 is the power gain. It is certain that the
equivalent virtual channel matrix [7] depends on the structure of the code and the
channel coefficients. The channel coefficients h1 and h2 can be used by the decoder
as channel state information (CSI) if they can be absolutely estimated at the
receiver.

30.5 Quasi-Orthogonal Design

Orthogonal space-time block code (OSTBC) can provide full transmit diversity
with simple linear maximum-likelihood (ML) decoding complexity. In spite of
these advantages, OSTBC has a code rate that is less than one when the number of
transmit antennas more than two [12]. Therefore, the quasi-orthogonal space-time
block codes are considered at the expense of slight orthogonality [7]. Each row and
column contains all elements of a as shown in (30.9). Any element in a code word
may occur with a positive or negative sign. The conjugate complex operation of
symbols is only allowed on entire rows of the block matrix. This is required for
holding quasi-orthogonality and low decoding complexity. Quasi-orthogonal STBC
coding matrix is similar to the orthogonal space-time codes [13]. However, any
column vector in encoding matrix of the quasi-orthogonal space-time block codes is
related to only one of the columns. In this quasi-orthogonal code design, the col-
umns of the transmission matrix are divided into groups. While the columns within
each group are not orthogonal to each other, different groups are orthogonal to each
other. The most famous quasi-orthogonal space-time block code is proposed by
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Jafarkhani [6]. For 4 transmit antennas, a code with symbol transmission rate 1 was
constructed from the Alamouti scheme as shown in (30.9):

D4 ¼
a1 a2 a3 a4
�a�2 a�1 �a�4 a�3
�a�3 �a�4 a�1 a�2
a4 �a3 �a2 a1

2
664

3
775 ð30:9Þ

OSTBC is decoded by decoding symbol one by one, and quasi-orthogonal
STBC is decoded by decoding two pairs of symbols. The full transmission rate is
useful and important for lower signal to noise ratios (SNRs) and higher bit error
rates (BERs). Full diversity is efficient for higher SNRs and lower BERs. Since
lower SNR range is of practical interest, QOSTBCs have attracted much attention
recently.

30.6 Simulation Results

In order to evaluate a large massive MIMO, we have conducted performance
evaluation of the QOSTBC based massive MIMO under additive white Gaussian
noise (AWGN) channel and with ideal channel state information. We analyze the
bit error rate (BER) performance of the massive MIMO system. It is assumed that
all antennas in the system use the same energy level. The BER comparison has been
undertaken according to the number of antennas. Note that it is possible to create
different matrices that obey the quasi-orthogonal property. QOSTBC can achieve
the full transmit diversity of Nt = 2, 4, 8 and 16 and code rate is 1.

The BERs of QOSTBC for 2 and 4 transmit and receive antennas are plotted in
Fig. 30.2a and 8 and 16 transmit and receive antennas are plotted in Fig. 30.2b.

Fig. 30.2 Performances of massive MIMO systems: a 2 × 2 and 4 × 4 antennas, b 8 × 8 and
16 × 16 antennas
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When the number of antennas increases, the BER performances of the system
dramatically improve. For a large antenna configuration such as 16 × 16, the
performance gain increases further. This is due to the fact that increasing antennas
in massive MIMO provide significant increase in the BER performance through a
diversity effect.

30.7 Conclusions

A large massive MIMO system with up to 16 × 16 antenna configuration has been
evaluated. For a massive MIMO, performance analysis as well as energy efficiency
must be conducted in a large antenna configuration. By making use of quasi-
orthogonal space-time block code (QOSTBC) with full diversity and full rate, the
simulation results show that the 16 × 16 configuration provides the best perfor-
mance among other considered configurations. A more thorough analysis may need
to be undertaken with realistic channel conditions.
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Chapter 31
Analysis of Gesture Combos for Social
Activity on Smartphone

Meng-Yen Hsieh, Tien-Chi Huang, Jason C. Hung
and Kuan-Ching Li

Abstract Due to sensing technologies, gestures are assisting users in conveniently
operating smartphone. This paper offers the influence of gesture control with hand-
held motions, since accelerometer sensor is easy for application and measurement.
Gesture combos are designed to trigger a series of tasks, while a single gesture has
been designed to execute a task on current APPs. We give an analysis of complex
composite gestures, and explore user basic and social tasks on smartphone in order to
find amatch between social tasks and gesture combos. A series of tasks are illustrated,
while some matching mechanisms are used for developing control functions with
gesture combos. Some experiences ofmeasuring gestures are also shown in the paper.

Keywords Gesture � Sensor � Smartphone

31.1 Introduction

Various sensor components are embedded on smartphone, providing new approa-
ches to control mobile APPs, and broadening APP’s domain cooperating with other
electric devices. Smartphone could include a number of sensors based on hardware
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design, such as accelerometer, magnetometer, light, proximity, gyroscope,
barometer, temperature, and humidity sensors. Parts of the sensors have been used
to develop APPs with gesture control. Some famous Android APPs have been
released on Google Play market such as Air Call Accept and Hovering Controls to
support gesture control for basic operations on smartphone. However, no APP
applies gesture controls to social activities at present. This paper describe the
analysis and experiences of gesture combos, while social tasks are comprised in
APP development and possible matching mechanisms are presented for these
gestures. To reduce the complexity in research about gesture combos, the only
focus is on handheld-motion gesture controls for analysis and discussion.

Some APPs with different types of gesture controls are described as follows.
Magus is a free 3D gesture launcher as one of hand-held control APPs in support of
not only tilting, flipping, and running single gestures, but also personal combos
combining with the single gestures. Gesture combos are arranged to trigger
smartphone actions chosen by users. Hovering Controls as one APP of touchless
gesture controls allows users performing particular operations through hovering
hold, swiping once, or swiping twice without touching the screen. These operations
could be as starting a APP, silencing alarm, controlling photo and video playbacks.
Google Gesture Search is a touch-based APP and provides search functions on
smartphone. Users have to draw down a symbol by touching the screen with fingers
so that relative applications, setting, or contact lists can be shown up on the screen
immediately.

After a general instruction about gesture-controlled applications and the objec-
tives in this section, possible gestures for mobile behaviors and related works are
presented in Sect. 31.2. Section 31.3 describes the challenges when developers
design gesture combos for mobile APPs. The possible sequences composed of a
gesture combo are detailed and analyzed, while people’s favor is as a factor to
include gesture combos. In Sect. 31.4, not only the experience of gesture mea-
surement is shown, but also matching problems between social tasks and gesture
controls are proposed for searching more suitable developments with gesture
combos.

31.2 Related Works

In our previous research [3], single gesture controls are used for performing social
tasks in P2P. After pairing with NFC between any two closed peers, one peer sends
a photo to the other by performing a hand-held gesture, and the other receives the
photo by performing another gesture. The performance of gesture controls instead
of button pressure triggers the actions of data sharing. In addition, a social
framework for mobile APPs is proposed with possible social sharing contests.

Ruiz et al. [5], have finished a study about a mapping between user motion
gestures and some smartphone tasks. They explored a set of user-specified gesture,
and explain the qualitative data and the taxonomy of user operations on smartphone.
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Normal tasks into two categories corresponding to motion gestures were measures
and analyzed. Three different gesture models with seven hand gestures were pro-
posed by Xu et al. [6] to detect MEMS 3-axes accelerometers and to interpret sensing
data in computer through Bluetooth connection. A recognition system is developed
based on sign sequence and template matching methods, excluding the time con-
suming user-training process. The segmentation algorithm of the system generates
the gesture codes form sensing data in order to compare with the standard patterns
decided in advance. A gesture recognition framework [4] was able to interact
seamlessly with desktop applications, while gathering gesture information from
accelerometer sensor in smartphone. User can generate gestures to control remote
desktop applications instead of general conventional input/output devices such as
mouse, keyboard, and joystick. Bluetooth is adopted for data transmission between
smartphone and desktop. As soon as raw data from accelerometer sensor is received,
appropriate events with corresponding gesture information will be filtered and
processed.

31.3 Design Challenges

The two problems are significant for designing combos. First, what combos are
suitable to users? And what social tasks could be required to complete social
activities?

31.3.1 Gesture Combo

Developers consider some main problems for usage, while gestures combos are
applied. First, users cannot memorize all possible gestures or their combos setting
on smartphone. Users have different preferences for gesture combos. According to
the result of psychological researches, people only learn few gestures and keep
them in the mind. They remember easy and single gestures to control smartphone,
better than complex and composite gestures. One gesture combo is consisting of a
number single gestures, probability different to be memorized by users. Besides, to
finish a gesture combo during user performance should be more difficult than to
perform a single gesture. Consequently, to ask users for remembering many kind of
complex gestures or unmemorable gesture composites will be unable on APP
development.

A number of gesture combos are generated, even if APPs only supports few
single gestures for controlling smartphone operations. We assume that a set of
single gestures, defined as {Gestures} is designed for hand-held gesture control in
one mobile APP. The number of single gestures is defined as |{Gestures}| and one
gesture combo is organized from a fixed amount of single gestures, defined as num.
The number of gesture combos are denoted as follows:
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ðCjfGesturesgj
1 Þnum; where num� 1; fGesturesg 6¼ U ð31:1Þ

Suppose that one gesture combo is organized with a number of unrepeatable
single, the number of all of possible gesture combos, defined as the following
expression:

Ynum�1

i¼0

ðCjfGesturesgj�i
1 Þ; where 1� num� jfGesturesgj; fGesturesg 6¼ U ð31:2Þ

Although a lot of gesture combos are generated, only parts of them could be
designed in APPs due to user preferences. Besides the problem of user memory
ability, developer must probe the coherence problem of that users can be easy to
perform a combo. To determine whether a gesture combo is available for devel-
opment, user preference for each single gesture and user acceptance for each combo
with any two single gestures are investigated according to application features.

31.3.2 Social Activity

Some of smartphone tasks for gesture controls have been divided into the two
categories, actions and navigation-based tasks [5]. Each of them includes two sub-
categories to separate these tasks operating into the system and application on
smartphone. To design the gesture control is easy if one gesture is recognized to
match only one task relative to the basic operations. Oppositely, some difficulties
are rising to match a gesture combo for social sharing activities, while serial social
tasks is organized for gesture combos.

Currently, APP markets have announced a large number of social APPs in order
to achieve various social activities f or mobile users. Most of those APPs are
divided into the two categories. One type is social network APPs and the other is
peer-to-peer sharing ones [1–3]. One or more gesture combos assist users in
completing social activities, such as message posting, social pairing, data selection,
etc. Table 31.1 illustrates a number of basic tasks with user social sharing. To
achieve a social sharing activity has to finish one or more of these tasks. For
example, users want to post a file or message to social networks, denoted as a social
sharing activity. Hence, developers design that gesture combos assist users to
automatically and fast start the APP, login a social network, select a file, and post
the file through some of the tasks such as Start, Login, Selection, and Post. In peer-
to-peer sharing interaction, data sharing between two close users is achieved pos-
sible with some of the tasks such as Start, Search, Pair, Send, and Receive.

Moreover, developers have to decide which two or more tasks are able to be
consecutive for gesture control based on their development features.
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31.4 Gesture and Combo Matching Analysis

31.4.1 Gesture Analysis

To understand the sensing curve of single gestures can evaluate the difficulty of
gesture combos. With ten gestures, the number of possible gesture combos only
combining with two single gestures with repetition is equal to 100 according to
formula (31.1). The number of the gesture combos without repetitive single gestures
is equal to 90 according to formula (31.2). Whatever combination or permutation,
the number of the gesture combos are a lot for development. Questionnaire is
required to understand what kind of gestures is suitable and comfortable for usage.
The questionnaire for each gesture is proposed, including two important questions:
(1) the gesture is easy to perform, and (2) I can perform the gesture exactly. About
100 users are involved to answer the questionnaires. Each question has three levels
between for full approval and complete rejection. Table 31.2 depicts not only the
axle states of each of the ten gestures must be evaluated for gesture recognition, but
also the Like percentages of users from the questionnaire. According to the analysis,
Gesture Swing and Left-Right, are simple to be estimated with the variation of only
one axle’s curve. However, they are the main gestures that users like better. The
others are estimated with the x-axle and y-axle curves.

Circle motion is one of single gestures that users favored. However, its recog-
nition is difficult more than others with only one axle recognition. Figure 31.1
describes three curve lines stating statistics from sensing data of the accelerometer.
The curve lines of x- and y-axles have three and one decisive turning points,
individually.

Table 31.1 Illustration of
tasks for social activities Social tasks Descriptions

Start Start APP or a social session

Login Login with authentication

Post Post data on internet

Wireless Make wireless connection

Selection Select data

Search Search peers

Pair Pairing between the two peers

Send Send data to a user

Receive Receive data from a user

Page Page operations (page enter, next page,
previous page, first page, last page, etc.)

31 Analysis of Gesture Combos for Social Activity on Smartphone 269



31.4.2 Combo Matching

When carrying out a number of consecutive tasks, developers must match gesture
combos that users favored most for the task combos happened frequently. Based on
Table 31.1, Fig. 31.2 illustrates a relationship network where nodes are tasks with
direction edges denoting their sequences for P2P social activities based where one
user can send (or receive) data to (or from) another. Degree between two tasks is
used to describe the relations. Degree calculation is a good measure of the total
connections a task has. The higher the degree, the more important the task is. For
the reason, it is a good matching approach where the gesture combos that users
prefer are corresponding to the task combos starting with the task of the high
degree. The in-degree and out-degree of Node’s Page are 6 and 2 individually. The
in-degree and out-degree of Node’s Search are the same degree, 3.

Search and Pair have the same out-degrees higher than the others. The possible
pairs of consecutive tasks are (Search, Search), (Search, Page), (Search, Pair), (Pair,
Pair), (Pair, Page), and (Pair, Receive). Circle, Swing, and SemiCircle are the three
favorite gestures in the questionnaire. Suppose that Gesture Circle, Swing,

Table 31.2 Difficulty and like of single gestures

Single gesture x-axle y-axle z-axle Like (%)

Circle (clockwise, anticlockwise) X X 21

Cross X X 7

Triangle X X 3

Rectangle X X 2

SemiCircle (down, or up) X X 15

Swing-left/right X 22

Swing-down/up X 19

Hand rotation (180°) X 6

Left-right X 5

Infinite X X 0
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SemiCircle are matching to Task Search, Page, Pair, individually. Since a swing
gesture always comes up with other actions such as left, right, up, and down, Page
with a set of sub-tasks, for example, previous page or next page, is suitable to
Swing more than the others. Possible matching states are proposed as follows.

1. Swing-Left, Swing-Right, Swing-Up, Swing-Down are corresponding to Next-
page, Previous-Page, Send, Receive.

2. (Circle, Circle), (Circle, Swing), and (Circle, SemiCircle) are corresponding to
(Search, Search), (Search, Page), and (Search, Pair).

3. (SemiCircle, SemiCircle), (SemiCircle, Swing), (SemiCircle, Swing-Down) are
corresponding to (Pair, Pair), (Pair, Page), and (Pair, Receive).

31.5 Conclusion

This research discusses gesture combos on triggering social activities, while
handheld gesture controls are applied to smartphone. Since the combinations of
single gestures is numerous and difficult to be memorized by users, only gesture
combos consisting of two gestures are presented. The design challenge is proposed
for matching gesture combos to social tasks. Some social tasks from social APPs
are illustrated with their relations, while the sequence of operations during gesture
controlling is involved. Although the matching mechanism is not only one solution,
the experience provides references to the development of gesture combos for
mobile social activities.

Acknowledgments This investigation was supported by Ministry of Science and Technology,
Taiwan, under grant No. NSC102-2221-E-126-003.

Fig. 31.2 Illustration of an order of social tasks
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Chapter 32
SOM Clustering Method Using User’s
Features to Classify Profitable Customer
for Recommender Service in u-Commerce

Young Sung Cho, Song Chul Moon and Keun Ho Ryu

Abstract This paper proposes a SOM clustering method using user’s features to
classify profitable customer for recommender service in e-Commerce. In this paper,
it is necessary for us to classify profitable customer with RFM (Recency, Frequency,
and Monetary) score, to use the purchase data to join the customers using SOM with
input vectors of different features, RFM factors in order to do recommender service
in u-commerce, to reduce customers’ search effort for finding items, and to improve
the rate of accuracy. To verify improved performance of proposing system, we make
experiments with dataset collected in a cosmetic internet shopping mall.

Keywords RFM � CF (Collaborative filtering) � SOM (Self-Organizing Map)

32.1 Introduction

Due to the advent of ubiquitous and IoT environment, it is becoming a part of our
common life style that the demands for enjoying the wireless internet using intelligent
portable device such as smart phone, tablet PC, and PDA are increasing anytime or
anyplace without any restriction of time and place. Data mining is useful in finding
knowledge from huge amounts of data. Deboeck and Kohonen describe how SOM
(Self-Organizing Map) can be used for effective clustering and segmentation of
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financial data [5]. Clustering algorithm is a kind of customer segmentation methods
commonly used in data mining. In this paper, SOM network is applied to segment the
purchase data to join user data and finally formed clusters by using the purchase data
to join user data with different features, RFM factors in order to do recommender
service in u-commerce. The recommender system helps customers to find easily items
and helps the e-commerce companies to set easily their target customer by automated
recommending process. Therefore, customers and companies can take some benefit
from recommender system. The possession of intelligent recommender system is
becoming the company’s business strategy. A recommender system using RFM
segmentation analysis technique to meet the needs of customers, it has been actually
processed the research [1–4]. We can make the solution for an efficient purchase
pattern clustering based on SOM. Finally, we can improve the performance of
recommender system through SOM learning method based on the purchase data to
show customer’s buying patterns. The next chapter briefly reviews the literature
related to studies. The Chap. 3 is described a newmethod for recommender system in
detail, such as system architecture with sub modules, the procedure of processing
the recommender, the algorithm for proposing system. The Chap. 4 describes the
evaluation of this system in order to prove the criteria of logicality and efficiency
through the implementation and the experiment. In Chap. 5, finally it is described the
conclusion of paper and further research direction.

32.2 Relative Works

32.2.1 RFM

RFM is generally used in database marketing and direct marketing and has received
particular attention in retail. RFM consists of three initial characters. R means
recency—“How recently a customer has purchased?”. F means frequency—“How
often she purchases?”. M means monetary—“How much does she spend?”. The
general way to use RFM model in customer behavior analysis is to sort the cus-
tomer data by each dimension of RFM variables and then divide the data into five
equal quintiles. For recency, the customer database is sorted by purchase dates by
descending order. So, the top segment is given a value of 5 and the others are
discerningly assigned of 4, 3, 2, and 1. For frequency and monetary, sorting cus-
tomer visiting frequency data and the customer data related to the amount of the
money spent in descending order, respectively. These three variables belong to
behavioral variables and can be acted as the segmenting variables by observing
customers’ attitudes toward the product, brand, benefit, or even loyalty from the
database. We can suggest that using average purchase amount instead of total
accumulated purchase amount is better in order to reduce co-linearity of frequency
and monetary. Finally, all customers are presented by 555, 554, 553,…, 111, which
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thus creates 125 (5 × 5 × 5) RFM cells. Moreover, the best customer segment is
555, while the worst customer segment is 111. Based on the assigned RFM
behavior scores, customers can be classified into segments and their profitability
can be further analyzed. The RFM score can be a basis factor how to determine
purchasing behavior on the internet shopping mall, is helpful to buy the item which
they really want by the personalized recommender [2, 8].

32.2.2 Neural Network

The SOM introduced by Kohonen [7], is an unsupervised learning algorithm for
clustering. Also SOM is called as a neural networks model based on competitive
learning. SOM can convert a high dimensional input space into a simpler low
dimensional discrete map. It has two layers which are input and feature layers. We
can cluster all elements by feature map with two dimensions. Firstly SOM performs
clustering with input vector X and weight matrix W. The data point Xi is treated one
at a time. Also the closest Wj to Xi is found by Euclidean distance, and then Wj is
updated as the following [6].

Wk ¼ Wj þ a Xi �Wj
� � ð32:1Þ

where Wj and Wk are current and new weights. So Wk moves to Xi. This learning is
repeated until given conditions such as change rate of weights and the number of
repeat. In this paper, we can use the SOM learning algorithm [6], where Mj and Mk

are current and new weights. So Mk moves to Xi. This learning is repeated until
given conditions such as change rate of weights and the number of repeat. In this
paper, we can use the SOM learning algorithm [6] in Table 32.1.

Table 32.1 SOM learning algorithm

Input  Set of N dimension vector, X // input node 
Output  Subset of input data (M subsets)

begin
Randomly initialize for each node ;

for (t=0; unless a stopping condition is reached; Increase t)
for (for all input data)

for (i=0 to M)

endfor
Find the winner j=i such that 

Di(t) is minimum for over all I ;
Update the winner j (and its neighbors) ;
endfor

endfor
end

;

, 
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32.3 Our Proposal for Recommender Service
in u-Commerce

32.3.1 Clustering Method Using SOM to Classify Profitable
Customer

This proposal SOM clustering method in this paper is better than k-means clus-
tering the data directly, is depicted. First, a large result sets of prototyping for
clustering user data (much larger than the expected number of output count, pur-
chase pattern in clusters) is formed using the SOM or some vector quantization
algorithm. We can apply a SOM clustering to purchase data to join user data in
order to classify profitable customer with RFM score having RFM factors for
recommender service in u-commerce. Finally the prototyping application is made
and the prototyping result is classified to make clusters in order to classify profitable
customer with RFM score. The system can use the code of classification (54 bits),
demographic variables such as age, gender, an occupation, skin type, region and
customer’s RFM factors as input vectors for pre-processing so as to be possible to
recommend the items with efficiency. The system can make clusters with neigh-
borhood customer-group using a new clustering method, which is classified by the
code of classification and customer’s RFM score in customer information. The
system can take the preprocessing task which is able to use the whole purchase data
by each rank of the RFM score and then makes cluster of purchase data sorted by
item category, joined cluster of user data called by customer DB, neighborhood user
group [2]. As a matter of course, the system can use the whole purchase data (sale).
After that, the system using SOM algorithm, can recommend the items by each rank
of the RFM score. The SOM learning algorithm for clustering of user’s information
to join user’s score is depicted in Table 32.2.

32.3.2 The Procedural Algorithm for Recommender Service

The system can search cluster selected by using the code of classification and
customer’s RFM score in users’ information. It can scan the preference of brand
item in cluster, suggest the brand item with the highest score in item category
selected by the highest probability for preference of item category as the average of
brand item. This system can create the list of recommendation with TOP-N of brand
item with the highest score to recommend the item with purchasability efficiently.
This system can recommend the items with efficiency, are used to generate the
recommendable item according to the basic of loyalty of RFM factors through
clustering method using SOM algorithm. It can recommend the associated item to
TOP-N of recommending list. This system takes the cross comparison with
purchase data in order to avoid the duplicated recommendation which it has ever
taken.
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32.4 The Environment of Implementation and Experiment
and Evaluation

32.4.1 Experimental Data for Evaluation

We made the implementation for prototyping of e-shopping mall which handled the
cosmetics professionally and did experiments. It was the environment of imple-
mentation and experiments in Apache 2.2.14, j2sdk 1.7.0_11 as Java environment,
JSP/PHP 5.2.12 as server-side script, JQuery*mobile, XML/XHTML4.0/
HTML5.0/CSS3/JAVASCRIPT as client-side script, C#.net framework 2.0,
jakarta-tomcat, apache 5.0.28 as web server under Windows O.S.

32.4.2 Experimental Data for Evaluation

We used 319 users who have had the experience to buy items in e-shopping mall,
580 cosmetic items used in current industry, 1,600 results of purchase data rec-
ommended in order to evaluate the proposing system [3]. In order to do that, we
make the implementation for prototyping of the internet shopping mall which
handles the cosmetics professionally and do the experiment. We have finished the
system implementation about prototyping recommendation system. We’d try to
carry out the experiments in the same condition with dataset collected in a cosmetic
internet shopping mall. It could be evaluated in MAE and output count by RFM

Table 32.2 SOM learning algorithm for clustering of user’s information to join user’s score

Step 1  Initialize parameters of SOM model
// Representative pattern of bits 
for demographic variable(54bits), RFM(15bits) factors)
Step 2  Set input value vector
Step 3 Calculate Output value

(2)

Step 4  Select winner node

(3)

Step 5  Readjust connection weights
(4)

Step 6 Completion of learning
// IF Reach the learning cycles
then Make the result of SOM  
otherwise GO to Step 2
Step 7 Calculate output value
Step 8 Calculate winner node
Step 9  Result of pattern
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score level for the recommendation system in clusters. It could be proved by the
experiment through the experiment with learning data set for 12 months, testing
data set for 3 months in a cosmetic cyber shopping mall [3]. The 1st system of SOM
clustering method using user’s features based on purchase data to join user data in
order to classify profitable customer with RFM score having RFM factors, is
proposing system called by “SOM”, the 2nd system is other previous system
(k-means) using k-means clustering algorithm based on the whole data.

32.4.3 SOM Results for Application of Neural Network

SOM network is applied to classify purchase data to join the user data, finally forms
clusters of purchase pattern groups of user data with different features, demographic
variables and RFM factors as input vectors. In order to segment purchase data join
to user data into appropriate number of clusters, SOM is applied to determine the
number of clusters. Figures 32.1 and 32.2, nine clusters are recommended among
1,600 purchase data, 319 customers when recency, frequency, monetary are the
three input variables and then divide the data into five equal quintiles beside off

Fig. 32.1 Descriptive
statistics of output counts by
the level of RFM score with
comparing SOM and k-means

Fig. 32.2 The result of MAE
by comparing proposal
system (SOM) with previous
system (k-means)
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demographic variables. From the SOM result, we can find 5 level based on RFM
score of customer so as to recommend the items in real-time environment [4]. The
following figures show the result with statistics of output counts based on purchase
data for the segmentation as comparing SOM and k-means. It is depicted in the
result, that level 1 is the RFM score of customer is more 90 points, level 2 is the
range of RFM score (score ≥ 80 and score < 90), level 3 is the range of RFM score
(score ≥ 60 and score < 80), level 4 is the range of RFM score (score ≥ 40 and
score < 60), and level 5 is the range of RFM score (score ≥ 20 and score < 40). The
purchase data is not at the range of RFM score (score < 20). It shows the
improvement on the number of output purchase pattern count in the result of
evaluation levels for the proposal system (SOM) comparing with previous system
called by “KCA” (k-means). The proposal is higher on the number of output
purchase pattern count than the previous system from level 1 to level 5. As a result
of that, the performance of the proposal system is improved better on the number of
output purchase pattern count than previous system from level 1 to level 5.

32.4.4 Experiment and Evaluation

The proposing system’s overall performance evaluation was performed by dividing
the two directions. The first measurement is output counts of purchase pattern in the
Table 32.2. The second evaluation is mean absolute error (MAE). The MAE
between the predicted ratings and the actual ratings of users within the test set. The
MAE is computed the following expression (32.5) over all data sets generated on
purchased data.

MAE =

PN
i¼1 �ij j
N

ð32:5Þ

N represents the total number of predictions, ε represents the error of the forecast
and actual phase i represents each prediction (Fig. 32.3).

Table 32.3 shows the result of evaluation metrics (MAE) for recommendation
system. It shows the improvement in the result of evaluation rates for proposal
system comparing with previous system (k-means). At the Table 32.4, the proposal
system is better than the previous system from level 2 to level 4 in the part of large
purchase count. As a result of that, the performance of the proposal system is
improved better than previous system from level 2 to level 4 although it is not good
on level 1 and level 5 in the part of small purchase count. Figure 32.4 is shown in
the site of recommendation of cosmetics on a smart phone. This system can be used
immediately in e-Commerce under ubiquitous computing environment which is
required by real time accessibility and agility because of finishing particular tasks
such as clustering and calculating the probability of preference for pre-processing to
reduce the processing time. in real-time environment.
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Table 32.3 The result of MAE by comparing proposal system with existing system

P_count Proposal (SOM) Previous (KCA) Existing

MAE 50 0.23 0.47 0.65

100 0.13 0.23 0.32

300 0.04 0.07 0.08

500 0.03 0.05 0.06

Table 32.4 The result of MAE by RFM score level

RFM score
level

SOM output
count

k_means output
count

SOM
MAE

k-means
MAE

1 52 18 0.0025 0.00056

2 24 12 0.00292 0.00333

3 158 77 0.00215 0.00273

4 524 280 0.00099 0.00443

5 74 54 0.00149 0.00093

Fig. 32.4 The site of
recommendation of cosmetics

Fig. 32.3 The result for the graph of MAE by RFM score level

280 Y.S. Cho et al.



32.5 Conclusion

Recently u-commerce as an application field under ubiquitous computing environ-
ment required by real time accessibility and agility, is in the limelight [3].Weproposed
an SOM clustering method using user’s features to classify profitable customer for
recommender service in e-Commerce in order to improve the accuracy of recom-
mendation with an immediate effect We have described that the performance of the
proposal systemwith SOM clusteringmethod using user’s features is improved better
than previous system (k-means) from level 2 to level 4 in the part of large purchase
count although it is not good on level 1 and level 5 in the part of small purchase count. It
couldmake appropriate recommendation for eachuser’s level possible basedonneural
network in real-time environment. We could simulate the SOM Clustering Method
using user’s features to classify profitable customer, generate recommending items to
be possible to measure the purchasability for the future [4]. Thus, we could make the
level of RFM score for the measurement of accuracy and efficiency, and validate the
system by our results, then we can recommend items by each user’s level according to
the loyalty of RFM factors. To verify improved better performance of proposing
system, we carried out the experiments in the same dataset collected in a cosmetic
internet shopping mall. It is meaningful to present an SOM Clustering Method using
user’s features to classify profitable customer for recommender service in e-Com-
merce. The following research will be looking for ways of a personalized recom-
mendation using fuzzy clustering method to increase the efficiency and scalability.
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