
Chapter 19

Development and Evolution: The Physics

Connection

Stuart A. Newman

19.1 Introduction

To assert that living systems are material entities, plainly subject to the laws of

physics and chemistry, has been uncontroversial since at least the beginning of the

twentieth century. The veneration of Gregor Mendel (1822–1884) and Charles

Darwin (1809–1882) as founding figures of modern biology is to a great extent

due to their positing materialist explanations for two of the most salient features of

organisms: the transmission of distinctive within-type features across generations

and the transformation of types over time.

Organisms are composed of complex materials, making the variation of biolog-

ical form ultimately a problem of physics. For Isaac Newton (1643–1727), who

established the dominant physical paradigm of the eighteenth century, matter was

inert and inertial, changing its form and position in a continuous fashion, and only

when acted on by external forces. Jean-Baptiste de Lamarck (1744–1829), Johann

Wolfgang von Goethe (1749–1832), and Étienne Geoffroy Saint-Hilaire (1772–

1844) attempted to formulate “laws of form” based on speculative extensions of the

prevailing physics. Both the chemistry and physics of middle-scale (“mesoscale”)

matter soon underwent major advances, however. Figures such as John Dalton

(1766–1844), Joseph Louis Gay-Lussac (1778–1850), Claude-Louis Navier (1785–

1836), and Sadi Carnot (1796–1832) established a scientific foundation for quali-

tative transformations in the composition and state of materials, which provided

countless examples of abrupt transitions in the composition and form of parcels of

matter. The older Newtonian picture, however, persisted as the signature of mate-

rialism through the late nineteenth into the twentieth century, not with standing

advances in physics in the interim (Newman and Bhat 2011).
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Darwin’s theory of evolutionary change embodied this Newtonian incrementalist

materialism (see Weber and Depew 1996). The correspondence between the gradual

refinements featured by natural selection and the highly successful industrial paradigm

of trial-and-error fabrication ofmetal machine tools, dies andmolds likely contributed

to the theory’s early acceptance. It also established an intellectual habit of avoiding the
role of development in evolution because if the only relevant changes in an object’s
form are gradual, then how the object originated, its degrees of freedom, and the limits

of its possible deformations can be side-stepped. This aspect of Darwin’s theory is

used to this day for impugning critics of the standard model; anyone who would not

acknowledge that every complex biological character arose gradually, under adaptive

selection, must be irrationally uncomprehending of the “universal acid” of Darwin’s
“dangerous idea” (Dennett 1995; see also Dawkins 1996).

Darwin’s incrementalism could only survive its harnessing to Mendel’s genetics
in the Modern Synthesis by embedding them both in a populational framework that

expunged the saltationism implicit in many of Mendel’s experimental results

(Provine 2001). The focus of the theory became alleles of small effect or quanti-

tative trait loci. Although Darwin’s doctrine of pangenesis and embrace of the

inheritance of acquired characteristics provided ample space for behavioral and

environmental (i.e., non-genetic) influences on variation, this was often conde-

scendingly dismissed as the rare stumbles of a great man.

Even though embryology increasingly provided support for both discontinuities

and conditionality of the phenotype-genotype relationship, the synthesis architects

forged a view of organismal form on the basis of the machine-like expression of

“information” contained in genomes, with small changes in this information map-

ping onto small changes in an organism’s phenotype. By the mid-twentieth century,

the new field of developmental biology—influenced by the successes of molecular

genetics and the parallel rise of digital computers—came to endorse, in theory if not

in practice, the information-based notion of the “genetic program” (Kay 2000).

The agenda of evolutionary developmental biology (Evo–devo), which began to

assume its modern form at the 1981 Dahlem conference on evolution and develop-

ment (Bonner 1982), is concerned both with the evolution of developmental mech-

anisms and the role of developmental processes in setting the trajectory of

evolutionary change. Once this perspective, with its associated set of issues, was

identified, it was bound to destabilize the Modern Synthesis for reasons related to the

history outlined above. In particular, gradualism could no longer be privileged over

saltationism in considering the range of variation consistent with given genotypes and

small variations thereof—modern developmental biology and life history studies

disclosed unforeseen complexities in genotype-phenotype mappings. And, in addi-

tion, it was no longer possible to ignore the physical forces and effects pertaining to

living materials, e.g., cell aggregates and tissues. The earlier “information” model of

the genome placed no constraints on biological form and function, so long as it

resulted from a sequence of changes each of which met some marginally superior

adaptive role. If, on the contrary, phenotypic jumps and morphological novelties

resulting from developmental rerouting were possible, the actual physical processes

that mold tissues and induce switching among the multidimensional biochemical
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states that characterize cell types were strong candidates for major causal and

constraining factors of organismal form and function.

Even before physics had advanced to the point of being able to account, in

principle, for the forms and patterns of developing tissues, several prescient scien-

tists had recognized its potential to explain the origination of morphological motifs

and thus introduce a predictive component to evolutionary theory. William Bateson

(1861–1926) proposed that certain tissues exhibited oscillatory excitations that

could cause them to organize into segmental and other repeating patterns (Bateson

and Bateson 1928; Newman 2007). D’Arcy Wentworth Thompson (1860–1948)

suggested that viscous flow and environmentally induced mechanical deformation,

among other physical factors, could explain the shapes of organisms and morpho-

logical transformations between different species (Thompson 1942). The embryol-

ogist E. E. Just described the animal egg as a purely physical system that

was nonetheless “self-acting, self-regulating and self-realizing” (Just 1939, 237;

Newman 2009). One implication of these views—that much biological form was

nonadaptive—had no place in the emerging standard model, however, and these

figures were relegated to the scientific margins during their lifetimes.

By the 1970s, when my colleagues and I, along with several other groups, began

our attempts to integrate new findings from the cell and molecular biology of

developing systems with the physics of condensed, chemically and mechanically

excitable materials, mesoscale physics had advanced to a level barely imagined by

Bateson, Thompson, and Just. In the following sections I will review some work in

this vein from circa 1981 and the post-Dahlem period, and its influence on concepts

of the evolutionary role of physical processes and mechanisms. The presentation

will be divided into four phases in the development of Evo–devo, characterized by

scientific themes that successively received new or intensified attention during the

past four decades.

19.2 Phase I: Physical Mechanisms of Embryogenesis

19.2.1 Oscillations and Somitogenesis

One area of major progress in the 1950s and 1960s in the study of dynamical

systems of the middle scale, such as chemical reaction networks, was the theory of

nonlinear oscillations; chaos theory, developed in the 1970s, was just one of its

many fruits (Minorsky 1962; Epstein and Pojman 1998). Oscillations could occur in

any “excitable” (i.e., reactive, energy-storing) system, living or nonliving, in which

there was an appropriate balance of positive and negative feedback interactions.

The principles that emerged from this area of research were quickly applied to a

variety of biological questions (Winfree 1980; Goldbeter 1996). Where the phe-

nomena described were metabolic processes like glycolysis (Boiteaux et al. 1975)

or pulsatile chemical signaling by the social amoeba Dictyostelium discoidum
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(Goldbeter and Segel 1977), there was little scientific resistance since the study of

metabolism had long been a province of chemistry, a field for which dynamics was

integral. More controversial, since it related to morphology, was the proposal of an

oscillatory mechanism for the generation of somites, paired blocks of tissue that

emerge in a sequential cranio-caudal direction during vertebrate embryogenesis

(Cooke and Zeeman 1976). According to this mechanism, cells in the presomitic

tissue oscillate in a synchronized fashion with their periodically changing cell state

(the clock) acting as a “gate” for the action of a front of potentially changed cell

behavior that sweeps along the embryo’s length (the wavefront). The interaction of
these two factors was predicted mathematically to generate a segmental pattern.

Possibly because of the conviction that embryonic development was a

programmed machine-like process that had little in common with the conditional

(i.e., producing outcomes subject to physically defined parameters), environment-

sensitive aggregation ofDictyostelium, the clock-and-wavefront model, an embodi-

ment of William Bateson’s proposed vibratory mechanism for segmentation, was

similarly ignored. Then, in the late 1990s, Olivier Pourquié and his colleagues

presented compelling experimental evidence for a formally similar mechanism for

somitogenesis. It involved a demonstrable intracellular biochemical clock, the

components of which included the transcriptional switching factor Hes1 and a

wavefront consisting of a gradient of the morphogen FGF8 with its source at the

embryo’s tail tip (Palmeirim et al. 1997). The dynamics of interaction of these

factors were somewhat different from those predicted by Cooke and Zeeman: the

periodic “sweeping” effect is due to the clock, which is phase-shifted in a contin-

uous fashion along the length of the embryo, not to the wavefront, which is

relatively static. Nonetheless, it is clear, as Bateson, and Cooke and Zeeman,

predicted, that a tissue-based oscillator underlies somitogenesis. That the associated

developmental mechanism is a conditional physical process rather than a machine-

like programmatic one is demonstrated by its ability to account for the increase in

number of segments in snakes, for example, by evolutionary alterations in the ratio

of parameters characterizing the interaction of the clock and wavefront (Gomez and

Pourquié 2009).

19.2.2 The Turing Mechanism in Limb Development

Like several other research groups in the 1970s (Gierer and Meinhardt 1972;

Kauffman et al. 1978), we were intrigued by the potential explanatory power of

the reaction-diffusion mechanisms explored by the mathematician Alan Turing in

his paper titled “The chemical basis of morphogenesis” (Turing 1952). Although he

had some predecessors in this line of research (Kolmogorov et al. 1937; Rashevsky

1948), Turing showed in a particularly accessible fashion that a balance of positive

and negative feedbacks in an open chemical system (essentially identical to net-

works that generate temporal oscillations), coupled with differences in the rates of

diffusion of the key reactive molecules, could defy the expectation that everything
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evens out under the influence of diffusion and instead (self-)organize into stable,

nonuniform concentration patterns, often exhibiting periodicities.

Because a prominent aspect of the vertebrate limb is the quasi-periodic arrange-

ment of its skeletal elements, we attempted to understand its development in terms

of a Turing-type mechanism. The most widely discussed model for this phenome-

non at the time was one that incorporated the physical process of molecular

diffusion (Crick 1970), but relied heavily on the genetic information paradigm

(Summerbell et al. 1973). In particular, all the details of the resulting skeletal

pattern depended on the “interpretation” of a simple diffusion gradient based on a

presumed point-by-point internal representation of the developing limb in the

organism’s genome (Wolpert 1971).

Our approach was to model the capacity of the limb’s mesenchymal tissue to

exhibit formal properties similar to Turing’s chemical reaction-diffusion system. By

incorporating what was known in the late 1970s about the cell and molecular biology

of the formation of precartilage mesenchymal condensations, we were able to show

that a succession of skeletal patterns with increasing numbers of parallel elements

would be predicted to form under experimentally ascertained changes in the size and

shape of the undifferentiated distal tip of the limb bud (Newman and Frisch 1979).

The relation between the actual course of development of a chicken limb and that

predicted by a more recent version of our reaction-diffusion model (Zhu et al. 2010)

is shown in Fig. 19.1. Isolated and dissociated limb bud tissue can reconstitute limb-

like skeletal patterns in vivo (Zwilling 1964; Ros et al. 1994), and nodular patterns of

Fig. 19.1 Simulation of chicken wing development. (Left) Developmental progression of the

chicken forelimb between days 3 and 7 of development (indicated by the corresponding

Hamburger-Hamilton stages). Early cartilage, including precartilage condensations, is shown in

light gray; definitive cartilage is shown in dark gray. (Right) A sequence of snapshots from a

simulation of normal limb development based, on a Turing-type reaction–diffusion model. The

transitions between different numbers of elements in successively appearing regions of the

simulated limb, which occur in the development of the actual limb, are primarily the result of

the changing size and shape of the spatial domain within which the reaction-diffusion system

operates. Time in the simulation is in arbitrary linear units (Adapted from Zhu et al. 2010)
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cartilage with similar spacing statistics in vitro (Kiskowski et al. 2004; Christley

et al. 2007). These phenomena, as well as aspects of the skeletal patterns of mutant

and fossil limbs, find ready explanation in the self-organizational capacity of Turing-

type reaction–diffusion mechanisms (Miura et al. 2006; Zhu et al. 2010), and our

predictions have been borne out in a recent study using gene manipulation in mice

(Sheth et al. 2012). Studies of a variety of partly self-organizing developmental

systems over the past 30 years, however, have shown that unlike purely chemical

reaction-diffusion systems, which have been experimentally confirmed to form

patterns by Turing’s mechanism (Castets et al. 1990; Ouyang and Swinney 1991),

“reaction” and “diffusion” in the developing embryo can often represent complex

biosynthetic response and transport functions (Kondo and Miura 2010). While thus

only formally similar to chemical reaction and molecular diffusion, these interacting

processes produce patterns that resemble those of the purely chemical systems.

19.3 Phase II: “Generic” and “Genetic” Mechanisms

of Development

If embryos could take form using “generic” physical processes, such as biochemical

oscillations, reaction-diffusion patterning, and thermodynamically driven phase

separation of differentially adhesive cell populations (Steinberg 1978), to which

living tissues were susceptible in common with nonliving malleable, excitable,

media, how were such forms inherited? And if genes were (and are) not the

exclusive medium of the inheritance of form, what was the relationship between

gene regulatory mechanisms and the physical processes highlighted above, and how

has it changed over the course of evolution?

Since animal life cycles typically involve a gametic phase, it has been standard

to think that what is passed on to the next generation at this reproductive bottleneck

is simply DNA, and (for the more mechanistically broad-minded) patterns of

methylation and organized ooplasms that influence its expression. But the physical

world is also part of every organism’s inheritance. Moreover, contrary to common

belief, this does not affect every parcel of matter or cluster of cells in a uniform

fashion (Newman 2011a). Solids do not flow and liquids do not bounce, despite

existing in the same environment.

Specific gene products in the developing embryo help to mobilize different

physical effects—surface tension, viscosity, elasticity, phase separation, solidifica-

tion—and the evolution of developmental regulatory genes cannot be understood

apart from the physical effects they directly or indirectly mobilize. Thus, gametes

convey not just genes but the processes that are inescapably mobilized when the

genes become expressed (Newman 2011a).

All mechanisms of development, generic or otherwise, therefore involve orga-

nization and transformation of materials in which gene products play a prominent

part. But it also became clear in the 1970s and 1980s that this was not the whole
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story. A burst of research during this period enabled by the new technologies of

gene cloning and sequencing, and then genetic engineering of multicellular organ-

isms, established that animal development was accompanied, and indeed appar-

ently orchestrated, by programmed expression of gene activity regulated according

to a hierarchical logic (Davidson 1976, 1986).

Taking account of the compelling narratives emerging from both the physical

and genetic lines of developmental biological research, we suggested that there was

a complementarity between generic and genetic mechanisms of pattern formation

and morphogenesis (Newman and Comper 1990). “Genetic” in this case did not

simply mean employing genes; as noted above, all developmental mechanisms fit

this description. Nor did it mean not employing physics: all biological mechanisms

are subject to the laws of physics and chemistry. Rather, “genetic mechanisms” of

development referred to hierarchical programs of gene expression and other onto-

genetic consequences of highly intricate molecular organization that do not bear

any straightforward relationship to organizational processes of nonliving materials.

Our complementarity proposal addressed an emerging paradox. Gene manipu-

lation methods newly available in the 1980s were beginning to show that key

developmental control genes, even those at the apex of regulatory hierarchies,

were often dispensable (Hülskamp et al. 1989; Zimmer and Gruss 1989) or nearly

so (reviewed in Shastry 1995). These findings were difficult to reconcile with the

accepted incrementalist scenario for the evolution of these elaborate mechanisms,

in which each piece of the puzzle was presumed to be selected for its marginal

adaptive advantage. The principle that every genetic difference between related

organisms makes a phenotypic difference, or at least did so at some point in

evolutionary history, seemed inconsistent with findings that individual, or groups

of, regulatory genes may be centrally involved in developmental processes that also

occur equally well without them. Even if redundancy and compensatory action

were involved, these results suggested a more fluid relationship between genes and

form than that advocated by the Modern Synthesis and genetic program models.

The generic/genetic duality indicated a way out of this conundrum through a

revised understanding of the relationship between genes and form (Newman and

Comper 1990). The idea was that developmental mechanisms represented evolving

composites of generic and genetic processes. Specifically, we suggested that the

morphological motifs of body plans and organ forms were established early in

evolution by generic physical mechanisms whose organizing effects were inescap-

able in the sense that they were inherent to the materials involved.1 Then, over time,

selective pressures to stabilize and make routine the development of generically

originated forms that found success in the original or other ecological settings

would lead to the accumulation of genetic circuitry and pathways that facilitated

1 This aspect of the concept contained echoes of William Bateson and D’Arcy Thompson, as well

as the anti-adaptationism of Stephen Jay Gould and Richard Lewontin (e.g., Gould and Lewontin

1979).
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construction of these forms.2 Ultimately, the developmental need for the generic

physical mechanism could be partly or even largely bypassed. The physical mech-

anisms mobilized by the genetic circuitry in these more complex contexts would

have decreasing resemblance to those of purely physical systems.3

One much-discussed example will illustrate this idea. The identification of regula-

tory genes of the segmentation pathway in embryos of the fruit fly Drosophila
melanogaster and the visualization of their spatial expression patterns disclosed strik-
ing seven-stripe patterns of “pair-rule” gene mRNAs and proteins at the stage at which

the embryo is a syncytium and the transcription factor products are in principle free to

diffuse between the nuclear sites of production of their mRNAs (Carroll and Scott

1985; Frasch et al. 1987). The resemblance of these stripes to ones predicted to be

formed by a Turing-type reaction-diffusion mechanism led some to initially conclude

that this was precisely the basis of this early developmental step. Once it became clear,

however, that individual pair-rule stripes were in some cases actually specified by

dedicated promoters responsive to position-specific combinations of other factors

(Goto et al. 1989; Stanojevic et al. 1991), the notion of a generic patterning mechanism

for these stripes was almost universally abandoned (Akam 1989).

Our proposal of a progressive supersession of generic mechanisms by genetic

ones suggests a different interpretation of the “inelegant” (Akam 1989) generation

of the elegant pair-rule stripe patterns: the primordial mechanism of stripe forma-

tion in long germ-band insects such as Drosophila was indeed a Turing-type

reaction-diffusion mechanism, but this pattern was “captured” over time (in part

through promoter duplication) by the more reliable non-generic molecular hierar-

chy that is seen in present-day forms (Newman 1993; Salazar-Ciudad et al. 2001).

This and other plausible cases of morphologically elaborate forms originating by

the action of generic physical mechanisms, and only later coming under the control

of complex genetic mechanisms, implied evolutionary scenarios that ran counter to

the expectations of Darwinian models. In particular, the rapid early diversification

of animal phyla and the stability of morphological types once established (congru-

ent with paleontological findings difficult to accommodate in the standard model),

were readily explained by this alternative view of the relationship between genes

and form (Newman 1992, 1994).

19.4 Phase III: The Autonomization of Form

Our “physico-genetic” view of the development and evolution of animal form

attempted to avoid both naı̈ve physicalism and genetic determinism. Its major

features were: (i) organisms are both physical entities and repositories of genetic

2 This aspect reflected the insights of C. H. Waddington and I. I. Schmalhausen on canalization and

stabilizing selection, respectively (Waddington 1942; Schmalhausen 1949).
3 In many cases, however, it is possible to discern the continued efficacy of the originating physical

mechanisms in present-day organisms (see Forgacs and Newman 2005).
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information; (ii) development, as the reorganization and transformation of living

matter, makes use of the morphogenetic and pattern forming capabilities of meso-

scale physics, but the more purely generic physical effects were more prominent

earlier in the evolution of a body plan or organ form; and, (iii) once a functionally

successful or adequate form arises, natural selection, under the premium of breed-

ing true and developing reliably, promotes the evolution of stabilizing genetic

mechanisms that protect developmental pathways against perturbations by external

factors like temperature and pressure (both osmotic and hydrostatic), which might

affect the outcomes of generic physical processes.

This view seems to imply that over the course of evolution organismal body

plans and organ forms should tend towards the condition of “genetic machines” that

late twentieth century mainstream evolutionary and developmental biology

appeared to maintain they always had been (e.g., Yuh et al. 1998). But research

on comparative developmental biology, particularly as it came to be informed by

genomics, had more surprises to offer.

The problem of homology, for example, had puzzled morphologists (e.g., Richard

Owen) well before Darwin advanced his theory of evolution. What was the relation-

ship, for instance, between the body segments of different animals that may (humans,

snakes) or may not (mice, flies) have had a recent common ancestor, or among the

distinct elements of the vertebrate limb? The discovery of the pan-phyletic employ-

ment of homeobox-containing genes for similar developmental functions in the 1980s

(Lobe and Gruss 1989) encouraged gene-based definitions of homology (Holland

et al. 1996). These quickly led to new conceptual difficulties, not least of which were

the conflation of homology with analogy and the failure to take account of the

rewiring of genetic networks that occurs during evolution (Raff 1996; Bolker and

Raff 1996; Minelli 1998; see Müller 2007). Nevertheless, assigning evolutionary

relationships to different biological structures on the basis of a privileged set of

developmental regulatory genes continues to be a popular theme in evolutionary

biology under the rubric of “deep homology” (Shubin et al. 2009).

Even before the discovery of the homeobox, Pere Alberch recognized that,

insofar as development was underlain by physical mechanisms, ideas of homology

based solely on common descent (whether morphological or genetic) could not be

sustained. This is because these notions assumed an orderliness of embryogenesis

by which corresponding stages in the embryos of different species could be placed

into correspondence with one another. But physical mechanisms of morphogenesis

could be mobilized in different sequences in different lineages (Alberch 1985).

Even though they are adequate determinants of form, however, physical mech-

anisms have difficulty accounting for important aspects of biological specificity.

While a physical mechanism such as reaction-diffusion could help explain why a

reduced-size limb in an evolutionary lineage would suffer the abrupt loss of a digit,

it could not determine which digit would be lost (Alberch and Gale 1983; Alberch

1985). Such specificity is a function of a lineage’s evolutionary history wherein

elements became individualized and differentiated from each other, rather than

(as would be generated by purely generic physical mechanisms), simply equivalent

modules.
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To address this inertial aspect of evolved form (referred to as “burden” by Riedl

1978), Gunter Wagner proposed a “biological homology concept” in which path-

ways of gene activity and interaction constrain the production of individualized

parts of the phenotype (Wagner 1989). These “epigenetic traps” limit the possible

phenotypic effects of genetic variation, “even though they became established by

genetic variation and gene substitution in the first place” (Wagner 1989, p. 66).

Based on work summarized above on physical causation in development, Gerd

Müller and I presented an extension of the biological homology concept (Müller

and Newman 1999). We suggested that the evolution of the morphological pheno-

type proceeds in three stages: generation, integration and autonomization. In the

first stage, novel morphological motifs are produced by the action of generic

physical processes acting on multicellular aggregates or parcels of tissue. The

mechanisms of innovation include generic physical determinants that are relevant

to the origination of new body plans in ancient clusters of “developmentally naı̈ve”

cells (i.e., cells with no evolutionary history in a developing system; Newman and

Müller 2000; Newman et al. 2006), but also that act on the “developmentally

sophisticated” tissues of more evolved organisms (Müller 1990). We referred to

these as epigenetic mechanisms, in the classical sense of mobilizing intrinsic

generative properties of tissues, rather than the narrower one of chemical modifi-

cations to DNA (Müller and Newman 2003). Such epigenetic mechanisms tend to

yield trends in the evolutionary trajectories of morphological outcomes which are

predictable from the inherent material properties of the tissues (Newman and

Müller 2005). Recurrent morphological motifs generated in this fashion would

appear as “homoplasies” (Wake 1991).

During the second stage of the proposed evolutionary scenario, the adaptive

utility of the novelty—insofar as it exists—places a premium on genetic variants in

which the novel structure becomes generated by developmental processes that are

independent of the conditionality of physical determination. This leads to the novel

constructional unit becoming integrated into the developmental repertoire of the

organism by what Waddington termed genetic assimilation (Waddington 1961).

In the final stage of the evolution of a morphological unit it becomes indepen-

dent not only of its originating conditions, but also of the gene expression networks

mobilized at the initiating step. Once the unit or element has been sufficiently well

integrated into the organism’s ontogeny, there is no reason why it must continue to

be generated in the same manner. Autonomization arises from genetic changes and

rewiring of circuits (“developmental systems drift”: True and Haag 2001) that may

leave a structure unchanged, or nearly so, while altering the means of its develop-

mental realization. Striking examples of this are seen when comparing

endomesoderm specification (Lin et al. 2009) and vulva development (Kiontke

et al. 2007) in different nematode species, and optic vesicle formation in Medaka

and zebrafish (Furutani-Seiki and Wittbrodt 2004). Once integrated and

autonomized, a novelty would be less likely to undergo dramatic morphological

changes as a result of changes in genetic architecture. The evolutionarily stable

structure would now be susceptible to the kind of incremental fine-tuning featured

in the gradualist scenarios of the Modern Synthesis (Müller and Newman 2005).
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This framework provides a rational basis for homologizing structures in related

lineages. The relationship between homologues is partly one of common origin and

common ancestry, although sister groups that have homologous structures need not

have been descended from a common ancestor that also had that structure (Alberch

1985). It is, in addition, partly one of common developmental mechanisms,

although what is common to the mechanisms may have little to do with the precise

genes employed.

A question posed at the beginning of this section concerned whether the pro-

posed evolutionary trajectory away from the generic physical determination of form

and towards non-generic, hierarchical modes of development led embryos to

become the genetic machines or computers of some standard narratives. The answer

from the perspective of autonomization is clearly no—forms, not genes, become

increasingly important in determining evolutionary trajectories. Furthermore, as

indicated by the conservation of morphological phenotypes in the face of gene

knockouts and developmental systems drift, developmental systems retain their

dynamicity over phylogenetic time scales despite the fact that genetics and physics

become increasingly intertwined.

19.5 Phase IV: Dynamical Patterning Modules:

Entrenched Associations Between Gene Products

and Physical Processes

Beginning in the 1990s there was increasing recognition that all animal phyla

implemented their developmental processes using a common set of proteins, prod-

ucts of what has been termed the “developmental-genetic toolkit” (see Carroll

et al. 2004). These “tools” included transcription factors, some relatively specific

to certain metazoan cell types and others associated with positional differences

within unitary tissues, as well as molecules involved in cell-cell aggregation

(cadherins, collagen) and signal transduction (Wnts, Notch, BMPs). Duboule and

Wilkins suggested that the majority of these gene products were invented before the

Cambrian explosion “for specialized, terminal cell differentiations rather than for

the earliest steps in basic patterning” (Duboule and Wilkins 1998). This prediction

was amply borne out a decade later when the genomic sequence of Monosiga
brevicollis, a unicellular choanoflagellate representative of an extant sister clade

of Metazoa, became available (King et al. 2008).

Though they did not originally evolve to mediate multicellular development, this

is precisely what these molecules now do in animal embryos. Moreover, many of

them perform their functions to surprisingly similar ends given the phylogenetic

distances involved. For example, transcription factors Pax6 and Nkx2.5 act early in

the developmental pathway of eyes and hearts, respectively, in both mice and fruit

flies, and Dlx helps specify the distal ends of developing limbs in these same

organisms. No one had previously thought mammalian and insect eyes or limbs
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were anything but analogous, and the common ancestor of chordates and arthropods

did not even bear limbs. And even if hearts could be traced to a common bilaterian

ancestor, the conservation of the genes in the developmental pathway over more

than a half billion years of subsequent evolution was not what the standard

evolutionary narrative would have predicted (Newman 2006).

The challenge to our physical-genetic hypothesis for the generation of metazoan

body plans was that it contained no implication concerning the level of molecular

conservation seen in the developmental-genetic toolkit (Newman 1994). Generic

physical processes such as adhesion, diffusion, lateral inhibition (i.e., the enforce-

ment by a cell on its neighbors of an alternative cell state), and so forth, are

expected to be indifferent to the specific identity of molecular components they

interface with so long as those components harness the relevant physics. Cell

adhesion proteins have to be sticky, morphogens have to be released and not

irreversibly bind to extracellular materials, and mechanisms for alternation of cell

fates require some kind of switching mechanism. For this reason (under the

standard assumption that diversification of phyla took place by the accumulation

of many microevolutionary steps—“phyletic gradualism”), each of the mechanisms

employed in the physical-genetic model should have had many different molecular

embodiments since the appearance of the Metazoa more than 600 Ma ago.

But like the cell type- and region-specific transcription factors mentioned above,

and equally surprisingly, the products of the genes specifying basic multicellular

morphogenetic and patterning functions (the “interaction toolkit”) are highly con-

served: cadherins and collagens mediate associations among cells in all animal

embryos; the Wnt pathway mediates changes in the shape or surface polarity of

embryonic cells of nearly all animal phyla, with emergent morphological or

topological consequences at the tissue level (Newman and Bhat 2008); the Notch

pathway acts (via its nuclear switching factor Hes1) to mediate segmentation in

phyla as evolutionarily separated as arthropods (Schoppmeier and Damen 2005)

and vertebrates (Dequéant and Pourquié 2008); secreted morphogens of the hedge-

hog, BMP and FGF families, and a few others, mediate nonlocal cell-to-cell

communication in all animal embryos (Lander 2007).

There have been attempts to accommodate these striking findings of molecular

conservation to the phyletic gradualism of the Modern Synthesis; for example,

perhaps it was the regulatory portions of the toolkit genes that evolved gradually

(Carroll 2000). But morphological gradualism itself is no longer tenable: evidence

has mounted that the abrupt appearance of disparate animal phyla in the late

Precambrian and early Cambrian fossil beds (Conway Morris 2006; Budd 2008;

Shen et al. 2008) is not an artifact of fossil recovery, but was truly compressed in

time (Rokas et al. 2005; Peterson et al. 2008).

Certainly the outcome (with respect to the genes utilized) of the physical

generation/origination of forms would have been different if phyletic gradualism

had been a valid concept. But the physical-genetic hypothesis does not require

gradualism. If the unicellular antecedents of the Metazoa contained most of

the interaction toolkit genes, as now appears to be the case (King et al. 2008;

Abedin and King 2008; Manning et al. 2008; Sebé-Pedrós et al. 2010), then,
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by virtue of their entering into multicellular aggregates, their gene products would

automatically mobilize physical processes and effects characteristic of the

increased scale of such aggregates and the fact that they comprise discrete, inde-

pendently mobile subunits (i.e., cells) (Newman and Bhat 2008).

The change to a multicellular context has numerous consequences (Newman

and Bhat 2008): (i) while surface tension does not determine the shapes of individual

cells, it does determine the shape of a cell aggregate; (ii) cell aggregates containing

surface-polarized cells can spontaneously acquire internal lumens; (iii) aggregates

containing distinct populations of cells with different adhesive strengths will sponta-

neously sort out into separate layers; (iv) aggregates of cells that each contain the

same biochemical oscillator will spontaneously undergo synchronization, so that the

cell state (with respect to the oscillating component) will be globally coordinated

across the cell mass; and, (v) cells that secrete diffusible molecules, when present in

an aggregate, can act as sources of gradients that pattern neighboring cells, or, when

interacting with synchronized oscillating cells, control segmentation.

Physical origination processes are naturally saltational (i.e., nonlinear) and

orthogenetic (i.e., similar morphological motifs are expected to occur in

independent lineages). These early-established structural themes would constitute

a “developmental burden” for subsequent evolution (Riedl 1978), giving them the

property of “generative entrenchment” (Wimsatt 1986; Wimsatt and Schank 2004).

Because the physical mechanisms involved are sensitive to external conditions,

these processes are also naturally plastic. But physically based plasticity would be

expected to decline as integration and autonomization, due to stabilizing and

canalizing selection (Waddington 1942; Schmalhausen 1949), set in.

The capacities of the products of the ancestral unicellular counterparts to the

molecules of the metazoan interaction toolkit to facilitate the mobilization of a

range of distinct and relatively independent physical processes in multicellular aggre-

gates, can been schematized into “dynamical patterning modules” (DPMs) (Newman

2010;Newman andBhat 2008, 2009; Fig. 19.2). Themost fundamental of theDPMs is

ADH (cell–cell adhesion). Genes specifying several members of the most commonly

employed cell-cell adhesion proteins are present in the non-colonial choanoflagellate

M. brevicollis (Abedin and King 2008). What was required, therefore, in order to

“invent” the corresponding DPM was a genetic or environmental change that turned

the originally nonhomophilic cell surface proteins into homophilic ones. Once this

occurred, ADH, bymediating aggregate formation, would have set in motion the early

developmental-evolutionary trajectory of the Metazoa.

It is evident that these early associations of gene products and physical processes

would have been among the most indispensible causal factors of animal develop-

ment. If diversification happened quickly, as proposed here, the phyla would have

immediately set out on their separate evolutionary paths with identical

developmental-genetic toolkits (embodied in the DPMs) but different morphotypes

(Newman 2011b). Over time, as the phyla’s characteristic morphological motifs

became integrated into body plans and organ forms, the toolkit would have become

increasingly entrenched. Even as some morphological building blocks became

partially unmoored from their originating conditions (autonomization), the most
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plausible rewirings of developmental pathways would have involved novel deploy-

ments of DPMs, which in present-day organisms typically retain the same associ-

ations of physical effects and specific toolkit molecules on the basis of which they

first came into existence.

19.6 Conclusions

The legacy of Dahlem 1981 is multifaceted, but there is general agreement that

the emphasis on the role of developmental mechanisms in generating morpho-

logical variation and thus influencing the pathways of evolution was a prominent

and influential theme (Love 2006). Our physico-genetic perspective on the

Fig. 19.2 Key dynamical patterning modules (DPMs), their respective molecular constituents and

physical principles, roles in evolution and development, and schematic representations of the main

morphological motif they generate. Each DPM is assigned a three-letter acronym. ADH cell-cell

adhesion, LAT lateral inhibition, DAD differential adhesion, POLa cell polarity (apicobasal), POLp
cell polarity (planar), ECM extracellular matrix, OSC biochemical oscillation, MOR morphogen,

TUR Turing-type reaction-diffusion system. This list of DPMs is not exhaustive. DPMs that refer

to individual cell functions such as the POLs and OSC, are to be understood as designating the

multicellular consequences of those functions (Based on Newman and Bhat 2008. See Newman

and Bhat 2008, 2009 for additional details)
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connection between evolution and development has led us to conclusions at odds

with the Modern Synthesis, though our framework finds support from findings by

investigators working within Evo–devo employing different paradigms from ours:

(i) Morphological evolution does not necessarily track genetic evolution; large-

scale morphological change can occur with a minimum of genetic change,

while morphology can be static despite extensive genetic change (e.g.,

Kuraku and Meyer 2008; Cardoso et al. 2009)

(ii) Phenotypic change can precede associated genotypic change (e.g., West-

Eberhard 2003; Palmer 2004).

(iii) Macroevolutionary change can be very rapid (e.g., Rokas et al. 2005).

(iv) Saltation is an expected mode of evolution; gradualist adaptive scenarios are

not needed to transition from one complex morphology to another (e.g., Erwin

2000; Minelli et al. 2009; Chouard 2010).

(v) Homoplasy is expected to be common; some morphological motifs are

recurrent and even predictable, and do not necessarily arise by selection for

functional adaptation (e.g., Conway Morris 2003; Seaver 2003; Grazhdankin

2004; Jaekel and Wake 2007).

(vi) Evolution is not uniformitarian; developmental mechanisms at the origin of

many morphological motifs were different in kind from those of present-day

organisms (e.g., Davidson and Erwin 2009).

(vii) Morphological plasticity was greater at early stages of the evolution of body

plans and organ forms than at later stages (e.g., Coates and Clack 1990;

Webster 2007).

I suggest that these observations, all of which are puzzling from the viewpoint of

the Darwinian model, flow logically from the physical-genetic framework.

Darwin’s theory, immersed in the scientific culture of its time, committed itself to

gradualism as the only acceptable form of material change under the doctrine of

Natura non facit saltum. Though the Modern Synthesis also embraced this meta-

physics, we now know much more about physical processes and their role in

generating living structures than we did in the mid-twentieth century. The intellec-

tual ferment around integrating development with evolutionary theory that Dahlem

1981 both represented and promoted is coming to fruition in a broader understand-

ing of the causal basis of life’s varied forms.
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