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  Pref ace   

 Intravital microscopy (IVM) has come a long way from the time of Rudolph Wagner, 
who imaged the rollover of leukocytes in the leg of a live frog for the very fi rst time 
(Wagner 1839). Indeed, the last two decades have witnessed a series of major tech-
nological breakthroughs that have transformed IVM from an “exotic” imaging tech-
nique into a powerful approach that has enabled biologists to dissect several processes 
in living animals at a molecular level and to extract accurate quantitative informa-
tion. IVM has become a fundamental tool in basic and preclinical research, and it has 
moved forward several fi elds, which include neurobiology, tumor biology, immunol-
ogy, physiology, and cell biology (Weigert et al. 2013). Moreover, IVM is now rap-
idly transitioning to clinical applications as a high-resolution diagnostic tool. 

 This book collects some of the most recent technological developments in IVM 
and provides a broad view of its applications to various areas of the biomedical 
fi eld. The fi rst three chapters focus on the use of IVM in the neurosciences that have 
been the fi rst area benefi ting from the development of two-photon microscopy, 
which has made it possible to perform deep tissue imaging (Denk et al. 1990). 
Chapter   1     provides a general overview of the state-of-the-art techniques used to 
monitor neuronal activity in the brain of live mice (Gonçalves and Mostany), 
whereas Chap.   2     introduces the most recent developments in imaging the cerebral 
vasculature in awake mice (Summers et al.). Chapter   3     deals with the use of IVM in 
neurodegenerative disease and provides a comparison with other well-established 
brain imaging techniques (Wang et al.) Chapter   3    . One of the most productive appli-
cations of IVM has been the ability to follow individual cells in vivo. This has shed 
new light on (1) the complexity of the interactions among the cells of immune sys-
tems (Chap.   4     – Mathieu et al.), (2) the development of tumors and their interaction 
with the surrounding environment (Chap.   5     – Fein et al., Chap.   6     – Tozer et al.), and 
(3) the biology of the stem cells in their niche (Chap.   7     – Mortensen et al.). The most 
recent advancements in subcellular IVM have contributed to extend this approach to 
cell biology and in particular to membrane traffi cking (Chap.   8     – Cao and Abe, 
Chap.   9     – Masedunskas et al.) and to fi nally provide the unique opportunity to 
bridge basic biology to organ physiology in vivo, as highlighted for the kidney in 
Chap.   10     (Sandoval and Molitoris) and the lungs in Chap.   11     (Presson et al.). 
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 The development of IVM has been tightly linked to the tools developed to facili-
tate imaging. In particular, new generations of fl uorescent probes optimized for 
deep tissue imaging have been instrumental to study the bio-distribution of various 
molecules under both physiological and pathological conditions, as illustrated in 
Chap.   12     (Yu and Gambhir) and Chap.   13     (Giedt et al.). 

 Finally, the last three chapters of this book highlight the ongoing transition of 
IVM to clinical studies. IVM has the potential to provide invaluable insights on the 
status of the tissue by revealing changes in either the cellular architecture by using 
miniaturized probes and endoscopes (Chap.   14     – Hall et al., Chap.   15     – Huland 
et al.) or the chemical composition of the microenvironment in situ by using fl uores-
cence lifetime imaging, FLIM (Chap.   16     – Washington et al.). 

  Bethesda, MD, USA     Roberto     Weigert    
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    Chapter 1   
 Intravital Two-Photon Excitation Microscopy 
in Neuroscience: General Concepts 
and Applications 

             J.     Tiago     Gonçalves     and     Ricardo     Mostany    

        J.  T.   Gonçalves    
  Laboratory of Genetics ,  Salk Institute for Biological Studies ,   La Jolla ,  CA   92037 ,  USA     

    R.   Mostany      (*) 
  Department of Pharmacology ,  Tulane University School of Medicine , 
  1430 Tulane Ave. SL-83 ,  New Orleans ,  LA   70112 ,  USA   
 e-mail: rmostany@tulane.edu  

    Abstract     Multiphoton excitation microscopy has revolutionized biomedical 
research during the last two decades by enabling high resolution fl uorescent micros-
copy in intact tissues. This feature makes two-photon excitation (2PE) microscopy 
ideal for intravital imaging of neural tissue, permitting the observation of structural 
and functional neuronal dynamics in undisrupted neural circuits. Here we review 
the fundamental concepts of intravital 2PE microscopy, describe methods and tech-
niques associated with it, and highlight the most signifi cant fi ndings reported on 
neuron and glia structure dynamics as well as on neuronal activity using this  in vivo  
imaging technique.  

  Keywords     Chronic in vivo imaging   •   Calcium imaging   •   Dendritic spine   •   Axonal 
bouton   •   Fluorophore   •   GECI   •   Cranial window   •   Thinned-skull   •   Pyramidal neuron   • 
  Glia   •   Deep tissue imaging   •   Optogenetics  

1.1         From Cajal to Two-Photon Excitation Microscopy 

 Microscopy has been one of the most important allies in the history of neuroscience. 
It was the main tool for Santiago Ramón y Cajal when he produced his vast contri-
bution to neuroscience more than 100 years ago. Since then microscopy has evolved 
enormously due to the introduction of new light sources, the invention of more sen-
sitive light detectors, computerization of microscopes as well as the development of 
more specifi c and sensitive stains and brighter fl uorescent dyes. All of these pro-
gressing technologies have contributed to the unstoppable advance of microscopy, 
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and in turn, to many other fi elds of science, particularly neuroscience. Among all the 
technological innovations involved in the evolution of microscopy, one in particular 
changed the way we understand the study of biological systems today: the introduc-
tion of fl uorescent molecules. Although the use of fl uorophores in biological inves-
tigations began in the 1940’s (Ghiran  2011 ), the utilization of these compounds took 
several years to achieve wide recognition (Weller and Coons  1954 ). Later, the use of 
fl uorescence microscopy spread and it is now considered one of the most powerful 
tools in cell biology. The success of this technique has been closely associated with 
the development of other new technologies which have revolutionized how we know 
microscopy nowadays. In this sense, we will highlight two technological advances 
that per se already have had an enormous impact on biological research, but their 
combined use is expanding our knowledge further and faster every day: the develop-
ment in the last two decades of genetically encoded fl uorescent molecules and the 
application of the two-photon excitation (2PE) principle to biomedical research. 

 The importance of the discovery of the green fl uorescent protein (GFP) by 
Shimomura et al. ( 1962 ), its incorporation into the DNA of eukaryotic cells (Chalfi e 
et al.  1994 ), and the subsequent development of multiple versions of its structure 
(Tsien  1998 ) were recognized with the awarding of the shared 2008 Nobel Prize in 
Chemistry to Drs. Osamu Shimomura, Martin Chalfi e, and Roger Tsien. Previously 
in 1931, Maria Goeppert-Mayer described the 2PE principle, but her theoretical 
work was far ahead of the ability of the scientifi c community to empirically demon-
strate the concept and it took another three decades to experimentally verify this 
photon absorption modality. She was awarded the Nobel Prize in Physics in 1963, 
not for this achievement, but for her work on the mathematical model for the struc-
ture of the nuclear shell. Almost six decades after the 2PE principle was enunciated, 
Winfried Denk, in the laboratory of Watt W. Webb, reported the application of 2PE 
of fl uorescence to laser scanning microscopy (Denk et al.  1990 ). Since then a pleth-
ora of applications, techniques, genetic approaches, and most importantly, brilliant 
ideas based on this particular microscopy modality have generated new knowledge 
about the structure and function of the central nervous system.  

1.2     Single vs. Multiphoton Excitation 

 A fl uorophore (also known as fl uorochrome) is a molecule capable of emitting light 
upon the absorption of energy transferred as electromagnetic radiation such as vis-
ible light. Most of the energy absorbed by electrons transitioning to a higher energy 
level is subsequently released as photons: the fl uorescence emission (Lakowicz 
 2010 ). In single photon excitation, electrons in a low energy state, i.e., ground 
state, absorb energy from individual photons (usually in the ultraviolet or blue/
green range) with suffi cient and appropriate energy to transit to an electronically 
excited state (Fig.  1.1 ). The principle of multiphoton excitation is based on the 
concept that more than one photon of low energy can excite a fl uorophore if the 
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sum of their energies is higher than the energy required to excite the molecule. In 
non-linear 2PE the same excitation mechanism is achieved by the absorption of 
two lower-energy consecutive photons, with the second photon being absorbed 
only a few femtoseconds after the fi rst. Given that the energy of a photon is inversely 
proportional to its wavelength, the two photons must be of a longer wavelength (in 
the near infrared spectrum), which is approximately double that required for sin-
gle-photon excitation. The comparatively lower energy of the photons used for 2PE 
signifi cantly reduces tissue photodamage, resulting in increased viability of the 
samples. This allows experiments requiring either time lapse imaging (multiple 
time points of imaging of the same region of interest) or extended exposure of the 
sample to the laser while continuously recording (e.g., neuronal activity using cal-
cium imaging). Furthermore, the longer wavelengths required for 2PE are less 
absorbed and  scattered in biological samples than UV or blue-green light and 
therefore are able to penetrate deeper into the tissue to allow the excitation of fl uo-
rophores at a depth of several hundreds of microns inside the specimen. Due to the 
intrinsic properties of this modality of non-linear excitation, the requirements for 
2PE are only fulfi lled at the focal point, with estimated volumes of excited sample 
in the sub-femtolitre range, so that every single emitted photon collected is a useful 
signal. As a consequence of these properties, three dimensional contrast and reso-
lution is enhanced without the need for physical fi lters, such as a confocal 
pinhole.

  Fig. 1.1    Simplifi ed Jablonski energy diagram showing single-photon and two-photon excitation 
processes. Single-photon excitation requires the absorption of one photon with the appropriate 
energy level to excite a ground orbital electron of a fl uorophore to its electronically excited state 
( left ). After internal conversion (in internal conversion energy is transferred to vibrational and 
rotational energies of the fl uorescent molecule) this electron relaxes to its ground state, emitting a 
photon of lower energy (longer wavelength) than the excitation photon. In 2PE ( right ), the internal 
conversion and emission transitions are similar: one photon excites one orbital electron of the fl uo-
rophore to an intermediate state while a second photon, reaching the electron within femtoseconds 
from the fi rst one, further excites the fl uorophore to the excited state. In this case the emitted pho-
ton is of shorter wavelength than that the photons used for the excitation process       
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   In summary, the intrinsic properties of 2PE microscopy provide this technique 
with several advantages compared with conventional fl uorescence or confocal 
microscopy: it enables the observation of fl uorescent structures deep in the brain 
because the long wavelengths used for 2PE travel better through highly scattering 
tissue, the photodamage of the sample is minimized because lower energy photons 
are used, and the excitation of the fl uorophore is confi ned to the focal point of the 
laser and does not affect the tissue above or below the focal plane. These properties 
make 2PE ideal for  in vivo  imaging, allowing researchers to examine the same cel-
lular structure or activity multiple times with exceptional resolution.  

1.3      In Vivo  2PE Setup 

 2PE microscopy setups are commercially available from all of the major micros-
copy companies. However, most of these systems are optimized for studies using  ex 
vivo  preparations or tissue and cell cultures and have limited physical space to 
accommodate larger specimens such as mice or rats. During the last several years 
the number of companies offering  in vivo  systems has increased, although many 
laboratories still opt for a custom-built system (Tsai and Kleinfeld  2009 ) or for a 
modifi ed conventional commercial system (Denk  1994 ; Majewska et al.  2000 ; 
Potter  2000 ; Nikolenko et al.  2003 ). 

 The main components of an  in vivo  2PE microscope are the light source, the 
scanning system, and the emitted light detectors. Ultrafast lasers, with pulse dura-
tion in the femtosecond range and with high repetition rates of around 80–100 MHz, 
such as mode-locked titanium-sapphire (Ti:S) oscillators (Fig.  1.2 ), are the most 
commonly used light sources for 2PE microscopy. Tunable Ti:S lasers are the pre-
ferred choice because they allow the use of a wide variety of fl uorophores since they 
cover a tuning wavelength range of 350–400 nm, depending on the make and model.

   The choice of scanning system will depend on the requirements of the imaging 
application and mostly upon the speed of image acquisition. The rule of thumb is 
that the image quality is inversely related to the speed of scanning: the faster the rate 
of scanning, the lower the quality of the image because the lower exposure time 
leads to fewer photons captured and, consequently, a decrease in the signal-to-noise 
ratio. The most common scanners are galvanometer mirrors. These scanners offer 
great performance for applications where scanning speed is not a limiting factor and 
they allow for the rotation and zooming of the imaged sample. When an application 
requires higher scanning speeds, for example to record calcium transients with 
millisecond- range temporal resolution, the use of resonant galvanometers is recom-
mended. The use of acousto-optic defl ectors (AOD) is another alternative but usu-
ally the quality of the image is sacrifi ced for faster speeds even when using 
random-access scanning of dispersed areas of interest. 

 The detection of the emitted light is achieved using photomultiplier tubes (PMTs). 
PMTs are widely used because of their high sensitivity, low noise, large photosensi-
tive area, and their spectral properties. These devices are able to multiply the current 
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originated by the emitted light photons by several million times using a consecutive 
dynode cascade that sequentially increases the number of photoelectrons. An alter-
native to commonly used PMTs are the hybrid photodetectors which utilize a photo-
electron multiplication based on the electron bombardment of an avalanche diode. 

 In addition to these elements, a series of optical, electronic, and mechanical com-
ponents complete the  in vivo  setup as observed in Fig.  1.2 .  

  Fig. 1.2    Setup for intravital 2PE microscopy. A two-photon excitation imaging system for intra-
vital microscopy consists of several mechanical, optical and electronic components. This diagram 
shows the fundamental components of an  in vivo  2PE microscope: a two-photon light source 
(mode-locked Ti:Sapphire Ultrafast Laser), a set of scanning mirrors ( x  and  y  galvanometers), and 
the emitted light detector (photomultiplier tube that receives the emitted photons from the sample 
and converts them into electrical currents). In addition, a series of components intended to: increase 
the diameter of the collimated laser beam (beam expander,  blue box ); control the laser intensity 
(half-wave plate, polarizing beam splitter, and power meter;  yellow box ); control the laser exposure 
(shutter); focus the laser beam onto the sample (scan and tube lenses, and objective); collect the 
emitted light (dichromatic mirror plus collection lens); and a computer that controls the image 
acquisition, are other components that constitute an  in vivo  imaging setup. Some of these compo-
nents can be identifi ed in the picture on the bottom left       
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1.4     Optical Preparations for Intravital 2PE Microscopy 
in Neuroscience 

 In neuroscience most of the preparations for intravital 2PE microscopy require 
obtaining optical access to the surface of the brain or the spinal cord. Intravital 
imaging of the spinal cord requires the removal of one or several laminae covering 
this structure. After imaging, the spinal cord can be covered with dural substitute, 
the laminectomy closed, and the wound sutured until the next imaging time point 
(Kerschensteiner et al.  2005 ). An alternative method consists of imaging through 
the intervertebral space and thinned vertebrae without surgical removal of the ver-
tebral laminae (Kim et al.  2010 ), but this method only allows a restricted area for 
imaging. Recently, both Farrar et al. ( 2012 ) and Fenrich et al. ( 2012 ) described the 
utilization of custom-made implanted imaging chambers for chronic spinal cord 
imaging. 

 To obtain optical access to the brain, researchers have conceived several prepara-
tions which can be reduced to two types: the cranial window preparation and the 
thinned-skull preparation. There is a third modality, the polished and reinforced 
thinned skull preparation (PoRTS), that combines the two preparations mentioned 
previously (Fig.  1.3 ).

   The cranial window preparation consists of replacing a piece of skull with a thin 
cover glass. Depending on the requirements of the experiment, the researcher may 
choose to cover the whole extension of the craniotomy with the cover glass and 
seal the preparation (closed cranial window, Mostany and Portera-Cailliau  2008a ; 
Holtmaat et al.  2009 ), or use an open cranial window where part of the brain sur-
face is accessible and the rest is under the cover glass (Svoboda et al.  1997 ; 
Golshani and Portera-Cailliau  2008 ; Gonçalves et al.  2013 ). The closed cranial 
window is intended for chronic experiments with multiple data collection time 
points several days or weeks apart and for acute experiments where the heart beat 
motion artifact needs to be reduced by applying a light pressure using a cover 
glass. This preparation allows for chronic imaging of large cortical areas (>3 mm 
diameter) without the need for additional surgeries and for performing cortical 
injections of fl uorescent dyes, viral vectors, or drugs before the craniotomy is cov-
ered. On the other hand, the open cranial window preparation is ideal for acute 
experiments where the injection of a dye or the recording of electrical activity is 
required. 

 The thinned-skull preparation requires the removal of the superfi cial layers of the 
skull bone with a small drill fi rst and then with a surgical blade until the skull is thin 
enough to allow for the imaging of the brain structures underneath (Yang et al. 
 2010 ; Kelly and Majewska  2010 ). This technique allows for several (4–5 maxi-
mum) time points of imaging of small brain areas (<0.3 mm 2 ). 

 The PoRTS preparation is a combination of the closed cranial window and the 
thinned-skull preparation. The cranial bone (up to 3 mm diameter) is thinned with a 
drill, polished, and covered with cover glass glued to the thinned skull with cyano-
acrylate cement (Drew et al.  2010 ; Shih et al.  2012b ). 
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 These preparations allow for the intravital imaging of cellular activity, cells, or 
cellular structures which have been labeled or tagged with fl uorescent molecules in 
the spinal cord or the brain. In many cases the use of transgenic mice expressing 
fl uorescent proteins in specifi c cell types or cell populations facilitates the process 
of labeling the structures of interest (Feng et al.  2000 ; Livet et al.  2007 ; Cai et al. 
 2013 ) and permits imaging of cellular dynamics and functionality (Chen et al. 
 2012 ). Some available genetic strategies allow the conditional expression of a 
reporter gene in a specifi c cell type (e.g., Cre-loxP recombination system; (Zariwala 
et al.  2012 )) or the inducible expression or repression of a fl uorophore by exposure 
to tetracycline or doxycycline (e.g., Tet-expression systems; (Sato et al.  2013 )). 
However, there are many other instances in which transgenic animals are not avail-
able, and the injection of the fl uorophore or a genetic vector encoding for a fl uores-
cent protein to be expressed in the transfected neurons is needed. Several techniques 

a b

c d

  Fig. 1.3    Optical preparations for intravital 2PE microscopy of the brain. Several preparations 
have been developed to obtain optical access to the brain for intravital 2PE imaging. The cranial 
window preparation ( a ) consists in the removal of a piece of skull and replacing it with a thin cover 
glass. The thinned-skull preparation ( b ) requires the removal of the superfi cial layers of the skull 
bone until its thinness allows for the imaging of the brain structures beneath it. The researcher may 
opt for an open cranial window ( c ) where areas of the brain surface are accessible while others are 
under the cover glass. For the PoRTS preparation ( d ) the cranial bone is thinned, polished, and 
covered with cover glass. The relative sizes of the brain areas that can be imaged using each prepa-
ration are depicted as the areas between the red dotted lines       
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have been developed to circumvent this problem: bulk loading of fl uorophores con-
jugated with acetoxymethyl (AM) ester groups (e.g., Fura-2 AM, OGB-1 AM) are 
taken by large numbers of cells which remove the AM group using cellular ester-
ases, trapping the fl uorophore and rendering it incapable of crossing the cellular 
membrane (Stosiek et al.  2003 ; Golshani et al.  2009 ; Gonçalves et al.  2013 ). 
Injections of recombinant adeno-associated virus (rAAV; (Stettler et al.  2006 )) as 
well as lentiviral vectors (Dittgen et al.  2004 ) are also commonly used to transfect 
neurons with the fl uorescent protein gene. Direct cellular injection of fl uorescent 
dyes using patch pipettes (Svoboda et al.  1997 ; Majewska et al.  2000 ) as well as 
single cell electroporation of dextran-conjugated indicators (Grienberger and 
Konnerth  2012 ) or of plasmid DNA encoding for fl uorescent dyes (Judkewitz et al. 
 2009 ) allow the targeted labeling of individual neurons in the cortex. Other electro-
poration modalities such as  in utero  or  in vivo  electroporation allow the incorpora-
tion of DNA plasmids into the brain cells of living mice by applying electrical fi elds 
that increase the conductivity and permeability of the cells surrounding the injection 
site (Saito and Nakatsuji  2001 ; Dixit et al.  2011 ).  

1.5     Intravital Structural Imaging of Brain Cells 

 Intravital 2PE microscopy provides the possibility of examining the intact brain 
with exceptional resolution, preserving the structural anatomy of the brain cells and 
the circuitry of the different cortical and subcortical areas. Additionally, it allows 
access to another dimension to the study of the living brain: the temporal dimension. 
For many decades, the main experimental tools for the study of synaptic and large- 
scale structural plasticity have been Golgi’s method and other staining techniques 
which have yielded much of our current knowledge. The results obtained from these 
type of fi xed tissue techniques, however, allowed mere snapshots of what was 
occurring in a piece of tissue at the moment the sample was collected. 2PE micros-
copy allows multiple observations of the same neuron (or glial cell) over periods of 
time ranging from minutes (Cruz-Martin et al.  2010 ) to years (Mostany et al.  2013 ) 
(Fig.  1.4 ), enabling the study of the dynamics of dendritic spines and axonal bou-
tons, the main players of excitatory cortical synapses.

   The large-scale structure of layer (L) 2/3 (Chow et al.  2009 ) and L5 (Trachtenberg 
et al.  2002 ; Mostany and Portera-Cailliau  2011 ) pyramidal neurons in the cerebral 
cortex as well as of mitral and tufted cells within the olfactory bulb (Mizrahi and 
Katz  2003 ) is preserved in the healthy brain over periods of months. Only minimal 
changes in the length of both the apical dendritic tips and the overall apical dendritic 
tree have been reported for L2/3 (Chow et al.  2009 ) and L5 (Chow et al.  2009 ; 
Mostany and Portera-Cailliau  2011 ) pyramidal neurons, whereas inhibitory neurons 
seem to be more dynamic (Chen et al.  2011 ; Chen and Nedivi  2013 ). In contrast 
with the structural stability of neurons under normal conditions, microglia, the pri-
mary immune effector cells in the nervous system, have been reported to be rela-
tively active, with very motile protrusions and processes even during the resting 
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state (Nimmerjahn et al.  2005 ). The extraordinary optical resolution of 2PE, how-
ever, has enabled the observation of the formation of  de novo  dendritic spines and 
axonal boutons, as well as their elimination, in the absence of large-scale changes in 
the arborization of the dendritic or axonal tree. This technique has demonstrated 
that some dendritic spines and fi lopodia are very motile and are able to change 
shape, appear, and disappear over a span of minutes (Lendvai et al.  2000 ; Cruz- 
Martin et al.  2010 ), whereas others are very persistent and are detectable on the 
surface of the dendritic shaft for more than a year (Grutzendler et al.  2002 ; Mostany 
et al.  2013 ) (Fig.  1.4 ). The densities of these protrusions, dendritic spines and axo-
nal boutons, change during the life span. After an intensive process of synaptogen-
esis during the fi rst weeks of life (Holtmaat et al.  2005 ; Cruz-Martin et al.  2010 ), 
there is a period of elimination of supernumerary, meaningless cortical synaptic 
contacts (Holtmaat et al.  2005 ; Zuo et al.  2005 ; Mostany et al.  2013 ) continuing 
until the brain reaches adulthood. New data from normally aging mice suggests that 
as the brain ages, the density of dendritic spines increases until reaching a steady 
density late in life (Mostany et al.  2013 ) (Fig.  1.4 ). 

  Fig. 1.4    Intravital 2PE structural imaging of the cerebral cortex. ( a ) Time lapse imaging of long 
term spine dynamics of an apical dendritic segment of a L5 pyramidal neuron in the somatosensory 
cortex of a mouse. Note that some dendritic spines persist ( yellow arrows ) for the whole imaging 
period, from postnatal day (P) 281 to P648 = 367 days apart. ( b ) Dendritic spine density from L5 
pyramidal neurons in somatosensory cortex in juvenile (<1 month), young (3–5 months), mature 
(8–15 months), and old (>20 month) mice. ( c ) Time lapse imaging of cortical axonal segments 
showing the dynamics of  en passant  boutons in an old mouse.  Yellow arrows  point to stable axonal 
boutons. ( d ) Intravital 2PE imaging also allows the  in vivo  study of the brain vasculature structure 
( left ) as well as  in vivo  measurements of blood fl ow dynamics ( right ) as red blood cell (RBC) speed 
(D x /D t ) and RBC linear density (RBC/sec). ( e ), Chronic imaging of dendritic structure of an apical 
dendritic segment from a L5 pyramidal neuron in peri-infarct cortex before (day 0) and up to 90 
days after middle cerebral artery occlusion in a mouse.  Yellow arrows  indicate a few examples of 
always-present spines and  blue asterisks  at day +4 denote transient dendritic swelling after stroke 
(Panels ( a ), ( b ) and ( c ) adapted from Mostany et al. ( 2013 ). Panels ( d ) and ( e ) adapted from 
Mostany et al. ( 2010 ))       

a 
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 An important aspect of intravital 2PE microscopy is the ability to image the same 
neuronal structures multiple times, which allows the analysis of the dynamic 
changes of dendritic spines and axonal boutons. Different studies have shown that 
in mice the dynamics of these structures change throughout the life span. Thus, 
increased numbers of gained and lost dendritic spines have been reported to occur 
during the fi rst weeks of life (Lendvai et al.  2000 ; Cruz-Martin et al.  2010 ; Mostany 
et al.  2013 ) during brain development, whereas cortical circuits stabilize later in life 
and the dynamic nature of these protrusions is reduced, but not eliminated (Holtmaat 
et al.  2005 ; Mostany et al.  2013 ). The fraction of dendritic spines with shorter lifes-
pans that appear and disappear is probably the substrate for newly formed synaptic 
contacts (Holtmaat and Svoboda  2009 ). If the axon-spine interaction is successful, 
the synapse is stabilized by long term potentiation (Nimchinsky et al.  2002 ; Harvey 

Fig. 1.4 (continued)
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and Svoboda  2007 ; De Roo et al.  2008 ) and the synaptic contact can participate in 
and modulate the response of the postsynaptic neuron. This then, lays the founda-
tion for experience-dependent synaptic plasticity as well as for learning and mem-
ory (Holtmaat et al.  2006 ; Xu et al.  2009 ; Fu et al.  2012 ; Lai et al.  2012 ). On the 
other hand, cortical axonal boutons seem to be more stable, exhibiting lower turn-
over rates than observed for dendritic spines (Majewska et al.  2006 ; Mostany et al. 
 2013 ) (Fig.  1.4 ). Most of the intravital 2PE imaging studies in the cortex have 
focused on the apical tufts of two types of pyramidal neurons, L2/3 and L5, which 
show differences in the density and turnover rates of dendritic spines (Holtmaat 
et al.  2005 ) suggesting that synaptic dynamics in different neuronal types are dif-
ferentially regulated. Further analyses of the density and dynamics of these protru-
sions are needed, not only in additional neuronal subtypes, but also in different brain 
areas since the dynamics of dendritic spines might be function-specifi c and the 
structure of the cortical circuits in different cortical areas might require different 
rates of formation and elimination of synaptic elements to achieve optimal tuning 
and effi ciency. The differences in spine turnover between the somatosensory and 
visual cortex have been described (Holtmaat et al.  2005 ) as well as the differences 
among the motility of these protrusions in the visual, auditory, and somatosensory 
cortex (Majewska et al.  2006 ). 

 Because intravital 2PE allows us to observe changes in the synaptic network 
associated with new experiences or while learning a new task, it has provided valu-
able knowledge about the mechanisms that the cortex uses to store information. 
Studies where animals were deprived of sensory stimulation have shown that these 
manipulations induce changes in the formation and elimination of dendritic spines 
in the visual (Keck et al.  2008 ) and somatosensory cortex (Holtmaat et al.  2006 ), 
suggesting that newly-formed synaptic contacts play an important role in the 
experience- dependent mechanisms of learning and memory. This increase in the 
dynamics of dendritic spines is also evident in the motor cortex when mice are 
forced to learn new motor skills suggesting that the formation and stabilization of 
new spines are the foundation for long-term motor memory (Xu et al.  2009 ; Fu et al. 
 2012 ). 

 In the last several years, the application of 2PE microscopy to  in vivo  imaging 
has produced a large number of studies examining alterations in normal cortical 
plasticity, for example, after an epileptic episode (Rensing et al.  2005 ; Guo et al. 
 2012 ), stroke (Brown et al.  2007 ; Mostany et al.  2010 ; Mostany and Portera-Cailliau 
 2011 ), in animal models of traumatic brain injury (Sword et al.  2013 ), spinal cord 
injury (Fenrich et al.  2012 ), and Alzheimer’s disease (Spires-Jones et al.  2007 ; 
Dong et al.  2010 ). 

 In addition to the studies on structural plasticity of neurons, neuroglia dynamics 
have also been studied using intravital 2PE microscopy in normal and in patho-
physiological conditions. Hughes et al. (Hughes et al.  2013 ) recently described the 
elevated motility of oligodendrocytes, including dynamic fi lopodia with fast 
responses to CNS. Microglia have also been reported to be highly active in their 
resting state, but can transition from patrolling behavior to shielding of injured sites 
when a blood vessel is damaged (Nimmerjahn et al.  2005 ). Similarly, initial studies 
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on the role of astrocytes after brain injury have described the existence of a hetero-
geneous population of astrocytes, probably with different functionalities during 
infl ammation and healing processes (Bardehle et al.  2013 ). 

 The interplay between the vascular and neuronal components of the brain has 
been studied in the cortex showing how the activity of a particular set of neurons is 
followed by changes in the volume and fl ow of blood to that brain area (Drew et al. 
 2011 ; Shih et al.  2012a ). Fluorescent dextrans injected intravenously, in combina-
tion with intravital 2PE microscopy, enable the viewer to image the cortical vascu-
lature, determine the speed of the red blood cells, and ultimately to allow the 
measurement of blood fl ow (Kleinfeld et al.  1998 ; Mostany and Portera-Cailliau 
 2008b ) (Fig.  1.4 ). This approach has provided valuable information about blood 
fl ow dynamics under normal and pathophysiological conditions (Blinder et al.  2010 , 
 2013 ; Shih et al.  2012a ) such as those leading to stroke (Nishimura et al.  2006 ; 
Schaffer et al.  2006 ; Shih et al.  2009 ; Mostany et al.  2010 ) (Fig.  1.4 ).  

1.6     Monitoring Neuronal Activity with  in Vivo  
Two-Photon Microscopy 

 Applications of two-photon imaging methods to record neuronal activity can be 
divided into two broad categories: potentiometric and calcium imaging (and to a 
lesser degree other ionic imaging, e.g., chloride). 

1.6.1     Potentiometric Imaging 

 Potentiometric dyes (Cohen and Salzberg  1978 ) can be used to measure neuronal 
membrane potentials including sub-threshold depolarizations both  in vitro  and  in 
vivo  (Orbach and Cohen  1983 ; Kleinfeld and Delaney  1996 ). For example, Petersen 
et al. ( 2003 ) imaged the propagation of sub-threshold depolarizations in the barrel 
cortex of rats in response to whisker defl ections. Compared with calcium dyes, the 
most common method of imaging neuronal activity, potentiometric dyes are more 
sensitive to subthreshold activity and are faster. They can capture inhibitory events 
and do not change the intrinsic calcium buffering capacity of the cell (Peterka et al. 
 2011 ). However, potentiometric measurements are usually done with single-photon 
excitation wide-fi eld imaging which, although having the speed to image the propa-
gation of depolarizations, lack single cell resolution and the ability to record activity 
in deeper layers. Using 2PE excitation to image potentiometric dyes addresses the 
latter shortcoming and the 2PE absorption cross-sections of several voltage- sensitive 
dyes have been measured (Fisher et al.  2005 ). Kuhn et al. ( 2008 ) demonstrated that 
it is possible to monitor voltage changes in different cortical layers  in vivo  using 
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2PE. Additionally, single-cell resolution has also been achieved by combining 
genetically encoded voltage sensitive dyes with 2PE imaging (Akemann et al.  2013 ).  

1.6.2     Calcium Imaging 

 Calcium imaging has emerged as a widely used method to monitor neuronal activity 
 in vivo  (Grienberger and Konnerth  2012 ). This is partially due to the ubiquitous role 
of calcium in intracellular signaling, but also because of the availability of very 
sensitive calcium dyes (Tsien  1980 ; Spence and Johnson  2010 ). These can easily be 
loaded into neurons either through intracellular injection or, in the case of mem-
brane permeable dyes, by adding them to the extracellular space. More recently, the 
introduction of genetically-encoded calcium indicators (GECIs) (Miyawaki et al. 
 1997 ; Tian et al.  2012 ) combined with virus-based gene expression systems has 
enabled long-term recording of activity with cell-type specifi city. Although initially 
inferior at detecting action potentials, when compared to small-molecule sensors, 
GECIs have come of age and currently perform equally well, or better than, their 
small-molecule counterparts (Chen et al.  2013 ). 

 Whereas excitation-light ratiometric dyes such as Fura-2 allow measurements of 
absolute calcium concentrations, generally this approach is not compatible with  in 
vivo  2PE microscopy due to the broader spectrum of the excitation light pulses that 
2PE microscopy uses. An alternative to measuring absolute calcium concentrations 
is to use the different fl uorescence lifetimes of Ca 2+ -bound and Ca 2+ -unbound dyes 
(Lattarulo et al.  2011 ). 

 Although calcium imaging does not record signals from inhibitory synapses, 
these can be monitored with chloride imaging modalities, and several genetically 
encoded and small-molecule chloride sensors have been developed for this purpose. 
For a review and protocol see (Kovalchuk and Garaschuk  2012 ). 

 The fi rst approaches to recording calcium transients using  in vivo  2PE micros-
copy resorted to glass microelectrodes to inject indicator dyes intracellularly 
(Svoboda et al.  1997 ). This technique has some advantages, especially when used in 
conjunction with  in vivo  whole-cell recordings. The targeted staining of single neu-
rons allows for effi cient and sparse labeling. Single-cell loading approaches are 
useful for studying the spatio-temporal dynamics of intracellular calcium particu-
larly single synapse activation patterns. In a remarkable series of experiments, Jia 
et al. ( 2010 ) used single cell loading to show that individual synapses in the visual 
cortex respond selectively and can be responsive to single visual stimulus orienta-
tion and that neighboring synapses can have different orientation selectivities. 

 One of the greatest advantages of optical recording techniques over electrode 
recordings is the ability to simultaneously record the activity of large numbers of 
cells. This is particularly important since understanding networks is essential for 
understanding brain function. Bulk loading of cells with calcium dyes  in vivo  

1 Intravital Two-Photon Excitation Microscopy in Neuroscience



14

(Stosiek et al.  2003 ) allows for the staining of hundreds of cell bodies as well as 
neuropil. Somatic calcium imaging can detect action potentials with high reliability, 
whereas neuropil calcium signals are strongly correlated with incoming pre- synaptic 
activity and are highly correlated with local fi eld potentials (Kerr et al.  2005 ). 
Therefore, given the current shortcomings of potentiometric dyes, somatic calcium 
signals are commonly used as a surrogate for action potential detection. Nevertheless, 
monitoring neuronal fi ring through calcium is technically challenging, mostly 
because the sampling rates of imaging techniques are generally much slower than 
the time-course of action potentials. Most laser scanning 2PE microscopes designed 
for  in vivo  imaging use a set of two galvanometric mirrors that usually scan a line 
no faster than 1 ms. A typical fi eld of view containing ~100–120 cells at 20× mag-
nifi cation, results in a frame scanning rate of ~4 Hz. At this sampling rate, and 
depending on the imaging system used, ~40 % of single and ~80 % of doublet 
spikes are detected, as measured by simultaneous cell-attached recordings and cal-
cium imaging (Kerr et al.  2005 ; Golshani et al.  2009 ). Not surprisingly, over the last 
few years much effort has focused on improving  in vivo  imaging techniques toward 
better spike detection, primarily through increasing sampling rates (Grewe and 
Helmchen  2009 ; Grienberger and Konnerth  2012 ).   

1.7     Improving the Temporal Resolution of Two-Photon 
Intravital Imaging in the Brain 

 Some of the earliest approaches toward improving imaging speeds involved the 
optimization of scanning paths. For example, a simple approach is to scan a single 
one-dimensional line, instead of a 2-dimensional frame. Typically this allows 
recording from few cells (usually <10 at 20× magnifi cation) with a ~1 kHz sam-
pling rate. Extending this principle, an optimized scanning trajectory can be created 
which crosses several cells instead of scanning the whole fi eld-view. When used in 
conjunction with piezo-electric focusing actuator, this approach has been used to 
scan 300+ cells in 3-D volumes of ~250 μm side length at 10 Hz sampling rate 
(Gobel et al.  2007 ). Scan-path optimization approaches limit data collection to the 
structures of interest by sampling only a few pixels per cell, but comes with a 
remarkable increase in sampling rate while conserving the same pixel dwell-time of 
full-frame approaches. 

 Other approaches to scanning large volumes in 3-D involve the use of electrically 
tunable lenses which enable rapid shift of focus and can be combined with most 2-D 
scanning methods (Grewe et al.  2011 ), or beam multiplexing, i.e. scanning the sample 
with several beams simultaneously. The latter approach has been applied to both sin-
gle- and multi-plane imaging (Cheng et al.  2011 ), effectively enabling the recording 
of activity from different cortical layers simultaneously. Using a resonant scanning 
mirror and 4-beam multiplexing, single-frame rates of up to 250 Hz are achievable. 
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 Finally, approaches that eliminate mechanical scanners are being used to improve 
scanning speeds. AODs are inertia-less, and therefore excel at random-access scan-
ning, while also achieving much faster sequential scanning speeds. High speed calcium 
imaging with AOD-based systems has been reported to detect action potential timing 
with near millisecond precision (Grewe et al.  2010 ), which comes close to the perfor-
mance of single-unit electrode recordings as a method to record neuronal fi ring. 

 New developments in imaging technologies have, therefore, dramatically 
increased acquisition speeds, with frame rates of more than 250 Hz becoming pos-
sible. However, due to the brightness and kinetics of calcium dyes, these high sam-
pling rates usually result in oversampling and signal averaging is routinely 
performed. Whereas not all of the increases in speed directly translate to improve-
ments in action potential detection, newer action potential detection algorithms are 
capable of determining spike timing and seem to perform optimally when signals 
are downsampled to 20–30 Hz (Grewe et al.  2010 ; Cheng et al.  2011 ).  

1.8     Deep Tissue Imaging 

 Although multiphoton microscopy enables deep tissue imaging, in practice,  in vivo  
microscopy within the brain has been mostly limited to the fi rst ~600 μm closest to 
the surface, which in the mouse brain does not span the entire depth of the cortex. 
This limit exists primarily because emitted fl uorescence light, and to a lesser extent 
excitation light, is heavily scattered in deep tissue. Moreover, auto-fl uorescence 
from more superfi cial layers eventually further degrades the signal-to-noise ratio 
(Oheim et al.  2001 ; Helmchen and Denk  2005 ). Several approaches have been used 
to image deeper structures, the simplest of which is removing superfi cial tissue 
surgically to expose and image deep lying features. This has been successfully dem-
onstrated in the mouse hippocampus (Mizrahi et al.  2004 ) and thalamus (Marshel 
et al.  2012 ). A variation on this technique consists of implanting a gradient-index 
(GRIN) microlens into the brain (Jung and Schnitzer  2003 ). Combined with a min-
iaturized, head-mounted microscope/endoscope (Flusberg et al.  2008 ), this approach 
allows chronic imaging of deep-lying structures in freely moving mice. 

 Ideally however, one should be able to image deep brain areas with minimal tis-
sue disruption. This is becoming possible through a combination of improvements 
in imaging technology. The fi rst of these is the use of longer wavelength excitation 
which reduces the attenuation of excitation light and minimizes tissue absorption, 
thereby reducing background fl uorescence. Optical Parametric Oscillators (OPO) 
can be combined with Ti:S lasers to extend tuning ranges to 1,300+ nm. Longer 
wavelength laser sources can then be used to excite red and far-red emitting fl uoro-
phores that have reduced scattering in the brain. Recently, as reviewed in 
Shcherbakova et al. ( 2012 ), several far-red fl uorescent proteins have been devel-
oped specifi cally for deep tissue imaging. Using an OPO tuned to 1,280 nm, Kobat 
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et al. ( 2011 ) were able to image brain vasculature to a depth of 1.6 mm. A different 
approach by the same group used three-photon excitation to image hippocampal red 
fl uorescent protein-labeled neurons at depths exceeding 1 mm (Horton et al.  2013 ). 
Yet another recent development in deep-tissue imaging involved using a picosecond 
pulsed 1,030 nm laser to image enhanced yellow fl uorescent protein (EYFP)-
labeled neurons in the mouse hippocampus at depths of up to 1.4 mm (Kawakami 
et al.  2013 ). In this case, the longer wavelength reduced the excitation light scatter-
ing while the longer pulse width made it less prone to group velocity dispersion. 
Finally, new advances in adaptive optics promise to improve both the resolution and 
signal-to- noise ratio of deep-tissue two-photon images. Using a new method for 
 in-vivo  wavefront-imaging, Ji et al. ( 2012 ) demonstrated that it is possible to com-
pensate for optical aberrations with adaptive optics and obtain diffraction-limited 
images up to a depth of 450 μm in the intact mouse brain. This approach resulted in 
a threefold increase in axial resolution and improved signals in calcium imaging 
experiments.  

1.9     Optogenetics and Intravital 2PE Microscopy 

 The introduction of optogenetics into the fi eld of neuroscience during the last 
decade is changing the way cortical circuits are studied now. This technology allows 
for the control of specifi c sets of excitable cells within complex tissues by using a 
combined genetic and optical approach that leaves the other cells in the tissue unal-
tered (Deisseroth  2011 ; Fenno et al.  2011 ; Yizhar et al.  2011 ). The introduction of 
microbial opsin (light-gated protein that acts as ion channels) genes into hippocam-
pal neurons in culture and the subsequent control of neuronal spiking properties by 
high speed optical stimulation (Boyden et al.  2005 ) was the fi rst demonstration of 
this technique in neurons. Since then multiple variations of these opsins with differ-
ent functional and excitation properties were developed, being channelrhodopsin-2 
(ChR2), halorhodopsin (HR), and archaerhodopsin-3 (Arch), the most commonly 
used (see Yizhar et al.  2011  for review). ChR2 is a cation channel with excitatory 
effects on the cells that express it when illuminated with blue light (Boyden et al. 
 2005 ); HR is a chloride pump that hyperpolarizes the cell upon 490 nm light activa-
tion (Zhang et al.  2007 ); Arch is a proton pump with inhibitory effects on the cell 
upon 566 nm light illumination These optogenetic tools have been used extensively 
to map motor (Harrison et al.  2012 ; Silasi et al.  2013 ), somatosensory (Petreanu 
et al.  2007 ; Huber et al.  2008 ), and many more cortical and subcortical (Desai et al. 
 2011 ; Poulet et al.  2012 ) brain areas. However, simultaneous intravital 2PE imaging 
of neuronal activity and optogenetic stimulation is still a work in progress, and more 
suitable calcium indicators with excitation spectra which do not overlap the action 
spectra of ChR2, HR, and Arch are desirable. In this sense, RCaMP, a red-shifted 
GECI (based on the fl uorescent protein mRuby) has been engineered recently which 
allows simultaneous optogenetic stimulation of ChR2 and imaging of calcium tran-
sients  in vivo  in Caenorhabditis elegans (Fig.  1.5 ) (Akerboom et al.  2013 ).
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Abstract The energy demands of the brain are supplied by a dynamic and topologi-
cally organized vascular system. In vivo two-photon laser-scanning microscopy has
become an essential tool for studying several aspects of cerebrovascular function,
including neurovascular coupling, collateral arterial flow, and vasculopathies associ-
ated with stroke and neurodegeneration. Recently there has been a strong effort to
perform imaging studies on mice in the awake state. This is to avoid the dampening
effect that anesthetics have on neurovascular dynamics, and also to enable studies on
trained behaviors. Studying awake mice has revealed a rich dynamism of cerebral
blood flow control, but also raised a number of challenges in the collection of rigor-
ous and meaningful datasets. In this chapter, we describe techniques routinely used
for two-photon blood flow imaging in awake mice. This includes chronic window
implantations and head fixation techniques to reduce movement during imaging, as
well as blood flow data processing techniques that are robust to movement artifacts.
Finally, we describe a non-invasive photothrombotic stroke model that can be per-
formed on awake mice for imaging of ischemic pathology.
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2.1  Overview

The constant energy demands of brain function are supplied by a reliable and
dynamic cerebrovascular system (Attwell and Laughlin 2001). In the cerebral cor-
tex, this system begins with the great cerebral arteries that emanate from the Circle
of Willis and source a planar network of highly interconnected pial arterioles on the
brain surface (Mchedlishvili 1963). Blood flow in this network is relatively insensi-
tive to blockages (Schaffer et al. 2006; Blinder et al. 2010), but also allows the
dynamic redistribution of blood toward regions of heightened electrical activity
(Devor et al. 2007; Derdikman et al. 2003) (Fig. 2.1). Pial vessels are in turn con-
nected to an underlying, three-dimensional network of microvessels by radially
directed penetrating arterioles, which form bottlenecks in flow to columns of corti-
cal microvasculature (Blinder et al. 2013). Blood is then drained from the microvas-
culature back to the cortical surface through penetrating venules and emptied into
the central sinus to complete the supply chain. While the topology of the cortical
vasculature is well established, the cellular and molecular mechanisms underlying
moment-to-moment regulation of flow are a topic of considerable debate (Attwell
et al. 2010). As we begin to unravel these mechanisms in vivo using animal models,
it is important to consider not only how the use of anesthetics impacts coupling of
neuronal activity to blood flow in the normal brain, but also its impact on the pro-
gression of pathology in disease models.

In vivo two-photon laser-scanning microscopy (TPLSM) is an established method
to visualize cerebrovascular topology and quantify blood flow at the level of single
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Fig. 2.1 The vasculature of the mouse cortex. (a) Dorsal surface of the whole mouse brain. The
vasculature was filled with a fluorescein-gelatin cast and the brain was removed from the cranium
to obtain a whole brain image. (b) Three-tiered topology of vasculature in mouse cortex, showing
highly interconnected surface pial networks (tier 1) and subsurface microvascular networks (tier 3)
bridged by bottleneck penetrating vessels (tier 2). Arterioles are colored red and venules in blue. 
This piece of tissue was removed from the barrel field of the primary somatosensory cortex
(demarcated by a yellow square, inset of panel a). A golden band denotes the border of each
vibrissa barrel column (Adapted from Blinder et al. (2013)). (c) A schematic diagram illustrating
penetrating vessels as they project radially from the pial surface into deeper layers of cortex. The
density of microvasculature across different layers of cortex is generally uniform until the white
matter where the density decreases (Tsai et al. 2009) (Adapted from Shih et al. (2012b))
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vessels in the rodent cortex (Kleinfeld et al. 1998; Shih et al. 2012b). In this respect,
TPLSM has become a key tool to understand the basis of neurovascular coupling in
health and disease (Helmchen and Kleinfeld 2008; Misgeld and Kerschensteiner
2006). While a rich body of data has resulted from studies on anesthetized animals,
there remains a striking paucity of studies on vasodynamics in the awake state.
Anesthetics greatly dampen the activity of neurons (Franks 2008) and astrocytes
(Thrane et al. 2012), and alter vascular dynamics in basal and stimulated states (Drew
et al. 2011). Anesthetics further preclude the study of vascular function during volun-
tary sensorimotor function. To image brain vasculature in the awake state, only minor
enhancements upon routine in vivo imaging techniques are necessary. First, chroni-
cally implanted cranial windows are required to allow imaging well after recovery
from initial surgeries. Second, a rigid head mount and gradual habituation to head
restraint is needed to minimize movement during imaging. Here, we describe meth-
ods to visualize and quantify blood flow at the level of individual vessels in the cere-
bral cortex of awake, head-restrained mice. We further provide an example of how
this technique can be used to study the effects of sensory-evoked neuronal activity on
vascular responses. Finally we consider how non-invasive stroke models might be
useful to study the trajectory of stroke injury on vascular function in the awakemouse.

2.2  Visualizing the Cerebral Vasculature

To gain optical access to the mouse cortex, a portion of the overlying skull must be
thinned to translucency or removed entirely. This window is contained within a
larger head-piece that is constructed, typically from dental acrylic, directly on the
cleaned skull surface (Fig. 2.2a). Detailed methods have been described for chronic
bone-removed cranial windows (Holtmaat et al. 2009; Mostany and Portera-Cailliau
2008) and semi-chronic thinned skull windows, which can provide excellent imag-
ing quality for months (Yang et al. 2010) (See Chap. 1, by Mostany et al.). Recent
work, however, indicates that complete bone removal can lead to cortical inflamma-
tion and gliosis that might affect the phenomenon under study (Xu et al. 2007). For
this reason, chronically-implanted polished and reinforced thinned-skull windows
(PoRTs), which avoid exposure of the cortex to air and compression of the brain
with an overlying coverslip, may be preferred for awake imaging experiments
(Fig. 2.2b) (Drew et al. 2010b; Shih et al. 2012a). PoRTs windows are stable for
several weeks of imaging and provide optical access to the upper 250 μm of cortex
with conventional TPLSM imaging systems. To study deeper cortical layers, how-
ever, one must use bone-removed cranial window, which can provide access to cor-
tical structures as deep as 600–800 μm, or even the full 1 mm depth of cortex with
special techniques (Kobat et al. 2009). Thus, the type of window used depends
largely upon the goal of the experiment, and the factors to consider are imaging
depth and potential affects of surgically-induced inflammation (Shih et al. 2012b). 
Both chronic bone-removed and PoRTs window types are suitable to awake
two-photon imaging.

2 Cerebral Vasodynamics in Awake Mice
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2.3  Habituation to Head Restraint for Imaging

Artifacts caused by animal movement account for the majority of the noise during
imaging of animals in the awake state. Movements caused by struggling can be
greatly reduced through a gradual process of habituation to the head restraint appa-
ratus designed to hold the head of the animal steady during imaging sessions. One
to two days following surgery, animals can begin the process of habituation to head
restraint. The animal’s head-piece must include a metal flange to hold the head
steady during imaging (Fig. 2.2c). The apparatus for holding the flange typically
consists of an optical breadboard with miniature optomechanical components com-
mercially available from Newport or ThorLabs, and a custom-machined component
designed to couple to the flange (Shih et al. 2012b). While the design of the head
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Fig. 2.2 Polished and reinforced thinned-skull transcranial window for imaging mouse cortex. (a) 
Schematic diagram showing dorsal view of the head mount and position of various components. A
cross bar mount is added for stability when imaging awake preparations. β bregma and λ lambda.
(b) Schematic diagram showing cross section of a PoRTS window and the components involved in
its construction. (c) Magnified view of PoRTs window generated over the somatosensory cortex.
The cross bar is affixed to a custom mounting apparatus. Two attachment points greatly reduces
degrees of freedom for repeated imaging of the same location within the window. In this example,
a connector was also implanted to organize electrodes for repeated electrocorticogram recordings
(Adapted from Shih et al. (2012b))
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restraint apparatus differs widely between labs, stability is key. Thus, having at least
two anchoring points for the custom flange holder, and as few degrees of freedom
as possible will help minimize movement artifacts.
A new animal can be gradually accustomed to head restraint over a period of

3–7 days, starting with 15 min sessions without imaging and working up to several
hours (Drew et al. 2011). Head-restrained mice tend to struggle less when their bod-
ies are enclosed within a loose-fitting plastic or cardboard tube. The first two-photon
imaging session should be at least 3 days after the initiation of habituation when the
animal has become more accustomed to the apparatus. For each imaging session,
restraining the animal for 2 h at a time is reasonable, but times can differ for each
animal. Discomfort should be gauged by the extent of struggling and vocalizations
emitted, and the restraint time adjusted accordingly. For imaging sessions lasting
hours, drinking water should be supplied with a pipette. In our experience, approxi-
mately 10 % of mice never become habituated to head-fixation and cannot be used
for awake imaging.
In practice, a properly habituated animal will provide movement-free data for

several minutes at a time even during sensory stimulation. While, intermittent peri-
ods of animal movement are unavoidable, it is important to identify significant
movement artifacts such that the data can be omitted from analysis. Typically, sev-
eral trials are collected for each stimulus paradigm and trials with excessive move-
ment will be discarded. As a quality control measure, data acquisition can be tested
on capillaries, which are only 3–5 μm in diameter and thus most sensitive to motion.
Similarly, a surface arteriole, which may move due to dilations/constriction, can be
scanned simultaneously with a neighboring venule that should exhibit little or no
change in lumen diameter. A movement in both vessels would indicate movement
of the animal. Finally, low-cost piezoelectric sensors and accelerometers can be
used to identify movement alongside vasodynamic measurements, allowing data
sets with excessive movement to be removed (Drew et al. 2011).

2.4  Measurement of Blood Flow Dynamics in Single  
Cortical Vessels

Prior to imaging, the mouse must be briefly anesthetized with isoflurane for an
intravenous injection of fluorescent dextran dye. Typically, 25–50 μL of 5 % (w/v)
fluorescent-dextran dye, fluorescein-dextran (FD2000S; Sigma) or Texas red-
dextran (D1830; Invitrogen), is dissolved in saline and injected either through the
tail vein or infraorbital vein to label the blood serum. The dye will remain in circula-
tion for approximately 3–4 h, and supplements can be given as necessary if the
animal is re-anesthetized.
When the vasculature is labeled with an intravenous bolus of fluorescent-

conjugated dextran, red blood cells (RBCs) exclude the high molecular weight
dextran dye and will appear as dark shadows moving against a bright fluorescent
background of serum within the vascular lumen. This differential staining is the

2 Cerebral Vasodynamics in Awake Mice
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basis for measuring RBC velocity using laser-scanning microscopy (Villringer et al.
1989; Kleinfeld et al. 1998). Conventionally, single line-scans have been used to
sample the RBC velocity and diameter of a vessel separately (Schaffer et al. 2006; 
Shih et al. 2009). However, blood flow is dynamic and could change within the time
between each scan. In order to collect more samples simultaneously and with vary-
ing trajectories within the imaging plane, we use custom software to direct the
imaging laser beam in a user-defined path (Figs. 2.3a, 2.4b, and 2.5c) (Valmianski
et al. 2010; Driscoll et al. 2011), following earlier work (Göbel et al. 2007; Göbel
and Helmchen 2007; Lillis et al. 2008). Linear segments of constant scan speed
traverse along the length of the center of the vessel and across the width of the
vessel to measure RBC speed and lumen diameter, respectively (Fig. 2.3a). These
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Fig. 2.3 Single vessel vasodynamics measured with spatially optimized line-scans in somatosen-
sory cortex of an anesthetized Sprague Dawley rat. (a) Planar image of pial arteriole and venule
labeled by intravenous injection of 2 MDa fluorescein-dextran. This animal was anesthetized with
continuous intravenous delivery of alpha-chloralose. These vessels were located in the forelimb
region of somatosensory cortex. The line-scan path is overlaid on the image, with the colored seg-
ments corresponding to scan regions when the mirrors moved at constant velocity and intercon-
necting white lines as regions when the mirrors were accelerated to reduce total scan time. (b) The
line-scans generated from the path are stacked sequentially as a function of time to produce a
space-time plot. Bottom left, the diameter is calculated as the full-width half-maximum of a time-
average of several scans across the width of a vessel. Bottom right, red blood cell velocity is cal-
culated from the angle of the RBC streaks from portions of the scan that traverse the centerline of
the vessel. (C) Data traces of diameter, RBC velocity, and flux for the arteriole before, during, and
after electrical stimulation of the forelimb, processed to remove heart rate and smoothed with a
running window. The arteriole shows an increase in flux in response to stimulation attributed to an
increase in both lumen diameter and RBC speed (Adapted from Driscoll et al. (2011))
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linear scan segments are connected by polynomial splines, where connecting por-
tions of the scan are accelerated to allow for rapid data collection across multiple
vessels (Driscoll et al. 2011). The resulting line-scan is a space-time plot, typically
displayed with the individual scan lines stacked on top of each other (Figs. 2.3b,
2.4c, and 2.5d).

2.4.1  Calculating Red Blood Cell Velocity

Portions of the scan path along the centerline of the vessel lumen reveal angled
streaks within the space-time plot (Figs. 2.3b, bottom right, and 2.4d). Moving
RBCs in flowing vessels sampled at a sufficient rate will appear as diagonal streaks.
Stalls in flow will result in vertical streaks with distance as the abscissa and time as
the ordinate. This is a common occurrence when measuring from capillaries, and
may also occur in pial arteriolar and venous anastomoses (Shih et al. 2009; Nguyen
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Fig. 2.4 Simultaneous measurement of red blood cell velocity from multiple subsurface capillar-
ies in the cortex of an anesthetized mouse. (a) Three dimensional reconstruction of image stack
collected in vivo through a bone-removed cranial window of an isoflurane-anesthetized mouse.
Note, that imaging depths of up to 700 μm below the pia can be achieved after complete removal
of the overlying skull. (b) A single plane from the reconstruction shown in panel (a), taken from
the depth of the red box (325 μm below the pia). Three microvessels are scanned simultaneously
with am optimized line-scan path. (c) The resulting space-time plot from the line-scan shows
streaks generated by flowing RBCs in each microvessel. (d) The speed of RBC flow is extracted
from the slope of the streaks generated by RBC movement. (e) Data traces of RBC speed collected
over several minutes from microvessel 1. Heart-beat frequencies are present in the data, providing
a check for data quality
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et al. 2007). In the limiting case of extremely fast flowing vessels, the streaks will
become horizontal and velocity data cannot be extracted unless faster scanning
methods are used (see Future Directions). The centerline velocity is proportional to
the slope of the RBC streaks. This slope can be efficiently determined with a Radon
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awake mouse. (a) Two-photon images of pial surface vessels taken from an awake mouse.
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diameter of an arteriole and venule in response to a 30 s period of contralateral vibrissal stimula-
tion using focused 8 Hz air puffs. The response of the arteriole during control air puffs to the tail
provides a control for general arousal (black traces). Data are mean±standard deviation.
(c) Maximal z-dimension projection over 90 μm of images of fluorescein dextran–labeled vascula-
ture collected through a PoRTs window. The line-scan trajectory used to sample from two distantly
separated capillaries is overlaid on the image; green and orange lines are constant velocity seg-
ments along capillaries and purple are minimum time segments between capillaries. (d) Space-
time plots of one segment of line-scan data from each of two capillaries sampled. The calculated
instantaneous RBC speed for the entire 300 s period of scanning is shown below each space-time
plot. (e) Power spectra for the two RBC velocity traces in panel (d) (0.083 Hz bandwidth; top) and
magnitude of the spectral coherence between the velocities of the two capillaries as a function of
frequency (0.1 Hz bandwidth; bottom). Panels (a, b) are adapted from Drew et al. (2011). Panels
(c–e) are adapted from Drew et al. (2010b)
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transform of windowed portions of the data (Drew et al. 2010a), which is available
in the MATLABTM Image Processing Toolbox (Mathworks). The direction of flow
can be ascertained from the sign of the slope and the direction of the line-scan
sweep.
A velocity time series is calculated by taking successive time-windowed portions

of the line-scan (Figs. 2.3c center, 2.4e, and 2.5d). The size of the window must be
sufficiently short to resolve the highest velocity modulation frequency, the heart
rate, which is 8–10 Hz for awake mice (Drew et al. 2011). In addition, the window
size must be large enough to capture a sufficient portion of the streak lines for the
Radon transform to calculate an accurate slope, but small enough to prevent smooth-
ing out the higher frequencies of the velocity data. When sampling with line-scan
rates of ~1 kHz, we find that a window size of 40 ms is a good compromise, which
yields a Nyquist frequency of 12.5 Hz. We further use a window spacing of 10 ms.
Oscillating physiological rhythms within the RBC velocity are a first indicator of
good data quality. In addition to heart rate (Figs. 2.4e and 2.5e), other physiological
signals detected in the RBC velocity may include breathing at~1–2 Hz, and vaso-
motion at~0.1–1 Hz (Kleinfeld and Mitra 2011; Mayhew et al. 1996) (Fig. 2.5e). 
Breathing rate, however, is not always detectable in the flow data collected from
awake mice (Drew et al. 2011).
Measurement of RBC velocity is the limiting factor for the measurement of flow

in larger arterioles on the cortical surface. In practice, conventional galvanometric
mirrors are sufficiently fast to simultaneous capture RBC velocity and diameter
from one penetrating arteriole at a time in the anesthetized state (Shih et al. 2013). 
However, in the awake state RBC velocity tends to increase, and thus atypical fast
scanning and/or special analysis techniques (Kim et al. 2012) may be necessary or
smaller pial vessels should be sampled. Venules and deep microvessels exhibit
slower RBC velocity and thus three to four vessels can be measured simultaneously
with spatially-optimized line-scans (Figs. 2.4 and 2.5c–e). Greater distances tra-
versed by the laser will reduce the sampling frequency and a 1–2 kHz line-scan rate
is recommended for accurate sampling of the movement of RBCs in pial arterioles
(Driscoll et al. 2011).

2.4.2  Calculating Lumen Diameter

As with RBC velocity, the diameter calculations are also taken from time-windowed
portions of the line-scan data. The same window size and spacing used for velocity
is typically used for diameter so that both parameters can be calculated on the same
time scale. Vessel diameter is calculated as full-width at half-max of the vessel pro-
file for each window (Fig. 2.3b, bottom left, and c, left). Note the intensity profile
tends to increase near the edges due to the exclusion of RBCs from the glycocalyx,
which generates two peaks. The two outermost half-max points of these peaks are
used to calculate the vessel boundary. Linear interpolation adds sub-pixel accuracy
to the diameter measurement.
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2.4.3  Estimating the Flux of Red Blood Cells

There are two limiting cases for the flux. When the diameter of the vessel allows
the passage of RBCs only in single file, as in the case of capillaries, the flux of
RBCs is just the number of RBCs that pass per second (Kleinfeld et al. 1998; 
Chuquet et al. 2007). In this limit, the blood plasma has an essentially constant
velocity profile as a function of distance from the center of the vessel, then the
velocity falls rapidly to zero near the walls. The thin layer of plasma near the walls
acts as a lubricating layer that, together with the glycocalyx, minimizes friction
(Secomb et al. 1998).
When the diameter of the vessel is much greater than that of the RBC, as is the

case for all pial surface vessels, the flow is laminar and nearly parabolic as RBCs
flow in parallel streams (Schaffer et al. 2006; Rovainen et al. 1993). The two vascu-
lar parameters, RBC velocity and lumen diameter, are combined to calculate the
volume flux, i.e., RBCs and plasma, for each vessel (Fig. 2.3c, right panel). Flux is
a more complete description of blood flow in single vessels, as RBC velocity and
lumen diameter can change independently of each other (Shih et al. 2009; Kontos
1989). The volume flux through the vessel is given by
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where 〈v 〉 is the average RBC velocity over A, the cross-sectional area of the vessel
lumen, v →(0), is the time-averaged RBC velocity at the center line of the vessel, and
is the lumen diameter. Note that this formula underestimates the flux as the nonzero
spatial extent of the RBC flattens the parabola of Poiseuille flow; empirical correc-
tions have been discussed (Nishimura et al. 2010).

2.4.4  Measurement of Vessel Diameter from 2-D Planar 
Images

If the goal is to examine only changes in vascular diameter, the collection of
2-dimensional planar images may be more desirable than line-scans. Arteriolar dila-
tions occur on the order of seconds and do not require fast acquisition rates. Thus,
movies collected at 5 Hz, for example, would be adequate to capture diameter
changes associated with sensory-evoked hemodynamic responses and vasomotion
(Drew et al. 2011). Heart-beat and breathing rates do not typically result in appre-
ciable diameter changes. A further advantage of planar scans is that conduction of
dilatory or constrictive changes may be easily observed along a length of vascula-
ture. As with line-scan data, the full-width of half maximum of a segment of
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vasculature is calculated from each image using custom-written software to gener-
ate a diameter time-series from the movie.

2.4.5  Vasodynamics in Awake Mice

We show an example study of pial surface and capillary vasodynamics measured
under normal conditions (Fig. 2.5). A mouse was habituated to head fixation and
blood flow was measured using planar movies through a chronically implanted
PoRTS window (Fig. 2.5a). Consistent with hemodynamic coupling of blood flow
to neural activity, robust arteriole dilations could be evoked by prolonged contra-
lateral whisker stimulation with puffs of air (Fig. 2.5b). Dilatory events consisted of
an early peak followed by a secondary slowly-rising plateau, in averaged data, dur-
ing sustained stimulation. The dilatory affect returned to baseline over 10 s follow-
ing cessation of stimulation. Pial venules, typically thought to be static in terms of
diameter, show a weak dilation in the awake state (Fig. 2.5b). These data suggest
that functional hyperemia detected by blood oxygen level dependent functional
magnetic resonance imaging (BOLD fMRI) may be dominated by large changes in
arteriole volume, in agreement with recent studies (Kim and Kim 2011), rather than
in venules as predicted by the “balloon” model (Buxton et al. 1998).
The speed of RBCs within arterioles is high during the awake state and thus fast

line-scanning frequencies are required to capture this data in a smaller pial arteri-
ole. However, RBC velocity can be routinely measured within the full range of
capillaries for awake mice at 1 kHz scanning frequency (Drew et al. 2010b, 2011). 
While the basal vasomotor activity manifest as spontaneous arteriole dilations on
the cortical surface, this translates into changes in microvascular RBC velocity as
the blood flows into the brain tissue. These oscillations range from 0.1 to 1 Hz in
frequency and are commonly observed in the awake state but may be dampened or
non-existent during anesthesia. Vasomotor blood flow changes are more globally
spread over the cortical mantle, compared to relatively local sensory-driven hemo-
dynamic responses. Consistent with this idea, spontaneous oscillations in capillar-
ies are strongly correlated across distant sites within the cranial window
(Fig. 2.5c–e).
Both basal and stimulated responses of arterioles and venules are strongly sup-

pressed by the use of urethane, a common anesthetic (Drew et al. 2011), that can
attenuate the magnitude of the overall dilatory response by up to 75 % in the anes-
thetized state. Other commonly used anesthetics, including isoflurane (Takuwaa
et al. 2012), α-chloralose (Dudley et al. 1982), and propofol (Alkire et al. 1995),
similarly suppress the neurovascular response. In addition to the direct neural
effects, anesthetics exert strong depressing effects on cardiovascular function
(Janssen et al. 2004). Consistent with the depressive effects of anesthetics on neural
and cardiovascular system, optical imaging studies of neurovascular coupling have
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found differences between the awake and anesthetized animal (Nakao et al. 2001; 
Jones et al. 2008; Martin et al. 2006).

2.5  Awake Imaging and Disease Models

The awake imaging methods we describe are also amenable to the study of cerebro-
vascular pathology in any mouse disease model. Here we focus here on pathology
associated with ischemia. Anesthesia alters key mechanisms of stroke injury and
repair and will therefore affect the trajectory of the disease. In the acute stage of
ischemic injury, this can occur by suppression of neuronal activity or by engaging
collateral blood flow sources. Common anesthetics, such as isoflurane, reduce the
cerebral metabolic rate for oxygen consumption and likely the extent of excitotoxic
neuronal toxicity (Scheller et al. 1988). Ketamine, in particular, is an antagonist of
the NMDA receptor and attenuates production of the potent vasomediator, nitric
oxide, during stroke (Olney et al. 1991; Lin et al. 1996). Cortical spreading depres-
sion (CSD), a wave of hyperactivity followed by a wave of depression (Siesjo and
Bengtsson 1989), contributes to the expansion of tissue infarction (Lauritzen et al.
2011). The frequency of CSD events has been shown to be attenuated or modulated
by numerous anesthetics, including ketamine (Hernándéz-Cáceres et al. 1987; 
Verhaegen et al. 1992), volatile anesthetics halothane, isoflurane and sevoflurane
(Kudo et al. 2008; Kitahara et al. 2001), and urethane-chloralose (Guedes and
Barreto 1992). Thus, many anesthetics mediate an overall protective effect in stroke
by attenuating excitotoxic injury (Kawaguchi et al. 2005).
Anesthesia can also affect cerebral blood flow, which may have opposing effects

on stroke outcome. Pentobarbital and isoflurane, in particular, cause global cerebral
vasodilation that lead to a hypoperfusion, which can further decrease perfusion in
the stroke penumbra and exacerbate injury (Hendrich et al. 2001). Conversely, the
dilation of cerebral arterioles can conceivably promote tissue survival by engaging
collateral blood supply through leptomeningeal anastamoses. Another important
consideration is that hemodynamic responses measured by BOLD fMRI are widely
used to infer tissue recovery after stroke (Cramer et al. 1997). Given the suppressive
effects of anesthetics on arterial and neuronal reactivity, it is unclear when models
using anesthesia fail to mimic the human condition (Austin et al. 2005; Antognini
et al. 1997). Studies on awake preparations will be important to establish whether
changes in arterial reactivity during stroke are masked or altered by the anesthetics
used.
The effects of anesthetics can extend beyond the acute phase of stroke when the

infarct stabilizes and the peri-infarct zone begins to recover. Longitudinal in vivo 
imaging studies typically involve repeated periods of anesthesia that could affect
repair/recovery processes. Anesthetics impact the activity of microglia directly by
altering the expression of inflammatory mediators and also indirectly by reducing
CSD, which promotes microglial activation (Gehrmann et al. 1993). The effect var-
ies with the type of anesthetic used, as isoflurane appears to promote cytokine
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expression (Ye et al. 2013; Wu et al. 2012), while ketamine has an inhibitory effect
(Chang et al. 2009). Further, the activity of microglia is tightly linked to post-stroke
repair process through release of matrix metalloproteinases (MMPs). MMPs are
associated with the breakdown of tight junction proteins in acute stroke (Patel et al.
2013), but also appear to be involved in remodeling of neuronal connectivity (Wake
et al. 2009) and possibly nascent blood vessel formation, which involves MMP
activity (Arai et al. 2009). In summary, awake imaging preparations are expected to
reveal the natural evolution of stroke injury, and will therefore provide more clini-
cally relevant data on (i) the spatiotemporal features of tissue injury and repair pro-
cesses, (ii) the timing of interventional therapies, and (iii) the metrics used to gauge
brain recovery, such as hemodynamic responses.
One limitation in current preclinical stroke studies is that the models are often

invasive, necessitating deep and prolonged anesthesia. This precludes the visualiza-
tion of early changes in stroke, which can in turn dictate the extent and long-term
trajectory of the injury. We suggest that photothrombosis, a technique to non-
invasively occlude blood vessels by light-mediated focal activation of the intrave-
nous photosensitizer Rose Bengal, can be easily applied to awake preparations
(Shih et al. 2011, 2013; Nishimura et al. 2007). An animal previously habituated to
awake imaging would only need to be briefly anesthetized, (<1 min) for intravenous
injection of a photosensitizer, minimizing the exposure time and allowing the stroke
to develop more naturally during the period of the study. Photothrombotic stroke
also provides the advantage of targeting the location of ischemia within the imaging
window. Collimated laser beams, ranging in areas between 0.16 and 2 mm2, have
been used to ablate specific areas of cortex in sophisticated studies of functional
remapping after stroke (Winship and Murphy 2008; Brown et al. 2009). While such
lesions are spatially specific, they possess a limited ischemic penumbra (Zhang
et al. 2005). A second approach using focused laser beams to irradiate single corti-
cal penetrating vessels leads to similar areas of damage, depending upon the RBC
flux of the vessel, but generates a more gradual degradation of tissue due to a sub-
stantial penumbra (Shih et al. 2011, 2013). This allows for imaging of mechanisms
involved in tissue death at the evolving core-penumbra interface (Fig. 2.6).

2.6  Future Directions

We show that methods to transition from anesthetized to awake imaging prepara-
tions are straight-forward and will be an important step to truly understand mecha-
nisms of vascular control in the normal brain state. Since anesthesia has clear effects
on the trajectory of stroke injury, it is also critical to understand how vascular deg-
radation during acute stroke and repair in chronic stroke differ between anesthetized
and awake preparations.
Two-photon imaging fills an important gap in the existing range of tools for

blood flow quantification and enables the study of vasodynamics in awake mice.
While intrinsic optical imaging, laser speckle, and BOLD fMRI enablemeasurement
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of flow over broader areas of brain, two-photon microscopy complements these
techniques and provides a view of dynamics at the resolution of individual small
cortical vessels. Further, TPLSM can be concurrently used to examine activity of
surrounding cells that could be driving vascular activity (Takano et al. 2006; Nizar
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Fig. 2.6 Generation of a localized ischemic stroke by targeted photothrombosis of single penetrat-
ing vessels in mouse cortex. (a) Schematic showing focused green laser irradiation of a penetrating
arteriole to generate a focal occlusion, following intravenous injection of Rose Bengal. Targeted
photothrombosis can be performed through the thinned skull (Drew et al. 2010b). (b) Low magni-
fication, maximally Z-dimension projected image of fluorescein dextran-labeled pial vasculature
visualized through a thinned skull PoRTS window. A single penetrating arteriole within the win-
dow is identified for photothrombosis (yellow box). (c) Green laser irradiation of a single penetrat-
ing arteriole (left panel) immediately following intravenous administration of Rose Bengal leads
to localized clotting (right panel). After successful photothrombosis, a dark clot is seen at the site
of irradiation and the vessel becomes brighter upstream due to stagnation of RBC flow. (d) Post-
mortem immunohistochemistry with the pan-neuronal marker NeuN demarcating the boundaries
of the resulting infarct (yellow-dotted line), as observed 48 h following occlusion
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et al. 2013). Recent advances in hardware and optics now allow TPLSM images to
be collected over entire cranial windows several millimeters in size, potentially
enabling the spatiotemporal features of broader hemodynamic responses to be stud-
ied at capillary resolution.
Some further advances will be necessary to fully capitalize on awake imaging

experiments. First, faster laser-scanning is necessary to capture RBC velocity within
larger cortical arterioles. Acousto-optic modulators (Lechleiter et al. 2002) can in
principle scan vessels with faster flow as well as sample from larger populations of
vessels simultaneously. Recent advances in processing of line-scan data using par-
ticle image velocimetry will also be useful to assess RBC velocity in larger vessels
(Kim and Kim 2011). Additionally, application of filtering techniques to line-scan
data may provide more robust measurements in the face of small movement artifacts
caused by animal movement (Chhatbar and Kara 2013). Second, physiological
parameters most relevant to blood flow including blood pressure and blood gas
remain difficult to measure in awake mice. In particular, even when these parame-
ters are measured invasively from catheters in peripheral vessels, they may not
reflect conditions in the cerebral vessel being examined. Novel imaging probes need
to be developed to assess real-time changes in blood pressure, gas, and pH at the
vessel being examined. Finally, new tools to manipulate cell-specific vasoactive
signaling cascades will be an important step in dissecting the chemical basis of
neurovascular coupling (Kleinfeld et al. 2011).
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    Abstract      In vivo  neuroimaging techniques provide a fundamental approach for 
neurological discovery. Popular tools such as magnetic resonance imaging (MRI), 
positron emission tomography (PET), single photon emission computed tomogra-
phy (SPECT) and multiphoton microscopy (MPM), are widely used to discover and 
assess the physiological and pathological changes in the central nervous system 
(CNS). This chapter reviews the recent progress in advanced brain imaging modali-
ties in neurodegenerative disease studies, as well as their utility in clinical diagnosis 
and treatment follow-ups. Furthermore, development of high-resolution imaging 
tools for small animal systems is highlighted given the potential to uncover the 
underlying mechanisms of neurodegeneration, which will ultimately lead to future 
therapeutic treatment strategies.  

  Keywords      In vivo  imaging   •   MRI   •   PET   •   SPECT   •   Multiphoton   •   Alzheimer’s 
disease   •   Parkinson’s disease  

3.1         Introduction 

 Seeing is believing. From the establishment of the basic concept of the nature of light 
to the development of sophisticated imaging systems, visualization of the human con-
dition with imaging has progressed enormously. Neuroimaging, in particular, has 
advanced our understanding of brain morphology and physiology in normal and dis-
ease states. The development of  in vivo  neuroimaging technologies is now aiming to 
serve as a reliable and accurate diagnostic tool, as well as a critical readout of phar-
macological treatment and drug delivery. In parallel, small-animal imaging approaches 
have proven to be quite informative for describing the progression of neurological 
diseases and allowing the design and testing of novel therapeutic strategies. 
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 With the advantage of being non-invasive, magnetic resonance imaging (MRI), 
positron emission tomography (PET) and single photon emission computed 
 tomography (SPECT) are the most desirable imaging techniques for brain struc-
tural and functional studies, and these methods have already been broadly used in 
clinical and preclinical research for decades. Given the versatility and relatively high 
spatial and temporal resolutions, MRI enables longitudinal and three- dimensional 
detection of anatomical and functional changes in the brain associated with neuro-
logical disorders, allowing multiparametric assessment of pathology, recovery 
mechanisms, and treatments in human and/or experimental animal models of stroke, 
brain tumors, traumatic brain injury, mental disorders, and neurodegenerative dis-
eases. Quantitative emission tomographic methods such as PET and SPECT for  in 
vivo  measurements of regional rates of cerebral blood fl ow, glucose metabolism, and 
protein synthesis have signifi cantly contributed to our knowledge of physiological 
processes of the brain. With increasing spatial resolution and ultra high sensitivity, 
PET and SPECT are now carried out to study brain function in animal models. Like 
MRI, PET and SPECT allow repeated studies of the same animal, i.e., studying the 
same animal under different conditions or longitudinally. Furthermore, a notable 
trend in medical imaging is now receiving great attention – the combination of dif-
ferent imaging tools as multimodal imaging modalities, e.g. PET/SPECT (Ono and 
Saji  2012 ; Orbay et al.  2013 ) and PET/MRI (Judenhofer and Cherry  2013 ), as inte-
grated imaging systems built in combination of PET and SPECT, and PET and MRI, 
respectively. These hybrids provide complementary information, and therefore, this 
type of dual-modality assessment of brain function is extremely powerful. 

 A complementary approach – multiphoton microscopy (MPM), is a powerful  in 
vivo  tool for brain imaging with subcellular resolution in superfi cial brain tissues 
(Bacskai et al.  2001 ; Zipfel et al.  2003b ; Chklovskii et al.  2004 ; Levene et al.  2004 ; 
Svoboda and Yasuda  2006 ). MPM results in exceptionally high spatial resolution 
(~1 μm) and high sensitivity in intact neural tissues, and its applications have con-
tributed to our understanding of a broad array of neurological phenomena, including 
the dynamics of individual protein channels, the functional organization of cortical 
maps and the pathological changes in disease nervous systems (Lippincott-Schwartz 
et al.  2001 ; Bacskai et al.  2003b ; Zipfel et al.  2003b ; Chklovskii et al.  2004 ). Even 
though MPM is fast in image acquisition and offers superior resolution about two 
orders of magnitude higher than MRI, the major disadvantages are the semi- invasive 
nature of the approach and the limited detection volume.  

3.2     Characteristics of Brain Imaging Methods 

 Ideally, neuroimaging techniques used for diagnosis and treatment follow-up would 
offer high sensitivity and high spatial and temporal resolution. In the real world, 
there is often a trade-off between these attributes. When using exogenous contrast 
agents or radioactive tracers, there are additional constraints as these probes must be 
validated for specifi city, sensitivity, and low toxicity. Additionally, the probes must 
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be designed to cross the blood-brain barrier (BBB), thus the physicochemical char-
acteristics of the compounds need to be optimized to allow entry into the 
CNS. Another concern in the use of radioactive probes is that the half-life of the 
probes should be suffi ciently long in order to allow the quantifi cation of specifi c 
binding. Furthermore, a good probe/tracer should always prove a high signal-to- 
noise ratio during detection. 

 We will be discussing these features and characteristics in the pages below to 
review the principles of the methods and their applications in either clinical studies 
or experimental animal models. More critical discussion will be focusing on neuro-
degenerative diseases such as Alzheimer’s Disease (AD), Amyotrophic Lateral 
Sclerosis (ALS), Huntington’s Disease (HD) and Parkinson’s Disease (PD).  

3.3     Magnetic Resonance Imaging 

 MRI is a conventional medical imaging technique used primarily to visualize inter-
nal structures of the body and produce high quality images based on the principles 
of nuclear magnetic resonance (NMR). Atomic nuclei with an odd number of pro-
tons and/or neutrons such as  1 H,  13 C,  15 N,  19 F or  31 P, possess intrinsic quantum prop-
erties that allow the observation of NMR phenomena are theoretically potential 
candidates for MRI. The two key factors that infl uence the MRI signal are the natu-
ral and biological abundances of the nuclei. Since hydrogen is the most abundant 
natural element in biological systems and the proton is the most sensitive nucleus to 
NMR, the MRI signal in most clinical diagnostic tests is based on the spatial detec-
tion of the distribution of  1 H. 

 A typical MRI machine requires an applied, uniform and powerful magnetic fi eld 
(B 0 ) to align the nuclear spins in the samples along with the direction of B 0 . Then a 
radio frequency (RF) pulse is briefl y turned on to produce a varying electromagnetic 
fi eld for induction of NMR to perturb the original spin alignment. Accordingly, 
lower energy protons absorb the energy from the RF pulse and transit to higher 
energy states (fl ipping the spin of the proton in the magnetic fi eld) to bring on 
NMR. When the electromagnetic fi eld is turned off, a relaxation process occurs, i.e. 
protons return to thermodynamic equilibrium and get realigned with B 0 . The MRI 
signal is generated during the relaxation and involves two relatively independent 
phases: spin-lattice relaxation time (T 1 ) and spin-spin relaxation time (T 2 ). T 1  char-
acterizes the rate at which longitudinal magnetization of the nuclei recovers expo-
nentially towards its equilibrium state by passing the energy obtained previously 
from the RF pulse (higher energy state) on to the surrounding tissues (the “lattice”, 
i.e. lower energy state), thereby providing the information of local energy exchange 
and distribution of the atomic nuclei held within a lattice structure. Because differ-
ent tissues have different T 1  values, T 1  weighted images are used to signifi cantly 
differentiate between areas such as grey matter and white matter in brain scans 
(Paus et al.  2001 ). T 2  represents the time it takes for the transverse  magnetization of 
the nuclei to exponentially decay towards its equilibrium. When the net  magnetization 
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starts to dephase, nuclei experience slightly different magnetic fi elds due to local 
molecular interactions and rotate at their own Larmor frequencies resulting from the 
variations of B 0 . Thus, different samples and different tissues have different T 2  val-
ues as well. In comparison to T 1  weighted images, T 2  weighted images are often 
considered more as “pathology scans” because detection of abnormal tissues is usu-
ally at higher contrast than that of normal tissues (Kono et al.  2001 ). 

 The principle feature of MRI is its capability of taking high spatial resolution 2D 
or 3D images of the body. The spatial resolution of MRI achieved in human brain 
depends on imaging time and magnet strength with resolutions as fi ne as 0.25 mm 
at 3 T (van Wijk et al.  2013 ), although 1 mm is more common. For applications in 
ultra high-fi eld MRI, the spatial resolution can be obtained up to 0.05 mm in animal 
studies (Marzola et al.  2003 ). Given that MRI is a non-invasive imaging tool allow-
ing longitudinal and three-dimensional assessment of brain structure, physiology 
and function, the clinical as well as preclinical research fi ndings based on various 
established MRI approaches are of particular interest for neurological disease and/
or disorder studies. Diffusion-weighted MRI (DWI) has shown great sensitivity to 
several cellular changes and tissue abnormalities and the potential for detecting 
disease at an earlier stage than conventional MRI (Dijkhuizen and Nicolay  2003 ). 
Diffusion tensor imaging (DTI) has become one of the most popular forms of diffu-
sion MRI in brain research and clinical studies. DTI maps the diffusion process of 
molecules (mainly water molecules) in the tissue in three-dimensions, which there-
fore reveals microscopic details about tissue microstructure in normal or diseased 
states (Le Bihan et al.  2001 ). Perfusion MRI techniques are able to measure brain 
hemodynamics typically coupled with the use of paramagnetic contrast agents. In 
the last 10 years, functional MRI (fMRI) has proven to be a powerful imaging tool 
for studying human brain functions in both health and disease. Blood oxygenation 
level-dependent (BOLD) MRI is the primary form of fMRI pertaining to the mag-
netic property of blood, which is based on the oxygenation state of hemoglobin 
(Ogawa et al.  1990 ). Detecting local changes in blood fl ow and oxygenation related 
to active brain regions, BOLD MRI can localize brain activity and allow mapping 
of function to location. More importantly, fMRI methods also allow the study of the 
underlying networks within the brain (Guye et al.  2010 ). 

 In this review section, we will provide an overview of the present clinical and 
preclinical applications of MRI particularly in neurodegenerative disease studies 
and discuss the current promising developments in the fi eld and their potential for 
future clinical applications. 

3.3.1     MRI in Alzheimer’s Disease 

 Imaging as a widely accepted and well-established  in vivo  biomarker has been play-
ing a signifi cant role in clinical diagnostic use for specifi c pathologies. Alzheimer’s 
disease is a complex progressive condition that involves sequentially interacting 
pathological cascades, which are associated with accumulation of abnormal 

X. Wang et al.



49

proteins (amyloid-β and hyperphosphorylated tau) and activated microglia in the 
brain that lead to synaptic, neuronal and axonal damage (Davies et al.  1987 ; Hardy 
and Higgins  1992 ; Barger and Harmon  1997 ; Phinney et al.  1999 ; Small et al.  2001 ; 
Selkoe  2002 ). One big challenge for AD diagnosis on MRI is that neurological 
changes (e.g. substantial neuronal loss) occur years before detectable cognitive 
symptoms appear (Gomez-Isla et al.  1996 ). In recent years, measures of brain atro-
phy on MRI have been reliable markers of AD pathology (Bobinski et al.  2000 ; Jack 
et al.  2002 ; Silbert et al.  2003 ; Jagust et al.  2008 ) in human clinical studies. For 
thorough introduction and summary of neuroimaging in AD, see Johnson et al. 
 2012  for review. 

 Structural MRI in clinically affected AD patients has demonstrated signifi cant 
tissue damage or loss in characteristically vulnerable brain regions, such as the hip-
pocampus, entorhinal cortex, amygdala and supramarginal gyrus (Desikan et al. 
 2009 ; Dickerson et al.  2009 ). In longitudinal studies, MRI can serve as a potential 
marker to distinguish between disease-modifying drug effects and purely symptom-
atic treatment effects by monitoring the rate of atrophy of certain brain areas (Frisoni 
et al.  2010 ; Hampel et al.  2010 ). Moreover, the clinical application of structural 
MRI in differentiating AD from other brain pathologies, such as vascular or non-
 AD neurodegeneration, has been fairly established as well (Frisoni et al.  2010 ). 
Meanwhile, fMRI studies of memory in patients with AD have revealed a pattern of 
altered activation in the medial temporal lobes and parietal lobes, wherein recent 
single-center studies in AD, have exhibited the discovery of particular treatment 
effects on regional brain activation (Bokde et al.  2009 ). Multicenter and longitudi-
nal studies using fMRI in AD patients seem to be a more feasible approach given 
the successful demonstrations using classic static biomarkers (e.g. hippocampal 
volume). The current state of fMRI as a tool in providing informative dynamic diag-
nostic biomarkers in AD is promising, however, further rigorous validation is 
needed (Hampel et al.  2010 ,  2011 ; Prvulovic et al.  2011 ). 

 Additionally, studies using transgenic animal models of AD have been focusing 
on the detection of the well-known AD pathological hallmark – amyloid-β (Aβ) 
plaques by magnetic resonance microimaging (MRMI) with or without paramag-
netic contrast agents (Poduslo et al.  2002 ; Wadghiri et al.  2003 ; Jack et al.  2004 ; 
Falangola et al.  2005 ). In studies pursuing non-invasive MRMI with intrinsic imag-
ing contrast (i.e., without administration of an exogenous labeling agent), the spatial 
resolution of the detection is not capable of resolving individual plaques (Jack et al. 
 2004 ; Falangola et al.  2005 ). On the contrary, plaque-labeling contrast media has 
been used in MRMI with success (Poduslo et al.  2002 ; Wadghiri et al.  2003 ). 
Gadolinium (Gd) tagged Aβ fragments have been used to identify senile plaques  in 
vivo , but require manipulations of the blood-brain barrier and only recognize a subset 
of plaques with relatively low sensitivity (Poduslo et al.  2002 ; Wadghiri et al.  2003 ). 
Other contrast agents have also been assessed by exploiting the negligible back-
ground of  19 F (Higuchi et al.  2005 ) or with the use of superparamagnetic iron oxide 
(USPIO) nanoparticles that have a limiting capability of entering brain (Wadghiri 
et al.  2013 ). In brief, MRMI in transgenic animals has the potential for  in vivo  imag-
ing but suffers from the same limitations of sensitivity (Fig.  3.1 ) (Jack et al.  2007 ).
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3.3.2        MRI in Amyotrophic Lateral Sclerosis 

 Amyotrophic Lateral Sclerosis (ALS) is a progressive degeneration of the motor 
system, comprised of upper motor neurons of the primary motor cortex and cortico-
spinal tract, medullary brainstem nuclei, and the lower motor neurons arising from 
the anterior horns of the spinal cord (Kiernan et al.  2011 ). Other extra-motor cere-
bral neuronal populations in the frontal and temporal lobes are also involved in ALS 
(Smith  1960 ). Thus, the core feature of ALS pathology is the involvement of the 
CNS and therefore, discovery of biomarkers in ALS has been prioritized due to the 
remarkable clinical heterogeneity, frequent diagnostic delay and reliance of thera-
peutic trials on survival (Turner et al.  2009 ). Automated and unbiased whole-brain 
analysis techniques established based on T 1 -weighted images include voxel-based 
morphometry (VBM) that measures relative grey and white matter volumes in spe-
cifi c brain regions (Ashburner and Friston  2000 ) and surface-based morphometry 
(SBM) that measures cortical thickness (Fischl and Dale  2000 ; Das et al.  2009 ). 
Studies implementing VBM in ALS patients have found grey matter atrophy in the 
motor cortex (Chang  2005 ; Kassubek  2005 ; Grosskreutz  2006 ; Agosta  2007 ; Turner 
 2007 ) and two longitudinal studies have demonstrated progressive atrophy in extra- 
motor as well as motor regions (Agosta  2009a ; Senda  2011 ), but this method has 
constantly shown poor consistency and low sensitivity (Turner et al.  2012 ). SBM 
studies have consistently found reductions in cortical thickness in the ALS motor 
cortex (Roccatagliata et al.  2009 ; Agosta  2012 ; Libon  2012 ; Verstraete  2012 ) and 

a

b

  Fig. 3.1    Ultrahigh-resolution 
(380 μm in-plane voxel size) 
structural MRI images of the 
human brain in ( a ) a 24 
year-old neurologically intact 
individual and in ( b ) a 72 
year-old patient with mild 
Alzheimer’s disease. In the 
young individual, a variety of 
brain regions can be clearly 
seen at a level of resolution 
not typically visible in most 
routine MRI scans, 
demonstrating the potential 
value of advanced image 
acquisition techniques; in the 
patient with 
neurodegenerative disease, 
atrophy (shrinkage) of 
numerous structures 
particularly within the 
temporal lobe is obvious 
(Images courtesy of Dr. Brad 
Dickerson, Massachusetts 
General Hospital)       
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longitudinal studies have also reported progressive cortical thinning over 9 months 
(Agosta  2009a ). SBM seems more advantageous over VBM as it not only provides 
higher reliability and sensitivity, but also allows decomposition of cortical volumes 
into both thickness and surface area (Pereira et al.  2012 ; Turner et al.  2012 ). 

 Diffusion tensor imaging is highly sensitive to cerebral white matter pathology 
and has increasing potential in the spinal cord (Basser et al.  1994 ; Pierpaoli and 
Basser  1996 ), thus it has been widely used in ALS studies. Two main scalar mea-
sures in DTI are fractional anisotropy (FA) that examines the degree of a preferred 
axis of water diffusion and mean diffusion (MD) that averages water diffusivity 
properties from all three axes (Foerster et al.  2013 ), and both measurements should 
be interpreted with care (Alexander et al.  2007 ). DTI studies have consistently 
reported decreased FA and increased MD (Turner et al.  2012 ; Foerster et al.  2013 ) 
within the corticospinal tract (Ellis  1999 ; Abe  2004 ; Graham  2004 ; Cosottini  2005 ; 
Ciccarelli et al.  2006 ; Sage et al.  2007 ; Iwata  2008 ; Roccatagliata et al.  2009 ; Senda 
 2009 ; Agosta  2010 ; Filippini et al.  2010 ), corpus callosum (Sach  2004 ; Agosta 
 2007 ; Sage et al.  2007 ; Ciccarelli  2009 ; Senda  2009 ; Filippini et al.  2010 ; Verstraete 
et al.  2010 ; Zhang  2011 ; Rose et al.  2012 ), frontal lobe (Abe  2004 ; Sach  2004 ; Sage 
et al.  2007 ; Prell et al.  2013 ), deep grey nuclei (Sach  2004 ; Thivard  2007 ; Sharma 
et al.  2012 ), and brainstem (Toosy  2003 ; Iwata  2008 ; Lombardo  2009 ). DTI has also 
been applied to differentiate clinical phenotypes (Rajagopalan et al.  2013 ) and 
quantify white matter changes in patients with a slowly progressive familial form of 
ALS (Turner et al.  2012 ). For longitudinal studies, DTI has been employed to track 
white matter changes in ALS though such investigations are challenging as accumu-
lated disability, particularly orthopnea resulting from diaphragm weakness, may 
preclude MRI implementation (Blain  2007 ; Mitsumoto  2007 ; Sage et al.  2007 ; 
Agosta  2009b ; van der Graaff et al.  2011 ). In this regard, DTI is currently unrivaled 
as an exceptional neuroimaging biomarker of upper motor neuron involvement in 
ALS, although its sensitivity to longitudinal changes may be limited. 

 Resting-state functional connectivity MRI (rs-fcMRI) offers a unique opportu-
nity to access and study ALS pathology through its indirect visualization of inter-
related cerebral networks (Turner et al.  2012 ; Foerster et al.  2013 ). Previous 
rs-fcMRI studies have shown decreased motor network connectivity (Mohammadi 
 2009 ; Jelsone-Swain  2010 ; Tedeschi  2012 ), or a trend towards decreased motor 
network connectivity (Verstraete  2010 ). Interestingly, a combination of rs-fcMRI 
and DTI modalities has proven the increased connectivity of motor network in ALS 
patients with greater disease burden (Douaud et al.  2011 ). These fi ndings may offer 
critical insights when applied to presymptomatic ALS cases, and with patient 
enrollment at earlier stages of the disease, longitudinal studies of changes in intrin-
sic connectivity in ALS are highly demanded for further investigation.  

3.3.3     MRI in Huntington’s Disease 

 Huntington’s disease is an inherited neurodegenerative disease characterized by 
progressive dementia and chorea, starting around 30–40 years of age in humans. 
HD is caused by a dominantly inherited CAG repeat expansion mutation (in the 

3 In Vivo Imaging in Neurodegenerative Diseases



52

gene  IT15  of chromosome 4) that generates lengthening of the protein huntingtin 
with size-dependent neurotoxicity, and the length of this CAG repeat correlates with 
the age of onset of HD and the extent of neuropathology at death (Group THsDCR 
 1993 ; Furtado et al.  1996 ). Given that the CAG repeat expansion is an excellent 
biomarker for identifying the mutant gene carriers, the development of genetic 
screens has been very successful in diagnosis and prognosis of the disease and 
thereby somewhat lowered the need of using brain-imaging techniques in the past. 
Nevertheless, the symptoms and progression of HD are highly variable that in turn 
leads to the variability in clinical measures. In that regard, HD clinical trials of neu-
roprotective treatments are subject to large numbers of participants and long trial 
durations (Rosas et al.  2004 ). Newer neuroimaging methods as a sensitive and reli-
able surrogate biomarker have indicated huge potential in testing neuroprotective 
agents in clinical trials and monitoring the overall progression of the disease. 
Furthermore, the combination of genetic screening with imaging modalities also 
promotes the study of the phenotype-genotype relationship in HD (Mascalchi et al. 
 2004 ). 

 Early structural MRI studies concentrated on striatal atrophy (the caudate nucleus 
and putamen) and reported a pattern of fast and linear loss of striatal tissue over time 
in individuals between 20 and 5 years from predicted disease onset (Paulsen et al. 
 2008 ). Substantial loss of diffuse white matter, correlating with the decline in cogni-
tive and motor performance, has been described in HD patients as well (Hobbs et al. 
 2010 ). In addition, observed cortical volume loss may suggest a possible role of 
individual variability in regional cortical volume loss, which in turn provides an 
interpretation of phenotypic variability (Rosas et al.  2008 ). Furthermore, powerful 
longitudinal effect sizes for varied brain regions in patients with premanifest disease 
and early HD have been detected by structural MRI (Aylward et al.  2011 ; Tabrizi 
et al.  2011 ) and other research has demonstrated that the presence of neurodevelop-
mental anomalies can be identifi ed by the very early structural changes in premani-
fest disease (Nopoulos et al.  2011 ). 

 By providing information on neuronal fi ber orientation and white matter con-
nectivity, DTI has been utilized in HD studies to distinguish premanifest individuals 
from controls and measure white matter degeneration longitudinally. One recent 
study has shown altered white matter connections of the sensorimotor cortex in both 
manifest and premanifest HD (Dumas et al.  2012 ). On the other hand, T 2 -weighted 
imaging has been applied to patients with premanifest disease and linking the num-
ber of hypointensities (indicators of iron deposition in the basal ganglia that has 
been identifi ed in HD) to motor dysfunction, CAG repeat length and a greater prob-
ability of developing symptoms within 5 years (Jurgens et al.  2010 ). 

 Data from fMRI studies have identifi ed both reduced and enhanced cortical 
 activations in HD patients during cognitive tasks and the inconsistencies between 
studies are consequent upon the differences in examined brain regions, cognitive 
task types and task complexity (Georgiou-Karistianis  2009 ). Most have shown 
impaired task performance as well as signifi cantly reduced task-related activations 
in several subcortical and cortical regions (Kim et al.  2004 ; Wolf et al.  2008a ,  b ), 
whereas fi ndings of enhanced activation in various cortical areas are also widely 
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demonstrated (Dierks et al.  1999 ; Clark et al.  2002 ; Georgiou-Karistianis et al. 
 2007 ) that has often been interpreted as cortical recruitment – a compensatory 
mechanism for task performances typically activated by dysfunctional brain regions. 
Recent cortical activation studies have also provided evidence of neuronal dysfunc-
tion preceding even the earliest phenotypes of HD (Georgiou-Karistianis  2009 ) and 
led to the suggestion that premanifest disease could even be divided into different 
stages (Weir et al.  2011 ).  

3.3.4     MRI in Parkinson’s Disease 

 Parkinson’s disease (PD) is a chronic and progressive degenerative neurological 
disorder characterized by bradykinesia, resting tremor, rigidity and postural insta-
bility. A disturbed α-synuclein protein forming so-called Lewy bodies seems to play 
a causal role, which led to the designation of PD as a α-synucleinopathy. The main 
pathophysiological changes result from degeneration of dopaminergic neurons in 
the substantia nigra, but degradations in serotoninergic, cholinergic, noradrenergic, 
opioid and other central neurotransmitter systems are also involved (Jellinger  1991 ; 
Braak et al.  2003 ). Therefore, PD is now considered a multisystem degenerative 
process given the complex and widespread atrophy events during development 
(Brooks and Pavese  2011 ). 

 Early conventional MRI showed brain structural changes as reductions in vol-
ume (atrophy) and alterations in T 1 - and T 2 -weighted MRI signals but it failed in 
diagnosis of idiopathic PD and detection of reduced nigral volume in PD (O’Neill 
et al.  2002 ; Geng et al.  2006 ), thus was performed in a restricted manner in PD stud-
ies (Brooks and Pavese  2011 ). Recently, diffusion weighted (DWI) or diffusion ten-
sor (DTI) magnetic resonance imaging has been used to quantify loss of anisotropy 
or demonstrate disruption of neural tracts. DWI has been reported to be highly sen-
sitive to changes in striatal structure (Schocke et al.  2002 ; Seppi et al.  2003 ; Nicoletti 
et al.  2006 ; Paviour et al.  2007 ) and could be evaluated for use in early stage diag-
nostic imaging (Brooks and Pavese  2011 ). By detecting the regional fractional 
anisotropy (FA) within the nigra, high-resolution DTI has also revealed great poten-
tial in increasing the sensitivity of MRI detection of structural changes. A recent 
study has reported reduced nigral FA in patients with established PD in comparison 
to a control group (Vaillancourt et al.  2009 ), which may suggest DTI to be a mean-
ingful tool in support of PD diagnosis. 

 Meanwhile, functional MRI has been increasingly used to study PD (Nandhagopal 
et al.  2008 ). Changes in the BOLD signal determined by fMRI during different tasks 
or behavioral conditions can provide important information for assessment of the 
dynamic effects of motor tasks, behavioral and sensory modulation, pharmacologic 
manipulations and surgical intervention. Functional MRI has been applied to infer 
modulation of cortical motor activation where impaired activation of the pre- 
supplementary motor area (SMA) and dorsolateral prefrontal area (DLPFC) leads to 
abnormal pallidal outfl ow during both motor imagery and actual movement 
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(Cunnington et al.  2001 ; Thobois et al.  2002 ). Moreover, clinical studies that empha-
size the pattern of deactivation of regional cerebral blood fl ow (rCBF) during transi-
tion from baseline (usually the resting state) to more cognitively demanding conditions, 
have shown inconsistent responses to treatment. One study revealed that ventromedial 
prefrontal cortex (vmPFC) was the only brain region in which deactivation correlated 
with task complexity during treatment with the dopamine receptor agonist apomor-
phine (Nagano-Saito et al.  2009 ). Another study, on the contrary, showed impaired 
posterior midline deactivation during a facial emotion recognizing task in unmedi-
cated PD patients, which can be restored by levodopa (Delaveau et al.  2010 ). These 
different observations may be the result of differences in baseline cognitive condition, 
cognitive task and imaging modality. Despite these controversies, fMRI has been 
exploring PD as a model of dopamine defi ciency and serving as a platform to appreci-
ate the role of dopaminergic transmission in neurobehavioral processes.   

3.4     Positron Emission Tomography and Single Photon 
Emission Computed Tomography 

 Positron emission tomography (PET) and singe photon emission computed tomog-
raphy (SPECT, or less commonly, SPET) are two leading nuclear medicine imaging 
techniques of emission tomography (ET) – a branch of medical imaging that uses 
radioactive probes to image properties of the body’s physiology. PET and SPECT 
are constructed on the basis of two principles: imaging through the use of gamma- 
ray emission (called the  tracer principle ) and volumetric imaging of the body’s 
interior (called  tomography ) (Wernick and Aarsvold  2004 ). Tracer principle requires 
the introduction (usually by intravenous injection) of biologically active molecules 
labeled with positron emitting radionuclides as representative markers, or tracers, 
which is the foundation of present-day PET and SPECT imaging. Development of 
artifi cial radiopharmaceuticals has provided valuable diagnostic information reveal-
ing the natural and pathological processes of the body. On the other hand, the magic 
of tomography is that three-dimensional information of tracer concentration within 
the body can be reconstructed by computer analysis to generate tomographic images. 
Thus, the basic working theory of PET and SPECT is that they use the energy 
(gamma photon) emitted during the radioactive decay of unstable isotopes to pro-
duce three-dimensional tomographic images that characterize functional processes 
in the body. In this way, both PET and SPECT have been used extensively in either 
clinical or research fi elds for diagnosis of cancer or certain brain diseases such as 
various types of dementias, mapping normal human brain and heart function, mea-
surement of metabolic processes, protein synthesis, receptor binding, receptor gene 
expression, and drug development (Phelps  2000 ; Sharma et al.  2002 ; Herholz  2003 ; 
Wagner et al.  2006 ; Chen  2007 ; Dobrucki and Sinusas  2010 ; Benadiba et al.  2012 ). 

 PET and SPECT are non-invasive and exceptionally sensitive imaging tools with 
the capability of detecting concentrations of neuroreceptors, transporters, as well as 
neurotransmitters in the picomolar range with high signal-to-noise ratio (SNR), 
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which is extremely helpful for defi ning and diagnosing pathological status and 
changes when structural neuroimaging is unable to fully elucidate the symptoms. 
More importantly, PET and SPECT allow the same subject (human or animal) to be 
studied repeatedly over a period of time (weeks or months), which is extremely use-
ful for monitoring the effects of a wide range of interventional strategies or animal 
models of chronic disease (Jacobs and Cherry  2001 ). However, one classic weak-
ness of PET systems is the physical limits of spatial resolution due to detector size, 
photon noncollinearity and positron range (i.e., the distance between the positron 
emission and the point of annihilation). For human PET imaging, spatial resolution 
could be achieved up to 3–5 mm in the whole body scanners and 2 mm in the head 
scanners. Although SPECT scanners have theoretically “unlimited” intrinsic resolu-
tions, the loss of sensitivity precludes the realization and the achievable spatial reso-
lution for SPECT at present is 10 mm (Khalil et al.  2011 ). In recent years, PET 
imaging systems that have been developed for small animal model imaging (≤20 cm 
diameter), now open up a number of new investigative possibilities. High-resolution 
PET studies have shown spatial resolutions ranges from ~0.6 mm for PET isotope 
 18 F to ~1.6 mm for  15 O (Schmidt and Smith  2005 ; Smith et al.  2005 ). Even though 
these improved numbers are still comparably insuffi cient to detect and identify sub-
cellular structures or small microlesions, small-animal PET scanners are still 
actively being constructed with the hope of bringing the cameras to higher sensitiv-
ity and resolution for future studies. 

 In current PET applications, frequently used positron emitters are  11 C,  13  N,  15 O 
and  18 F, which are nuclides with short-half lives ranging from 2.05 min ( 15 O) to 
109.8 min ( 18 F) (Otte and Halsband  2006 ). Compounds labeled with longer half-life 
radionuclides such as  123 I and  99m Tc are more commonly used in SPECT imaging 
(Benadiba et al.  2012 ). These positron emitters can then be labeled to molecules 
such as glucose in the form of  18 F-labeled 2-deoxy-2-fl uoro-D-glucose (FDG) for 
PET (Otte and Halsband  2006 ) or  99m Tc-labeled FDG for SPECT (Stoll et al.  1994 ; 
Sandler et al.  1998 ). Although these radioprobes have been developed for decades, 
the designs are still mainly based on glucose metabolism for present studies. 
Therefore, an emerging major challenge for PET or SPECT imaging is to further 
develop its currently limited availability of radiotracers. Given that PET and SPECT 
imaging offer superior sensitivity, this continues to be a promising fi eld with 
advances in the development of PET and SPECT techniques. 

 Research studies of functional brain activity generally image changes in blood 
fl ow or metabolic processes using  18 F-FDG. This approach has been used  extensively 
in cancer studies to localize primary tumors and their metastases and AD cases to 
provide a sensitive indirect surrogate marker with proven diagnostic accuracy 
(Silverman et al.  2001 ). Moreover,  18 F-FDG PET studies also show a detectable 
preferential reduction in posterior cingulate activity before primary cognitive symp-
toms are observed (Mankoff and Bellon  2001 ; Weber  2009 ). For SPECT studies of 
regional cerebral blood fl ow,  99m Tc-d,I-hexamethylpropyleneamine oxime (HMPAO) 
is widely used as either a diagnostic tool or an assessment of drug therapies when 
chronic treatments are needed. By this means, blood fl ow and metabolism have 
been evaluated in depression (Kowatch et al.  1999 ; Fountoulakis et al.  2004 ), 
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schizophrenia (Catafau et al.  1994 ; Gonul et al.  2003 ; Wake et al.  2010 ), AD and 
dementia (Holman et al.  1992 ; Kemp et al.  2005 ; Nobili et al.  2007 ; Papma et al. 
 2013 ; Yeo et al.  2013 ), and HD (von Horsten et al.  2003 ; Pimlott and Sutherland 
 2011 ). In this section, we focus on the implementation of PET and SPECT tech-
niques in current studies of neurodegenerative disease and discuss the potential 
applications for future development. 

3.4.1     PET and SPECT in Alzheimer’s Disease 

 PET enables a broad range of  in vivo  assessments of functional processes in the AD 
brain and provides quantitative regional brain data that can be used to objectively 
evaluate diagnostic accuracy and treatment effects (for review, see Nordberg et al. 
 2010 ). Radiotracer  18 F-FDG has been widely used to monitor brain glucose metabo-
lism and thus has been employed in AD PET imaging in both research and clinical 
studies (Herholz et al.  2007 ; Small et al.  2008 ). Progressive reduction in glucose 
metabolism measured by  18 F-FDG shows great potential in early-stage diagnosis 
(Mosconi et al.  2009 ; Chew and Silverman  2013 ) and has been demonstrated to cor-
relate with severity of dementia (Mosconi  2005 ; Engler et al.  2006 ) although its 
ability of differentiating AD from frontotemporal dementia is rather low (Mosconi 
 2005 ; Jagust et al.  2007 ). Functional changes in the brain can be detected by  18 F-
FDG in healthy individuals who are at risk with familial AD-causing mutations 
(Small et al.  1995 ; Reiman et al.  2004 ; Mosconi  2005 ; Schöll et al.  2011 ). Given that 
 18 F-FDG is a marker of clinical measures in AD (Matthews et al.  2003 ; Dickerson 
and Sperling  2005 ; Foster et al.  2008 ), it might also be useful for characterizing the 
longitudinal changes in function resulting from drug treatment in patients with AD 
(Drzezga et al.  2003 ; Diehl-Schmid et al.  2006 ,  2007 ). 

 Amyloid binding PET ligands, such as  18 F-FDDNP (Shoghi-Jadid et al.  2002 ), 
 11 C-PIB (Klunk et al.  2004 ),  11 C-SB-13 (Verhoeff et al.  2004 ),  18 F-BAY94-9172 
(Rowe et al.  2008 ),  18 F-AV-45 (Choi et al.  2009 ),  18 F-fl umetamol (Nelissen et al. 
 2009 ), and  11 C-AZD2184 (Nyberg et al.  2009 ) have been developed to enable  in 
vivo  imaging of brain amyloid. Among these tracers,  11 C-PIB is perhaps the best- 
characterized compound (Klunk et al.  2004 ; Rowe et al.  2007 ).  11 C-PIB retention is 
increased in cortical and subcortical brain regions in AD patients compared with 
similar regions in healthy controls (Klunk et al.  2004 ) and correlated very well with 
levels of amyloid in AD brain tissue taken at autopsy (Ikonomovic et al.  2008 ; 
Leinonen et al.  2008 ; Svedberg et al.  2009 ).  11 C-PIB has high affi nity (within nano-
molar range) for binding fi brillar Aβ and crosses the BBB readily, making itself a 
popular and effective radioligand for PET imaging in AD. Other amyloid tracers 
have also been developed for clinical PET imaging (Rowe and Villemagne  2013 ) 
that have overcome the issues related to binding affi nity, lipophilicity and sensitiv-
ity. Ultimately, an  18 F-labeled tracer has advantages over  11 C-labeled compounds for 
clinical studies because of the longer half-life (110 min vs. 20 min, respectively). 
Great success has been achieved with fl orbetapir, and a number of other ligands 
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(Vandenberghe et al.  2013 ). Furthermore, it would be of great interest in developing 
PET tracers to detect and visualize oligomeric Aβ instead of its fi brillar form in the 
brain (Nordberg et al.  2010 ). 

 Infl ammation has been known to be associated with AD, and is characterized by 
the upregulation of activated microglia. The radiotracer  11 C-(R)-PK11195, a periph-
eral benzodiazepine receptor ligand, has been used to visualize infl ammatory lesions 
(Cagnin  2001 ; Debruyne et al.  2003 ). This compound was applied in a study of AD 
patients and exhibited an increased binding of  11 C-(R)-PK11195 in the temporal 
cortex, hippocampus and parietal cortex compared with healthy controls (Cagnin 
 2001 ). However, this measurement is an indirect and non-specifi c approach for 
assessing the mechanisms underlying AD, and requires further validation. 

 Two technetium ( 99m Tc) and rhenium (Re) labeled ligands have been recently 
synthesized for amyloid imaging with SPECT. However, these compounds show 
low affi nity for fi brillar Aβ and require further refi nements in order to improve their 
diffusibility through BBB (Cui et al.  2011 ). Given that SPECT is less sensitive with 
lower spatial resolution compared with PET, the detection accuracy of SPECT may 
show differences from current PET amyloid imaging (Benadiba et al.  2012 ). SPECT 
tracers for infl ammation have shown promising results, for instance,  123 I-PK11195 
has recently been used in a pilot SPECT study with AD patients (Versijpt et al. 
 2003 ). In addition, the  123 I-radiolabeled compound  123 I-CLINDE has also been suc-
cessfully tested in preclinical studies. Using different animal models of neuroin-
fl ammation,  123 I-CLINDE demonstrates its capability of assessing both astroglial 
and microglial activations by targeting the activation-related 18 kDa translocator 
protein (Fig.  3.2 ) (Arlicot et al.  2008 ; Mattner et al.  2011 ).

3.4.2        PET and SPECT in Amyotrophic Lateral Sclerosis 

 Early studies with PET in ALS using  18 F-FDG has revealed widespread and pro-
gressive reductions in cortical glucose metabolism in ALS patients in parallel with 
clinical deterioration (Dalakas et al.  1987 ). Another report confi rmed this measure 
and linked it to neuropsychological defi cits in verbal fl uency (Ludolph et al.  1992 ). 
Alternative tracers H 2  15 O and C 15 O 2  were used to demonstrate similar reductions in 
regional cerebral blood fl ow in ALS patients with dementia (Tanaka et al.  1993 ) as 
well as abnormalities of verbal fl uency in ALS patients without overt dementia 
(Kew et al.  1993a ). The shift in the boundary of the upper limb output zone through 
cortical activation in response to a free selection task supplied early evidence for a 
potential loss of inhibitory cortical infl uence (Kew et al.  1993b ). 

 Given that radiotracers can be developed to selectively bind to receptors on spe-
cifi c neuronal populations, various PET ligands have been designed to illustrate 
different aspects of the pathogenesis in ALS. In keeping with the emerging theme 
of a multisystem cerebral degeneration, an early PET study using the radiotracer 
 18 F-6-fl uoradopa that was originally developed for studies in PD, provided striking 
evidence for loss of nigral dopaminergic cells in ALS (Takahashi et al.  1993 ). More 
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interestingly, the use of GABA A  receptor ligand  11 C-fl umazenil has paved the way 
for pivotal PET ligand studies with respect to the widespread extra-motor cortical 
changes. The extensive decreases in cortical binding suggest the potential impact on 
loss of GABAergic interneurons (Lloyd et al.  2000 ), backing up an established 
mechanism of excitotoxicity in ALS through glutamate dysregulation (Turner and 
Kiernan  2012 ). Subsequent  11 C-fl umazenil PET studies in patients with a mutant 
superoxide dismutase 1 ( SOD1 ) gene that causes both sporadic ALS and familial- 
type ALS, have shown relative preservation of binding in motor cortex and motor 
associated regions in sporadic ALS only, demonstrating the increased cortical excit-
ability in sporadic ALS patients and supporting the idea that preservation of inhibi-
tory infl uence may have prognostic signifi cance (Turner et al.  2005a ). Furthermore, 
neuroinfl ammatory mechanisms in the pathogenesis of ALS are now of great inter-
est in the function of microglia in the disease (Philips and Robberecht  2011 ). The 
PET ligand  11 C-PK11195 has provided the  in vivo  evidence of widespread cortico-
spinal tract and extra motor microglial activation in ALD patients (Turner et al. 
 2004 ). Meanwhile, the serotonin 5-HT 1A  receptor PET ligand  11 C-WAY100635 has 
also revealed signifi cant loss of binding mainly in frontotemporal regions in a group 
of non-depressed ALS patients (Turner et al.  2005b ). In order to identify novel ther-
apeutic targets, development of new PET ligands is challenged to create pharmaco-
dynamic markers for drug discovery, providing proof of mechanism in the early 
stages of drug development. 

a

b

  Fig. 3.2    Trans-axial amyloid 
PET images acquired with 
 11 C Pittsburgh Compound B 
( 11 C-PIB) from ( a ) a 72 
year-old man with mild AD 
dementia ( top row ) show 
extensive fi brillar Aβ 
deposition throughout the 
cortex ( red  and  yellow  areas), 
compared to ( b ) a 78 year-old 
cognitively normal woman 
( bottom row ) in whom only 
low, non-specifi c binding can 
be seen ( light blue ) (Images 
courtesy of Dr. Keith 
Johnson, Massachusetts 
General Hospital)       
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 As previously mentioned, the commonly used tracer  99 Tc-HMPAO serves as a 
probe of regional cerebral metabolism for SPECT disease studies. However, the 
earliest SPECT studies in ALS adopted an alternative tracer  N -isopropyl-p- 123 I-
iodoamphetamine ( 123 I-IMP), indicating more pronounced global cortical 
 reductions in patients with longer disease periods (Ludolph et al.  1989 ). Subsequent 
SPECT studies in ALS demonstrated the frontotemporal changes in ALS cases 
with dementia (Neary et al.  1990 ), and later elegantly proved the now estab-
lished theory of a continuum between ALS and frontotemporal dementia (FTD) 
(Talbot et al.  1995 ).  

3.4.3     PET and SPECT in Huntington’s Disease 

 PET and SPECT imaging techniques have been used to monitor the progression of 
striatal and cortical functions implicated in HD since reduced striatal glucose 
metabolism and dopamine receptor binding, together with reduced striatal and cor-
tical opioid receptor binding are evident in all symptomatic HD patients and in 
~50 % of asymptomatic adult mutation carriers (Andrews and Brooks  1998 ). In this 
regard, various radioligands have been developed to investigate changes in brain 
biochemistry in HD patients, such as  11 C-SCH 23390 (Andrews et al.  1999 ) for 
targeting dopamine receptor D1,  11 C-raclopride (Pavese et al.  2003 ),  125 I-epidepride 
(Pirker et al.  1997 ) and  123 I-IBZM (Toyama et al.  1993 ) for targeting dopamine 
receptor D2,  11 C-fl umazenil (Holthoff et al.  1993 ) for binding benzodiazepine 
receptors, and  11 C-diprenorphine (Weeks et al.  1997 ) for binding opioid receptors. 
Studies based on these approaches have provided quantitative assessments of the 
status of neurotransmitter systems in order to track the progressive decline of indi-
viduals with the mutated HD gene. Furthermore, a recent study showed for the fi rst 
time that microglia activation is correlated with striatal neuronal dysfunction and 
could be an early indicator of the pathogenic processes in HD. As a marker of 
microglia activation,  11 C-(R)-PK11195 may also be a potentially useful tracer of 
active subclinical disease and a tool for evaluating the effi cacy of neuroprotection 
strategies (Tai et al.  2007 ). 

 Besides the approaches discussed above, functional  18 F-FDG-PET imaging is of 
particular interest in HD studies (Teune et al.  2013 ). Early studies have shown hypo-
metabolism in the caudate nucleus, both in symptomatic and asymptomatic muta-
tion carriers (Grafton et al.  1992 ; Antonini et al.  1996 ) and more interestingly, 
metabolic decreases in asymptomatic carriers were signifi cantly associated with the 
CAG repeat number (Antonini et al.  1996 ). In addition to the mutation size,  18 F- FDG  
uptake in the caudate nucleus has been demonstrated to provide a predictive mea-
sure for time-to-onset of the disease (Ciarmiello et al.  2012 ). Another study using 
network analysis of  18 F-FDG-PET scans in presymptomatic mutation carriers 
reports HD related metabolic covariance patterns (HDRP) characterized by caudate 
and putamenal hypometabolism, that includes mediotemporal reductions as well as 
relative increases in occipital regions (Feigin et al.  2001 ). Therefore, the presence of 
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these discrete patterns of metabolic abnormalities may project to the psychiatric and 
cognitive deteriorations that occur in the earliest stages of HD, before the onset of 
motor signs (Cummings  1995 ). In the mean time, an  18 F-FDG-PET imaging study 
in an animal HD model showed reductions in brain metabolism that resembled the 
human condition (von Horsten et al.  2003 ). Just like PET imaging in other neuro-
logical disease studies, high-resolution small animal PET is experimentally advan-
tageous for  in vivo  longitudinal research to monitor long-term treatment effects or 
assess the effi cacy of putative neuroprotective agents in future HD investigations.  

3.4.4     PET and SPECT in Parkinson’s Disease 

 PET and SPECT imaging have been the most successful approaches employed exten-
sively for early diagnosis of PD and demonstration of dopamine terminal dysfunction 
(Brooks and Pavese  2011 ). Dopaminergic defi ciency has been linked to PD associated 
dementia, which results from presynaptic dopaminergic loss largely indicated by 
reduced 6- 18 F-fl uorodopa ( 18 F-DOPA) uptake in ventral striatum, anterior cingulate 
and in the right caudate nucleus (Ito et al.  2002 ).  18 F-DOPA in PD striatum was 
reported to refl ect the number of remaining nigral dopaminergic cells in human (Snow 
et al.  1993 ) as well as in monkey (Pate et al.  1993 ), and most surprisingly, putamen 
uptake of  18 F-DOPA is reduced by 50 % in PD at the onset of motor symptoms 
(Morrish et al.  1998 ). Decreased  18 F-DOPA uptake also associated with poor attention, 
problems in working memory and verbal fl uency (Rinne et al.  2000 ). Moreover, 
 18 F-DOPA PET has been serving as an  in vivo  biomarker of PD progression where loss 
of striatal  18 F-DOPA uptake occurs more rapidly in PD patients than in age-matched 
controls (Vingerhoets et al.  1994 ; Morrish et al.  1996 ,  1998 ; Nurmi et al.  2001 ,  2003 ; 
Benadiba et al.  2012 ) while putaminal  18 F-DOPA uptake declined annually by ~10 % 
of the baseline level in early PD (Morrish et al.  1996 ; Nurmi et al.  2000 ). Alternative 
PET radiotracers for assessment of dopaminergic dysfunction in PD include  11 C- and 
 18 F-dihydrotetrabenazine (DTBZ),  11 C-CFT,  18 F-FP- CIT , and  11 C-RTI-32 or with 
 11 C-methylphenidate. Available SPECT ligands include  123 I-β-CIT,  123 I-FP-CIT,  123 I-
IPT,  123 I-altropane, and  99m Tc-TRODAT-1 (Brooks  2006 ; Brooks and Pavese  2011 ). 
For more details of these radioligands, see Brooks and Pavese  2011  for review. 

 Given that cognitive impairment in PD is not defi ned by a single mechanism, 
other factors should be addressed. Cholinergic impairment in PD plays a crucial 
role in the development of dementia. Acetylcholine analogue radiotracers, such as 
N- 11 C-methylpiperidin-4-yl acetate ( 11 C-MP4A) and N- 11 C-methylpiperidin-4-yl 
propionate ( 11 C-MP4P or  11 C-PMP) have been designed to map the acetylcholines-
terase (AChE) activity in the brain (Irie et al.  1996 ). AChE-PET demonstrated that 
posterior brain regions are related to cognitive defi cits in PD patients (Shimada 
et al.  2009 ). With amyloid neuroimaging, the popular amyloid radiotracer  11 C-PIB 
has been applied to PD studies and showed that PD patients with severe cognitive 
impairments are associated with high amyloid burden in the cerebral cortex (Hirano 
et al.  2012 ). Studies in regional glucose metabolism assessed by  18 F-FDG PET 
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imaging have revealed global cortical hypometabolism in PD patients with demen-
tia (Klein et al.  2010 ), and other studies have demonstrated abnormal metabolic 
patterns that can specifi cally and effectively distinguish between PD and non-PD 
subjects and monitor cognitive function of individual PD patients longitudinally 
(Tang et al.  2010 ).   

3.5     Multi-Photon Imaging 

 MPM has been an exciting tool for imaging brain structure and physiology in intact 
animals for over a decade (Bacskai et al.  2001 ,  2003a ; Zipfel et al.  2003a ,  b ; Levene 
et al.  2004 ; Misgeld and Kerschensteiner  2006 ; Svoboda and Yasuda  2006 ; Kerr and 
Denk  2008 ) since its fi rst introduction (Denk et al.  1990 ). The principle of MPM is 
based on a nonlinear process – two-photon excitation (2PE), where two low-energy 
photons cooperate almost simultaneously to cause a higher energy electronic transi-
tion in a fl uorescent molecule, and the excited fl uorophore can then emit a single 
photon of fl uorescence (Denk et al.  1990 ; Svoboda and Yasuda  2006 ). The proper-
ties of MPM provide many advantages for microscopy in scattering specimens and 
thereby make it particular well suited to deep-tissue imaging (Denk et al.  1994 ; 
Denk  1996 ; Denk and Svoboda  1997 ; Helmchen and Denk  2005 ). One of the key 
features of MPM is the excitation wavelengths used in 2PE (deep red and near infra-
red) are capable of penetrating much deeper in live tissue than visible light because 
of the reduced scattering and absorption by endogenous chromophores (Svoboda 
and Block  1994 ; Oheim et al.  2001 ; Yaroslavsky et al.  2002 ). The nature of nonlin-
ear excitation also ensures that even deep in the tissue, excitation is still mostly 
limited to a tiny focal volume (Svoboda and Yasuda  2006 ). More importantly, a 
great variety of fl uorophores are available for both structural and functional imaging 
(Xu et al.  1996 ; Spiess et al.  2005 ) and the fact that different fl uorophores can be 
excited simultaneously by a single laser, increasing the applications of multicolor 
imaging measurements (Xu et al.  1996 ; Yasuda et al.  2004 ). 

 With these features in principle, MPM is probably the most popular method used 
for acquisition of  in vivo  imaging data at the subcellular level. This minimally inva-
sive tool can provide extremely high spatial resolution as fi ne as ~1 μm. More 
importantly, MPM offers accessibility to thick tissue samples with imaging depths 
achievable up to 1 mm (Theer et al.  2003 ), despite a decrease in image quality at 
greater depths. Though this approach is impressive compared to other high- 
resolution imaging methods, the limitation in depth has restricted MPM’s ability of 
imaging larger volumes of the mammalian brain. Fiber-like (e.g. gradient index) 
lenses provide opportunities to reach deeper structures with excellent resolution 
(Levene et al.  2004 ; Flusberg et al.  2005 ), however, this solution is balanced by 
concerns for damage to tissues or induced immune responses. 

 In experimental animal models, MPM imaging is mostly applied through a cra-
nial window (Trachtenberg et al.  2002 ; Bacskai et al.  2003a ; McLellan et al.  2003 ) 
but a thinned skull approach can be an alternative (Christie et al.  2001b ; Grutzendler 
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et al.  2002 ). Both methods enable  in vivo  longitudinal imaging of the neural struc-
tures and brain circuits, which is of great value in basic research or disease studies. 
However, current protocols for MPM imaging are unlikely to be applied to clinical 
studies as a consequence of the invasiveness of the procedure, extremely high spa-
tial resolution, limited depth resolution and limited fi eld of view. 

3.5.1     MPM in Alzheimer’s Disease 

 Multiphoton imaging has been extensively used in transgenic animal models of AD 
to study the dynamic processes and the underlying mechanisms of Aβ deposition 
and tau pathology in living brain (Bacskai et al.  2001 ,  2002 ,  2003a ; Christie et al. 
 2001a ,  b ; Kuchibhotla et al.  2008 ,  2009 ,  2014 ). High spatial resolution and high 
signal-to-noise ratio of MPM allow imaging of the neuropathological features of 
AD, which are too small to be observed by conventional imaging methods. 
Demonstration of plaque imaging  in vivo  has exploited the amyloid binding ligands 
such as thiofl avin-T, thiofl avin-S, Congo red, methoxy-XO 4  (Klunk et al.  2002 ) and 
PIB (Mathis et al.  2002 ) to decorate the dense core of amyloid plaques in AD mouse 
brains. The development of BBB-permeable probes (e.g. methoxy-XO 4  and PIB) 
further enables live imaging of plaques after a single peripheral administration of 
the ligand (Klunk et al.  2002 ). Longitudinal studies exploring the temporal correla-
tion between plaque formation and changes in brain microstructure have shown that 
new plaques do not change in size after formation that are stable for up to 5-months 
regardless of their initial size (Christie et al.  2001c ; Meyer-Luehmann et al.  2008 ). 
Brain microstructures including neuronal soma, neurites and dendritic spines have 
been followed in a variety of transgenic mice including double-transgenic mice that 
express both mutated APP and YFP in neurons, or APP mice injected with adeno- 
associated virus (AAV) encoding for GFP to study the neuritic or synaptic pathol-
ogy related to plaque physiology (Tsai et al.  2004 ; Spires et al.  2005 ; Spires-Jones 
et al.  2007 ). In addition, longitudinal imaging can readily evaluate the effi cacy of 
therapeutic approaches designed to interfere with the amyloid cascade since regions 
of interest could be imaged before and after treatments in living mice (Bacskai et al. 
 2001 ; Garcia-Alloza et al.  2009 ; Spires-Jones et al.  2009 ). More interestingly, the 
effect of antioxidants like curcumin were also evaluated through longitudinal imag-
ing of individual plaques, and revealed that curcumin disrupts and clears existing 
plaques with a limited ability of reversing the abnormal curvature of distorted neu-
rites and size of neuritic dystrophies, (Garcia-Alloza et al.  2007 ). 

 More recently, functional calcium imaging based on MPM has served as a power-
ful tool for studies of neuronal activity and neural signaling pathways in neurodegen-
eration (for reviews, see Bezprozvanny and Mattson  2008 ; Arbel-Ornath et al.  2011 ). 
In the mean time, development of molecular imaging indicators has also paved the 
way for  in vivo  measurement of cellular functions and physiological processes (Tsien 
 1989 ; Miyawaki et al.  1999 ; Stosiek et al.  2003 ; Kuchibhotla et al.  2008 ). In recent 
AD studies,  in vivo  calcium imaging has been used to quantitatively measure intracel-
lular calcium changes in both neuronal processes (Kuchibhotla et al.  2008 ) and 
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 astrocytes (Kuchibhotla et al.  2009 ). APP transgenic mice were injected with AAV 
encoding the YC3.6 ratiometric calcium indicator, which had been calibrated to allow 
quantitative imaging of resting calcium levels. Transgenic mice with plaques were 
compared with age-matched controls to detect calcium overload in neurites and den-
dritic spines in areas near the senile plaques as well as areas far from the plaques. 
Changes in calcium concentration were also observed to correlate with altered mor-
phologies of individual neurites. Focusing on astrocyte signaling (Kuchibhotla et al. 
 2009 ), the calcium indicator OGB-1 AM was used in combination with lifetime 
imaging microscopy to quantitatively assess astrocytic calcium levels in AD trans-
genic mice (Kuchibhotla et al.  2009 ). Interestingly, observations from this study 
showed that resting calcium levels in astrocytes were higher in AD transgenic mice 
compared with age-matched control, regardless of the proximity to plaques. Moreover, 
calcium transients were seen more frequently in astrocytes, and synchronously coor-
dinated across long distances without coupling with neuronal activity. These results 
suggest emerging roles in astrocytic calcium dysregulation and synaptic plasticity in 
AD (Bezprozvanny  2009 ; Vincent et al.  2010 ). Another new discovery in AD employ-
ing calcium imaging has focused on the emerging role of intracellular accumulation 
of tau into neurofi brillary tangles (NFTs) in both resting calcium homeostasis 
(Kopeikina et al.  2013 ) and neural network responses to sensory stimulation 
(Kuchibhotla et al.  2014 ). This recent evidence demonstrates that the presence of 
NFTs does not lead to gross physiological alterations in cortical circuits, and suggests 
that soluble forms of tau may be more relevant targets for therapeutics. 

 In addition to calcium imaging, other  in vivo  functional imaging methods were 
also developed for AD studies. Fluorogenic oxidation reporter Amplex Red has been 
used to quantitatively emphasize oxidative stress in AD (Garcia-Alloza et al.  2006 ) 
and numerous fl uorescent caspase indicators have been developed to monitor apop-
totic activity (Hanson and Hanson  2008 ; Spires-Jones et al.  2008 ). Most recently, 
development of redox-sensitive variants of the green fl uorescent protein (roGFP) has 
elegantly demonstrated that the local oxidative stress surrounding Aβ plaques initi-
ates caspase-dependent apoptosis in neurons and precedes rapid cell death in living 
AD animals (Xie et al.  2013b ). Recent in vivo imaging of neuronal mitochondria has 
provided strong evidence for the fi rst time that revealed severe mitochondrial impair-
ments induced in the immediate vicinity of Aβ plaques, suggesting the role of senile 
plaques as focal sources of toxicity in AD (Fig.  3.3 ) (Xie et al.  2013a ).

3.6         Near-Infrared Imaging 

 Near-infrared spectroscopy (NIRS) is known for its capability of providing non- 
invasive measurement of blood-fl ow and metabolism based on the intrinsic differen-
tial absorption of oxy- versus deoxyhemoglobin (Pouratian et al.  2002 ,  2003 ; 
Strangman et al.  2002 ). Near-infrared fl uorescence (NIRF) tomography is a rela-
tively new approach that relies on the deep transmission of near-infrared light 
through thick scattering tissue and allows optical imaging with PET-like resolution 
in intact animals and humans. NIRF requires targeted molecular imaging probes 
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a b

c d

  Fig. 3.3    Live calcium imaging in AD. ( a )  In vivo  multi-photon imaging of neurons in layers 2/3 
of primary visual cortex in adult rTg4510 transgenic mice. Animals were transduced with the 
adeno-associated virus (AAV) encoding the ratiometric calcium indicator  Yellow  Cameleon 3.6 
( Green , single channel intensity image) to monitor calcium levels. To identify a subpopulation of 
tangle-bearing neurons in rTg4510 mice, cortical neurofi brillary tangles were labeled with sys-
temic administration of Methoxy-XO 4  ( blue ) and imaged 30 min later with laser excitation at 
800 nm. Scale bar, 100 μm. ( b )  In vivo  multi-photon imaging deep in the neocortex of 18-month 
Tg2576 transgenic mice previously injected with YC3.6 AAV. The image is pseudocolored accord-
ing to resting calcium levels (indicated by color bar) converted from YFP and CFP intensity ratios. 
YC3.6-fi lled dendrites and axons are shown near an amyloid plaque ( blue ). Scale bar applies to  b , 
 c  and  d , 20 μm. ( c ,  d ) YC3.6 expression led robust labeling of astrocytes. pAAV-gfa2-YC3.6 was 
injected into cortical layers 2/3 of adult C57 wildtype mice and imaged using multi-photon micros-
copy 4 weeks after injection.  Left panel  ( c ) show the max intensity projection of an 80 μm depth 
(YC3.6 in  green ; vasculature, labeled with texas red-dextran, in  red ) and the  right panel  ( d ) shows 
the same image pseudocolored to calcium concentration, indicated by the color bar       
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that are fl uorescent and have excitation and emission spectra within the range of 
650–950 nm. The spatial resolution of NIRF can range from 1 mm to several centi-
meters in brain tissue varying with depth. An advantage of using optical probes is 
that changes in fl uorescence quantum yield, lifetime, and emission spectra would 
allow quantitative imaging of bound versus unbound probe and thus increase the 
sensitivity of detection (Hintersteiner et al.  2005 ; Raymond et al.  2008 ; Schmidt and 
Pahnke  2012 ). Recently, studies using fl uorescence lifetime-based separation of 
spectrally overlapping fl uorophores demonstrated NIRF’s ability of localizing dis-
tinct organs in full-body imaging in mice (Raymond et al.  2010 ), which promises 
interest in future investigations using multiple fl uorophores with NIRF. Integration 
of NIRF probes for imaging has shown remarkable advantages over conventional 
imaging methods such as PET and SPECT, and more attractively, this technique 
does not involve radioactive tracers and the equipment is less expensive. On the 
other hand, while the depth penetration of NIR wavelengths is high, it does not 
compare to the volumes achievable with PET or SPECT imaging.  

3.7     Conclusion 

 Neuroimaging techniques result in attractive biomarkers that offer various possibili-
ties for investigating the physiology and pathology underlying neurodegenerative 
disease. These approaches have shown remarkable sensitivity for detecting altered 
structure and physiology within the brains of individuals with neurodegenerative 
disease, sometimes many years before the disease onset. This has great potential for 
early diagnosis and treatment strategies. Neuroimaging methods are also appealing 
for their generally non-invasive nature and reproducibility. In recent years, neuroim-
aging has been playing a key role in basic research and clinical studies addressing 
the mechanisms of neurodegenerative diseases and the development of therapeutic 
interventions. It is foreseeable that brain-imaging techniques in the future will serve 
as increasingly promising and powerful tools for more thorough investigations into 
neuropathological processes that will eventually help to realize our ultimate goal – 
curing people suffering from these debilitating diseases.     
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    Abstract     Two-photon imaging of the immune system has revealed an active 
world of in vivo intercellular dynamics. Rather than static bystanders, immune 
cells have been re-cast as active participants in the local orchestration of immune 
responses. Their active motility and probing lead to new questions regarding how 
localization, motility, and cell-cell interactions contribute to immune responses. In 
combination with imaging, the use of fl uorescent proteins and genetic approaches 
is also helping to defi ne a role for endogenous receptor-ligand interactions and 
structural elements in supporting communication between the highly specialized 
hematopoietic cells that comprise the immune system. Although explanted tissue 
and organ systems are convenient for several applications, and can be established 
with minimal perturbation of cellular behavior or tissue environment many dis-
ease models and questions surrounding lymphocyte function require the develop-
ment of stable imaging preparations that allow for long-term access to often 
diffi cult-to-reach tissues in the living animal. Here, we review emerging and 
established techniques for in vivo peripheral tissue imaging by two-photon 
microscopy.  

  Keywords     Multiphoton microscopy   •   Lymphocyte dynamics   •   Antigen presenta-
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4.1         Introduction 

 The advent of two-photon (2P) microscopy has revolutionized studies of cellular 
immunology by enabling high-resolution imaging deep into intact tissues and 
organs with minimal photo-damage to living cells. Two-photon excitation occurs 
when a fl uorophore is excited by the near-simultaneous absorption of energy from 
two infra-red photons, each of which contributes one half of the energy required to 
induce fl uorescence. Because there is a quadratic dependence on excitation inten-
sity, fl uorescence is constrained to the focal spot formed by the microscope objec-
tive, thereby providing an inherent ‘optical sectioning’ effect (Cahalan et al.  2002 ). 
In order to achieve practicable fl uorescence signals, the photon density in the focal 
spot must be incredibly high to achieve the excited state through near-simultaneous 
absorption of low-energy photons, while avoiding photo-toxicity. This is achieved 
by use of femtosecond pulsed lasers, which concentrate photon output into brief 
(sub-picosecond) bursts with enormous instantaneous power interspersed by much 
longer dark periods (Cahalan et al.  2002 ). The quadratic dependence of excitation 
constrains fl uorescence to the focal spot formed by the microscope objective, 
thereby providing an inherent ‘optical sectioning’ effect. To form an image plane, 
the single point of excitation is rapidly raster-scanned in the x, y dimensions by a 
system of computer-controlled galvanometer mirrors, creating a size-adjustable 
imaging plane. Images are often compiled in the axial (z) dimension as well, creat-
ing a 3-dimensional stack of images taken over time, hence 4-dimensional imaging. 
If we consider multiple fl uorescent probes emitting at different wavelengths, often 
yielding real-time intercellular information in, for example examination of calcium 
signaling or NFAT relocation to the nucleus, in vivo imaging becomes 5 dimen-
sional (Marangoni et al.  2013 ; Wei et al.  2007 ). One major advantage of 2P micros-
copy is that light scattering by particles in biological tissue decreases with increasing 
wavelength, and absorption by hemoglobin and other proteins is minimized at long 
wavelengths. Thus, the infra-red wavelengths (750–1,200 nm) used for two-photon 
imaging allow at least a fi ve-fold deeper tissue penetration than confocal imaging. 
This is of crucial importance for imaging into intact, complex tissues such as the 
lymph node, where cells and cell interactions may be localized hundreds of microm-
eters below the tissue surface. Moreover, infrared wavelengths cause minimal pho-
totoxicity, thereby facilitating long-term imaging because tissue damage is largely 
confi ned to the focal plane where 2-photon absorption occurs. For the same reason, 
photobleaching of fl uorescent probes is confi ned to the focal plane which, during 
time-lapse z-stack imaging illuminates only a fraction of the imaged volume at any 
given time. Finally, the two-photon excitation spectra of most fl uorophores and 
fl uorescent proteins are generally broader than their single-photon excitation spec-
tra. Therefore, a single excitation wavelength can be used to effi ciently and simul-
taneously excite multiple probes with distinct emission wavelengths. It should be 
noted that the quantum effi ciency of many fl uorescent proteins is often enhanced or 
diminished by two-photon excitation relative to single photon fl uorescence yields 
and cannot be predicted but is determined empirically (Drobizhev et al.  2011 ). 
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 In summary, the inherent properties of 2-P excitation allow for greater preserva-
tion of native cell behavior in living tissue than other imaging techniques. Single 
cell resolution enables researchers to directly examine the dynamics of cell behavior 
and interactions in the immune system. Within 24 h, antigen-specifi c naïve cells that 
represent less than 0.00001 % of the lymphocytes in the body must correctly locate, 
communicate, proliferate, secrete cytokines and initiate a highly specifi c immune 
response. Imaging these processes in real-time has shed light on a previously 
unknown choreography of cell-cell interactions that support and contribute to 
immune system dynamics. Several articles comprehensively describe the use of 2-P 
microscopy for live cell immunoimaging (Zinselmeyer et al.  2009 ; Cahalan and 
Parker  2008 ; Matheu et al.  2011a ; Dzhagalov et al.  2012 ). Here, we focus specifi -
cally on the preparation and implementation of intravital 2-P imaging techniques in 
living animals.  

4.2     General Considerations for Intravital Preparation 
of Tissues for Two-Photon Imaging 

 In comparison with imaging of explanted tissues, intravital imaging is laborious and 
often requires prolonged (several hours) anesthesia and surgical procedures that 
may lead to a higher experimental failure rate. Nevertheless, intravital imaging 
yields imaging information under more truly physiological conditions, and enables 
study of processes such as lymphocyte homing, egress, and extravasation that can-
not otherwise be investigated. Therefore, careful experimental design, identifi cation 
of pertinent questions that can only be elucidated by live tissue imaging, and selec-
tion of the most relevant time-points are essential components to address before 
embarking on an intravital two-photon imaging experiment. It is often helpful to 
initially undertake in situ imaging of explant preparations to troubleshoot and iden-
tify critical time-points in preparation for subsequent intravital experiments. A gen-
eralized experimental workfl ow for development and implementation of an intravital 
imaging experiment is presented in Table  4.1 . A list of common equipment that will 
be needed in most, if not every intravital imaging preparation is provided in 
Table  4.2 .

4.3         Cell and Tissue Labeling 

 Immune cell imaging typically necessitates that more than one specifi c cell popula-
tion be fl uorescently labeled. This may be accomplished by staining cells with vital 
fl uorescent dyes; by adoptively transferring cells expressing genetically encoded 
fl uorescent proteins (FPs); or by imaging in transgenic animals expressing fl uores-
cent proteins under a specifi c promoter. 
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 The fi rst 2P immune-imaging experiments visualized highly motile T cells that 
were labeled with cell-permeable amine-reactive or thiol-reactive fl uorescent dyes 
(CFSE and CMTMR, respectively) and were then adoptively transferred into recipi-
ent animals (Miller et al.  2002 ). This technique has several advantages, including 
bright fl uorescence of the cell tracker dyes that can be modulated by changing the 
labeling time of the cells; the availability of dyes with widely differing emission 
spectra enabling simultaneous imaging of multiple, discrete cell types; and the 
capacity to monitor cell division in vivo by sequential dilution of the dye. Beyond 
these dyes which are used to simply mark specifi c cell types, functional fl uorescent 
probes can be used to monitor various cellular processes; for example, the use of 
fl uorescent calcium indicator dyes to image calcium fl ux in vivo. Such assays pro-
vide information regarding cell activation and behavior relative to the local environ-
ment (Wei et al.  2007 ). Furthermore, real-time information about antigen 

   Table 4.1    Work fl ow for the design and development of an intravital imaging protocol   

 1. Identify model, relevant question, and tissue (s) of interest 
 2.  Determine how relevant cell types will be labeled and check that all PMT fi lters and 

excitation wavelengths are compatible 
  Endogenously expressed FPs are best for longitudinal studies of cell behavior 
   Many fl uorophores with differing emission spectra can be excited at a single femtosecond 

laser wavelength. However this is not universally true. For example, eCFP and tdTomato do 
not have compatible excitation spectra. Dual laser excitation will eliminate this issue 

 3. Are cells of interest ≤400 mm deep? 
   Imaging into tissues to depths >300–400 mm may require additional microsurgery, or tissue 

slicing to expose the area of interest 
 4. Is the tissue of interest adjacent to vital organs or large blood supply? 
   Special surgical stabilization equipment such as retractors, clamps, and additional dissection 

practice may be necessary 
 5. Is the imaged tissue subject to pulse or respiratory movement (lung, heart)? 
     A suction window preparation may be necessary (Table  4.4 ) 
   Timing z-stack acquisition in synchrony with controlled tissue movement, as with ventilated 

lung makes imaging possible without the use of a suction window 
 6.  Is the tissue easily separated from the animal body without signifi cant damage to the organ? 

(e.g. ear, skin fl ap, spleen, pancreas) 
   Securing the tissue to a simple warmed platform with warmed media above or perfused over 

the tissue may be suffi cient 
   If the tissue is not easily separated from the thorax of the animal consider a suction window 

design 
 7.  Identify the relevant time-points for imaging by FACS assessment of tissues for cells of 

interest, or by in situ 2-photon experiments 
   Intra vital imaging and surgery are time consuming and have a high failure rate relative to in 

situ imaging 
   Determination of relevant time points should be performed in a more high-throughput, less 

time consuming manner 
 8.  Design, have animal care committee approved, and practice anesthesia, surgical procedures 

and tissue stabilization prior to running a full experiment 
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presentation can be inferred from peptide-associated dye labels that become acti-
vated when cleaved, such as DQ-Ovalbumin. Thus, adoptive transfer of cells 
remains a convenient and powerful tool for in-vivo imaging of a variety of lympho-
cyte behaviors. 

 Despite the power and convenience of exogenous cell labeling and adoptive 
transfer, endogenous expression of a variety of cell-lineage specifi c fl uorescent pro-
tein circumvents potential artifacts due to label toxicity or a high number of adop-
tively transferred cells. Numerous transgenic mice have been generated that express 
a wide range of fl uorescent proteins (including eCFP, eYFP, eGFP, RFP, tdTomato). 
FP expression may be controlled by under specifi c promoters for proteins of interest 
(Reinhardt et al.  2009 ), or by a general promoter such as Rosa, β-actin, or ubiquitin. 
It should be noted, however, that the half-life of FPs may vary in vivo, especially 
when tagged to a protein of interest. Therefore, measurements of fl uorescence 
intensity as a read-out of gene expression should be interpreted with caution. Once 
characterized, genetically-encoded fl uorescent proteins can be employed to provide 
gene expression information, in addition to merely tracking cell movements. 
Linking of FP expression to genetic output allows analysis of subpopulations and 

   Table 4.2    General list of equipment and reagents for intravital 2P microscopy   

 Equipment/reagents  Purpose 

 Waterproof imaging stage  To stabilize the animal under the objective and protect 
imaging equipment from media leakage or spills 

 Anesthestic (see Table  4.3 )  Necessary for surgery and for maintenance during imaging 
 Warming pad/stage  Anesthesia may cause a drop in animal body temperature, 

and exposed tissues cool easily 
 O-ring or sealable imaging well  To hold the organ of interest in liquid for imaging with a 

water dipping objective 
 Suture string  To maintain animal positioning, secure trachea in lung 

imaging 
 First aid or sports tape  To restrain animal limbs, or secure animal position 
 Fine surgical tools  Surgery as necessary 
 Electric shaver  Fur near surgical site should be removed prior to surgery 
 Temperature sensor  To measure the temperature of media and or local tissue near 

imaging site 
 70 % Ethanol  To ‘wet’ the incision area prior to surgery 
 Gauze, cotton swabs  To control bleeding during surgery and positioning of animal 
 Vetbond or similar  For adhering imaging apparatus or o-ring to the animal 

tissue  Bio-compatible glue 
 Vacuum grease or Gel Seal  Additional sealing around imaging wells 
 RPMI1640 with or without 
Glucose 

 For perfusion over tissue or to fi ll an imaging well created 
around the imaging site. Glucose helps minimize local 
swelling 

 PBS  For hydration via ip injection in recovery studies; and to 
keep the surgical site moist 

 Ointment/antibiotics  To protect eyes/ensure recovery in longitudinal studies 
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potential changes in behavior as a result of either gene expression or activation sta-
tus in the living tissue. Finally, fl uorescent proteins can be incorporated into probes 
for cellular signaling; for example to monitor cytosolic calcium levels, TCR signal-
ing via Nur77 expression, or NFAT translocation (Marangoni et al.  2013 ; Moran 
et al.  2011 ; Wei et al.  2007 ). 

 When selecting an FP-expressing animal strain for an imaging project, a critical 
consideration is the expression level and brightness of the fl uorescent protein. As a 
general guideline, if the fl uorescence intensity in the cells of interest is >2.5 log 
units over background by fl ow cytometry, cells will likely bright enough to be 
detected by 2P microscopy. Increased laser excitation or longer scan times may be 
used to detect dim cells. However, controls for tissue damage and cell death should 
be used in such situations as laser toxicity can develop cumulatively over the course 
of an imaging experiment. Transgenic mice expressing free cytosolic FPs under the 
actin promoter are useful in cases where the cells of interest can be isolated and 
adoptively transferred, and have the advantage that the fl uorescence signal does not 
become diluted by successive rounds of cell division. 

 Fluorescently labeled and / or blocking antibodies have been used to identify struc-
tural elements and cells in vivo, presenting a convenient way to quickly examine 
structures of interest or particular cell populations. Using labeled antibodies and 
deconvolution analysis allows for tremendous fl exibility and improved information 
(Gerner et al.  2012 ), however, results of such studies that depend on the analysis of 
motile cells must be carefully interpreted and controlled as an antibody may signifi -
cantly alter cell-cell, cell-substrate interactions or elicit aberrant signaling that may 
affect cell behavior. Vascular architecture may be highlighted by injection of label 
conjugated dextran, non-targeted quantum dots or microspheres into the blood stream. 

 2P microscopy of fl uorescent labels can be readily combined with second- 
harmonic imaging of tissue substructure. Proteins with non-centrosymmetric, 
molecular structures, such as collagen and myosin, generate a second harmonic 
signal that is half the wavelength of the 2-photon excitation wavelength (Rivard 
et al.  2013 ; Gauderon et al.  2001 ; Zoumi et al.  2002 ); for example, an excitation 
wavelength of 900 nm yields a violet-blue signal at ~ 450 nm. The second-harmonic 
generation propagates in the direction of the excitation light, but there is typically 
suffi cient back-scattered light to provide enough signal to be detected by a typical 
2P epifl uorescence imaging system. 

 Various methods for in vivo and in situ labeling of cells for two-photon imaging 
and their associated advantages and caveats are summarized in Table  4.3 .

4.4        Anesthesia and General Surgical Considerations 

 Several combinations of anesthetics and analgesics can be used to achieve and 
maintain a surgical plane of anesthesia for in vivo imaging. Injectable drugs such as 
ketamine/xylene combinations do not require additional equipment in the 
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    Table 4.3    Fluorescent labeling of immune cells for in vivo 2P imaging   

 Method  Advantages  Caveats 

  Exogenous label and 
adoptive transfer  

 Bright  Cells lost during staining 

 Purify cells of interest 
from naive, KO or 
transgenic donor. Label with 
cell-tracker dyes. Adoptively 
transfer into recipient animal 
either directly or after 
culture 

 Multiple colors  High purity necessary 
 Rapid labeling  5–7 days maximum 

detection 
 Any cell of interest  Multiple labels must have 

balanced brightness 
 Cell division tracked  Transfer of excessive 

numbers of cells may lead 
to artifactual responses 

 Ca2 +  imaging 
 Cell arrival can be synchronized 
 Cell death can be tracked 

  Transgenic animals 
expressing fl uorescent 
proteins in specifi c cell 
types, tagged to specifi c 
proteins, or as functional 
probes  

 Unperturbed endogenous 
population 

 Many FP labels are dim 

 Image directly without need 
for further labeling 

 Long-term studies possible  High cell density may limit 
single-cell resolution 

 FP tagged transcription factors 
and cytokines yield real-time 
information 

 Some FPs rapidly 
photo-bleach 

 Compatible with adoptively 
transferred dye-labeled cells 

 Several backcrosses may be 
necessary to specifi cally 
label cells of interest 

 Natural second harmonic signal 
highlights collagen and myosin 

 In Cre reporter animals 
variable expression may 
alter identifi able 
populations 

 Interactions via FRET can be 
monitored 
 Photo-convertible proteins can be 
used to study traffi cking 

  Dye-conjugated antibodies 
and other fl uorescent 
reagents  

 Antibodies are available for a 
myriad of relevant targets 

 Antibodies may alter 
endogenous cell function 
and behavior 

 Several choices of fl uorescent 
label 

 Tissue injection or soaking 
of the LN must ensure 
antibody distribution 

 Deconvolution of multiple signals 
is possible using commercially 
available software 

 Many conjugates are highly 
photo sensitive 

 Lymphatics and blood vessels are 
easily labeled by local 
subcutaneous or iv injection, 
respectively with Q-dots or 
fl uorescently conjugated dextrans 
(>70 KDa) 

 Antibody staining in vivo 
require controls to ensure 
specifi city 
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microscopy room. However, monitoring and maintaining the surgical plane when 
using injectable anesthetics for extended period of time is challenging, particularly 
as 2P imaging is generally done in near-darkness due to wide-fi eld detector (PMT) 
sensitivity to stray light. In contrast, inhaled anesthetics have a higher margin of 
safety due to administration of a constant dose that produces a stable plane of surgi-
cal anesthesia, when used with a calibrated vaporizer. Accidental animal recovery 
or overdose is less likely to occur. Therefore, inhalant anesthesia systems such as 
isofl uorane are often the better choice for dedicated high-use 2-P in vivo imaging 
systems. Although there are several approved anesthetics and analgesics, different 
institutions often have different recommendations. As with any anesthesia, labored, 
agonal breathing is a sign of overdose with both inhalant and injectable anesthesia 
and the animal should be further monitored for partial recovery prior to proceeding 
with the experiment. Here we provide summary of widely available, commonly 
used and approved anesthetics for both terminal and recovery procedures is pro-
vided in Table  4.4  (Fish et al.  2008 ).

   In general, surgical procedures should be minimally invasive, maintain circula-
tion in the tissue of interest, and should be developed in collaboration with veteri-
narians and approved by animal care and use committees. Surgical sites surrounding 
the imaging area should be kept moist with a phosphate-buffered saline solution or 
hydrating gel, and the imaged tissue should be maintained at physiologic tempera-
tures. Prior to initiating surgery, a surgical plane of anesthesia marked by uncon-
sciousness, muscular relaxation, and lack of pain response/refl ex must be established. 
Animal vital signs must be monitored throughout the entirety of the procedure. 

 Although survival surgery is possible with antibiotic treatment, local infl amma-
tion, and tissue scaring may signifi cantly alter the results of an immunological 
based study of local cell behavior (Davalos and Akassoglou  2012 ). A semi- 
permanent ‘window’ into the tissue, as developed for brain imaging studies (Isshiki 
and Okabe  2014 ), is ideal as the tissue of interest is kept intact and protected from 
infl ammation at the surgical site However, repeated survival surgery in a short 
period of time (a few days) may confound results by introducing additional swell-
ing, local tissue damage, and introduction of exogenous pathogens. Other essential 
considerations are maintenance of blood and lymphatic fl ow, animal respiration 
under anesthesia (avoiding hypoxia), and tissue integrity. Additionally, careful dis-
section under a microscope to remove fat layers covering a tissue of interest while 
preserving blood fl ow will improve the label signal, imaging depth, and image qual-
ity. Intra-vital imaging also requires minimization of movement of the imaging site 
owing to respiration and heartbeat. Surgical sites that are the most easily exposed 
and imaged are those that are in the periphery and do not involve the abdominal 
cavity, head or neck. Organs that can be externalized (from the abdominal cavity) 
and stabilized such that movement from heart beat and breathing do not interfere 
with image stability may be achieved through a small incision in the abdominal 
wall. The most advanced intravital imaging involves practice, surgical skill, and the 
creative development of techniques to stabilize moving or fragile organs such as 
lung or pancreas. Many tissues have been successfully imaged intravitally and sev-
eral key tissues and general procedures are summarized in Table  4.5 .
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   Table 4.5    Surgical procedures for different intravital imaging preparations   

 Tissue  General procedure (s)  Imaging stage(s)  Selected references 

 Lymph 
node 

 Expose and stabilize 
Inguinal or popliteal LN 

 Inguinal: o-ring holder to 
isolate LN and contain media 

 Miller et al. ( 2003 ), 
Liou et al. ( 2012 ), 
Matheu et al. 
( 2011b ), Mempel 
et al. ( 2004 ) 

 Popliteal: media well around 
joint 

 Spleen  Small incision on left 
side, elevate organ away 
from body 

 Suction window or moveable 
platform that secures organ 
above the animal 

 Ferrer et al. ( 2012 ) 

 Lung  Incision large enough to 
remove three ribs on left 
or right side below 
forearm. Ventilation 
system required 

 Suction window to stabilize 
local lung movement and 
reduce imaging artifact 

 Thornton et al. 
( 2012 ), Kreisel et al. 
( 2010 ), Looney et al. 
( 2011 ) 

 Pancreas  Small incision on left 
side to expose spleen, 
gently pull spleen 
followed by pancreas 
away from the body 

 Platform with warmed media 
circulation or an adapted 
suction window as used with 
the lung procedure 

 Coppieters K et al. 
( 2010 ) 

 Intestine  Small midline incision. 
Either pull from the 
mouse or rat body or 
leave secured in place 
with coverslip glued 
above. Paralytic (atropine 
at 1 mg/kg may be 
necessary) 

 Intestine may be pulled away 
from the core of the animal 
and secured to a small 
warmed imaging platform or 
directly imaged in the core of 
the animal by gluing a 
coverslip at the bottom of an 
imaging chamber to the 
intestine 

 McDole et al. ( 2012 ), 
Chieppa et al. ( 2006 ) 

 Footpad  Restrain of limb of 
interest with the footpad 
facing the microscope 
objective 

 On a warming platform mold 
a water-tight well or place a 
fi tted imaging well around the 
leg of the animal 

 Sen et al. ( 2010 ), 
Zinselmeyer et al. 
( 2008 ) 

 Ear  Secure ear to a warmed 
platform and place an 
o-ring over the site of 
interest for imaging 

 Simple platform that will 
easily accommodate a mouse 
or rat ear with warming 
capabilities 

 Sen et al. ( 2010 ), 
Peters et al. ( 2008 ) 

 Skin  Shave the area of interest  Using tissue-safe glue place 
an o-ring over the area of 
interest, fi ll the o-ring with 
tissue culture media or 
1× PBS 

 Kim et al. ( 2010 ), 
Odoardi et al. ( 2007 ) 

 Spinal 
cord 

 Basic laminectomy of 
3–5 vertebrae, using 
caution to avoid 
disrupting the spinal cord 

 Platform to support the head 
and tail with the mouse or rat 
in the prone position. 
Mounted small-animal tissue 
retractors expose the 
laminectomy site 

 Llewellyn et al. 
( 2008 ), Rothstein 
et al. ( 2005 ) 
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4.5        Construction of In Vivo Imaging Stages 

 In general, an imaging stage should be constructed such that it is easily moved and 
compact but can be stably secured under the microscope. This may require tapping 
new screw holes in the microscope stage. The stage should be large enough in the x, 
y dimensions to support and position the animal while allowing for securing of 
perfusion tubes, additional stage parts, and suture string by taping. Finally, the 
imaging stage should be designed to prevent fl uid leaks/spill-over into the micro-
scope housing, stage, air-table or other equipment. Building a stage with raised 
edges is one way to protect from media leakage or spills. For some procedures, such 
as ear imaging, a block or platform secured to the stage is used to further support the 
tissue. Stage modifi cations may be achieved temporarily with waterproof tape, or by 
permanent attachment via waterproof epoxy glue or by stage-specifi c screws. 

 Several materials are suitable for the construction of an imaging stage. Plexiglass 
or Lexan are inexpensive, easily cut or milled, heat resistant, durable, and easy to 
clean. However, metal stages have the advantage of being less easily stripped by 
screw-in modular parts and represent a viable alternative for a high-use stage. 3D 
printing technology now allows for easy creation of small custom parts, including 
head restraints, nose cones, custom o-ring holders and vacuum-suction imaging win-
dows. Several free 3D rendering programs designed to work with 3D printers are 
available online (e.g. Autodesk 123D, Blender, Wings3D). and commercial programs 
such as AutoCAD and Solidworks offer student and academic program versions. 

 A warming plate attachment is necessary to maintain constant temperature at 
the site of imaging. Often the animal can be warmed with a simple heating pad 

Table 4.5 (continued)

 Tissue  General procedure (s)  Imaging stage(s)  Selected references 

 Muscle  Restrain the animal and 
expose the muscle of 
interest 

 General use warming 
platform. Place an o-ring over 
the area to be imaged or build 
a media well around the area 
using inert tack 

 McGavern and Kang 
( 2011 ), Dombeck 
et al. ( 2007 ), Pai 
et al. ( 2012 ) 

 Brain  Create a skin fl ap above 
the area of interest. Thin 
the skull 

 A small o-ring may be glued 
around the imaging area to 
help retain media. Or imaging 
may be performed directly 
with a few drops of media 

 Ishii et al. ( 2009 ), 
Kohler et al. ( 2011 ) 

 Heart  Ectopic transplant and 
engraftment for ease of 
exposure. Acquisition 
timed with ventilation to 
minimize movement 

 Adjustable upper and lower 
plates with an o-ring holder 
built in the middle to stabilize 
the imaging well 

 Li et al. ( 2013 ), 
Li et al. ( 2012 ) 
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placed under the whole animal. Additional local warming of the imaged tissue is 
necessary in the case of tissues isolated from the core of the animal, such as in 
skin-fl ap or spleen imaging, or with use of liquid on a peripheral tissue (ear and 
footpad). A simple warming device is easily created by attaching a resistor with 
thermal compound to a copper or aluminum platform. Small square resistors 
(~10–40 Ω) that are designed to be attached to a heat-sink will provide enough 
power to warm an imaging stage to 37–38 °C when attached to a variable 12 V 
power supply. The resistor should be placed at least an inch or two away from the 
imaging site to avoid getting wet or interfering with animal positioning. The 
warming plate may be covered with a layer of heat-resistant Vinyl tape which will 
allow for easy cleaning while protecting the warming device from repeated con-
tact with tissue and liquid. A small  thermocouple or thermistor probe is used to 
monitor the temperature of the tissue close to the imaging site, which can be regu-
lated either by manual adjustment of the power to the heater, or by a feedback 
circuit.  

4.6     Intravital Imaging Preparations 

4.6.1     Skin 

 Imaging the ear pinna or footpad of the mouse or rat is a convenient way to examine 
the behavior of cells in the skin. Because the footpad is hairless, auto-fl uorescent 
hair follicles do not interfere with the imaging signal. Also, the ear pinna has little 
hair, particularly the lateral surface, or inside of the pinna leading to the ear canal. 
The skin is perfused by blood vessels near the surface, and local injections are easily 
carried out in the footpad or pinna allowing for straightforward design of lympho-
cyte homing or infection/pathogen invasion studies. No surgery is necessary to visu-
alize lymphocytes, facilitating longitudinal imaging studies in the footpad and ear 
pinna. Intravital imaging in the footpad and ear pinna has been used to successfully 
monitor several immune reactions and cell types that are native to the skin, includ-
ing delayed-type hypersensitivity (DTH), parasite infections, T cell, ILC2 (type 2 
innate lymphoid cells), adjuvant mobilization of dermal dendritic cells and 
Langerhans cells, and neutrophil behavior (Matheu et al.  2008 ; Peters et al.  2008 ; 
Chtanova et al.  2008 ; Zinselmeyer et al.  2008 ; Roediger et al.  2013 ; Kreisel et al. 
 2010 ). In comparison to the mouse, we fi nd that deeper imaging in the ear pinna of 
the rat requires some surgery to remove the thicker epidermal layers, particularly 
under conditions of infl ammation and local tissue edema. The ear and footpad are 
collagen-rich tissues, and the second harmonic signal from the collagen provides 
useful structural markers during two-photon imaging. Injection of a high molecular 
weight (70 kDa or higher) fl uorescent dextran, or unconjugated quantum dots can 
be used to mark blood vessels. Here, we describe methods for preparing the footpad 
and ear pinna for 2P imaging. 
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4.6.1.1     Footpad Imaging 

 Once the surgical plane of anesthesia is achieved, place the animal in a prone posi-
tion with the hind leg of interest extended behind the animal and over a warming 
plate pre-warmed and stable between 35 and 37 °C. Note that the ear and footpad 
are naturally slightly cooler than mouse core body temperature. Using breathable 
medical tape, secure the fore-paws of the animal to the stage. If a nose-cone is being 
used to administer isofl uorane or medical oxygen, tape the nose cone and tubing 
securely to the imaging stage. Gently tie suture string around 2–3 toes, carefully 
pull the string taught, wrap it around the edge of the stage and secure it to the under-
side using waterproof tape. At this point the circulation to the toes of the animal 
should be checked by looking for swelling or signifi cant color change. This is espe-
cially important for survival imaging and longitudinal imaging studies. The footpad 
and suture strings should be as fl at as possible against the imaging stage. Tape the 
hind leg in place close to the body and the tail off to the side, away from the footpad 
that will be imaged. Once the animal is secure, build a well of sticky poster-tack 
around the footpad large enough to allow free access by the microscope objective. 
To ensure a water-tight seal, a layer of vacuum grease may be applied, and the leg 
may be shaved if fur interferes with the integrity of the well. Mold the tack around 
suture strings and above the foot-pad of the animal. If footpad imaging will be high- 
use or high-throughput a plastic well shaped to accommodate the leg of the animal 
may be built and placed over a thin layer of sticky-tack adhered to the animal to 
maintain a seal.  

4.6.1.2     Ear Pinna Imaging 

 Ear imaging is facilitated by raising the pinna on a small plastic block or platform 
that is secured next to the head of the animal, and is fi tted on its upper surface with 
a small warming plate. This will allow the animal to be placed in a natural supine 
or prone position rather than placing the animal laterally to lay the ear fl at, which 
introduces more movement artifact. Place the anesthetized animal in the prone or 
supine position to expose the side of the ear to be imaged. The ventral side (inte-
rior) of the ear pinna is preferred for imaging due to a lower number of autofl uores-
cent hair follicles. Secure the animal in this position using medical tape and, if 
necessary, gauze bundles to provide additional support. Cover the warming pad 
with medical tape to which the animal ear may be glued directly with cyanoacry-
late (VetBond 3M TM ) adhesive; alternatively, the tip of the ear may be taped down 
to the imaging stage. For longitudinal studies the tape and animal can be removed 
from the imaging stage and the tape removed from the ear with gentle washing with 
70 % ethanol. Once the ear is secured, either of two imaging chambers can be 
employed. First, for imaging of a small area an o-ring may be glued directly to the 
ear tissue and fi lled with media. If leakage near the base of the ear occurs, more 
glue may be applied to the outside of the o-ring and thin layer of vacuum grease 

4 Intravital Imaging of the Immune System



94

will maintain the seal. Alternatively, a moldable imaging chamber may be con-
structed with Sticky Tack (Poster Tack), which has the advantage of allowing for 
imaging closer to the animal head as the tack can be molded around the ear to cre-
ate a sealed well. 

 The ear and footpad are collagen-rich tissues, thus a robust second harmonic 
signal within these tissues provides useful structural markers during 2-P imaging. 
Injection of a high molecular weight (70 kDa or higher) fl uorescent dextran, or 
unconjugated quantum dots can further be used to mark blood vessels. 

 The use of depilatory cream or similar products is contra-indicated for imaging 
of immune responses, because a locally induced infl ammatory response may alter 
endogenous cell behavior, progression or outcome of the immune response; although 
dendritic cell migration is reported to be unaffected careful controls for induced 
infl ammation should be considered (Roediger et al.  2008 ).   

4.6.2     Lymph Node Imaging 

 Imaging lymphocyte behavior is essential for understanding the underlying cho-
reography and orchestration of an immune response. The development of an 
immune response and native behavior of lymphocytes under multiple conditions 
including thymic selection has been has been studied intensely within the last 
decade (Germain et al.  2012 ; Jacobelli et al.  2013 ; Tang et al.  2013 ), however, the 
nature of many cell-cell interactions, and underlying molecular forces that sup-
port cell-cell communication during various immune responses remain 
undefi ned. 

 The lymphatic system is comprised of a network of dedicated vessels that, 
starting from the extreme periphery, ferry lymphatic fl uid, antigens, infectious 
particles and lymphocytes through sequentially arranged peripheral lymph 
nodes, eventually returning lymph to the circulation via the thoracic duct. Lymph 
nodes fi lter and collect pathogens as well as peripheral antigen bearing APCs, 
creating a contained local environment to facilitate rapid response upon local 
injury and infection (Girard et al.  2012 ). They are highly organized structures 
wherein cell-cell contacts and antigen delivery by DCs or lymph node-resident 
macrophages are tightly controlled by local chemokines to orchestrate the devel-
opment of a pathogen relevant immune response (Phan et al.  2009 ; Gray et al. 
 2012 ; Germain et al.  2012 ). 

 The inguinal lymph node is a large, accessible lymph node that is easily prepared 
for intravital imaging. The popliteal lymph node is another popular choice for 
 imaging, but is more challenging to achieve a stable preparation. Here we describe 
the original preparation of the mouse inguinal lymph node for 2-P imaging and 
present two designs for tissue stabilization during imaging. Additional equipment 
required for the imaging of peripheral lymph nodes using these methods is provided 
in Table  4.6 .
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4.6.2.1       Inguinal Lymph Node Imaging Procedures 

 Once the animal is properly anesthetized, begin by shaving the lower abdomen and 
stomach with electric clippers, wet any remaining fur with 70 % ethanol, and make 
a mid-line incision from the lower abdomen to the base of the lungs without cutting 
into the peritoneum. On the side of the lymph node to be imaged, make a second cut 
starting from the lower abdomen midline incision along the inside of the leg down 
to the top of the knee forming a skin fl ap. Gently separate the skin-fl ap from the 
body of the animal, exposing the region of the inguinal lymph node. Ensure that the 
skin fl ap is separated enough to comfortably place the o-ring holder over the area of 
the lymph node without pressing against the body of the animal. Hold a rubber 
o-ring (12 mm ID) in a pair of forceps and apply a thin fi lm of VetBond 3M TM  to the 
bottom surface, wiping off superfl uous glue such that only a thin layer is left. Gently 
place the o-ring onto the skin fl ap, centered over the exposed lymph node. To cure 
the glue from the inside of the o-ring, fi ll the o-ring with ~1 mL of PBS and wipe 
away excess cured glue that will fl oat to surface. Excess glue can adhere to the 
exposed lymph node and obscure the two-photon signal. Flush the area around the 
outside of the o-ring with PBS to cure the glue around the outer edges of the o-ring 

     Table 4.6    Procedure-specifi c equipment   

 Lymph node 
imaging 

 Dissecting microscope 
   Necessary for the removal of fat above lymph node 
 O-ring holder 
   Static chamber over warming platform 
   Superfusion chamber attached to stage (warmed media) 
 12 mm ID rubber O-ring 
 Small bundles of gauze to help position the animal 
 PBS to keep surrounding tissue moist 

 Lung imaging  1–1.5 inch long 18–22 gauge intubation tube 
 Y connector for intubation tubes 
 50 mL conical tube 
 Rubber stopper that fi ts 50 mL conical tube 
 Small animal ventilator (mouse/rat) 
 Vacuum pressure regulator (20–25 mmHg) 
 Vacuum imaging window and stabilizing/attachment arm 
 12 mm circular glass or unbreakable plastic coverslip 
 Compressed room air 

 Spinal cord 
imaging 

 Mounted small animal retractors for laminectomy 
 Laminectomy forceps 
 Artifi cial cerebrospinal fl uid (ACSF) 
 Small animal holder/ restraint 
   Stereotactic holder for the head and support of hind limbs may be useful to 

keep the spine straight during imaging 
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to cure any remaining glue and ensure that the skin fl ap is hydrated. Soak 2 or 3 
gauze strips in PBS and place them on the exposed areas of the animal to keep them 
moist while leaving the skin fl ap free. Fill the o-ring with media and place the ani-
mal under a dissecting microscope. Using fi ne-tipped forceps carefully remove fat 
around the organ while maintaining blood vessel integrity. Fat removal will be facil-
itated by the liquid in the o-ring which will allow it to fl oat to the top. Replace the 
media in the o-ring if too much fat is present and cannot be wicked away. A sche-
matic illustrating the o-ring preparation of the inguinal lymph node is presented in 
Fig.  4.1 .

   Figure  4.2a  shows a simple design of an o-ring holder to stabilize the node and 
maintain physiological conditions for imaging. Once the lymph node is exposed, 
line the inside of the o-ring holder with a thin layer of vacuum grease, position the 
animal such that the o-ring is directly under the holder and gently press upwards 
such that the o-ring is secure in the holder. At this point the animal should be 

  Fig. 4.1    Preparation of inguinal lymph node for in vivo 2P imaging       

a b

  Fig. 4.2    O-ring based chambers for inguinal lymph node imaging. ( a ) Static well on warming 
platform ( b ) Superfusion chamber       
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 supported by a small warming platform such that the o-ring is level with the animal 
and no tension is placed on the tissue. The warming platform should extend under 
the imaged lymph node and skin fl ap. Check the o-ring system for leaks and proceed 
with two-photon imaging.

   An alternative o-ring holding system may be used conjunction with a warmed 
media superfusion system as seen in Fig.  4.2b , which enables improved temperature 
control and minimizes leakage or drying of the imaging well. A perfusion-coupled 
o-ring holder should be the length of the animal, fi tting under the foreleg and over 
the leg, with a carved-out region on the underside such that the lower leg can be 
positioned and taped in place. In the center of the block a hole for the o-ring should 
be made with an inlet for media perfusion on one side and suction on the other. The 
underside of the o-ring holder should be thinned in the area of the skin fl ap such that 
it can be placed directly over the tissue without pressing on the skin fl ap and impair-
ing circulation, while still holding the o-ring in place. Using this system, media 
warmed by an in-line heater may be superfused over the tissue during imaging, 
yielding improved temperature and imaging stability.   

4.6.3     Imaging Organs of the Abdominal Cavity 

 When imaging organs in the abdominal cavity they must be stabilized such that 
breathing and heartbeat do not cause tissue movement during imaging. Several 
abdominal organs including lung, liver, pancreas, and intestine have been success-
fully imaged (McDole et al.  2012 ; Thornton et al.  2012 ; Coppieters et al.  2010 ; 
Chieppa et al.  2006 ; Egen et al.  2008 ). Here we describe a simple preparation for 
spleen imaging; and a suction window preparation for use in lung imaging (Thornton 
et al.  2012 ; Looney et al.  2011 ). The latter system is readily adapted to imaging of 
multiple tissues that require stabilization. We also present unpublished methods for 
the stable imaging of a spinal cord preparation. 

4.6.3.1    Lung Imaging 

 Live imaging of the lung enables the behavior of lymphocytes to be visualized dur-
ing a myriad of disease responses in this delicate tissue. However imaging depth is 
typically limited to less than 100 μm by the difference in refractive index between 
air in the alveoli and tissue which is closer to that of water. To image deep in the 
lung, a slice preparation is a useful way to examine cellular behavior (Thornton 
et al.  2012 ; Matheu et al.  2013 ). Additional equipment and materials for lung imag-
ing can be found in Table  4.6 . 

 A diagram of the ventilation system and intubation is provided in Fig.  4.3a . 
Imaging the infl ated lung requires a custom vacuum window as shown in Fig.  4.3b , 
stable intubation, a mechanical ventilation system (e.g. Harvard Apparatus or 
Kent Scientifi c), an isofl uorane vaporizer, and a positive end-expiratory pressure 
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ventilation system (PEEP) that may be constructed in-house. The imaging win-
dow system described here was developed and designed in the Krummel labora-
tory at UCSF. For anesthesia, isofl uorane-perfused room air is best used due to 
acid build-up associated with pure oxygen usage over an extended period of time. 
A PEEP is easily created by submerging the outfl ow from the intubated animal 
under ~ 3 cm of water in the bottom of a stoppered conical tube (Fig.  4.3c ). Outfl ow 
from the conical tube should be collected via a second tube (not submerged) and 
fed into an isofl uorane scavenging system.

   Full-sized mice (20–25 g) are best used for lung imaging to improve the success 
rate of surgery. First set up the vacuum window system with a small round coverslip 
secured to the fl at part of the window with a thin line of vacuum grease, taking care 
not to have any grease enter the grooves that will allow for suction. The conical side 
of the window should be facing down and will make contact with the lung itself. 
The window arm should be secured using a compact right-angle clamp holder 
(Bosshead style) which will allow it to be secured to a vertical support rod screwed 
into the microscope stage. This will allow for easy positioning in the x, y and 
z-direction relative to the lung. The animal may be anesthetized with either  injectable 
anesthetic or isofl uorane. Shave the area of the animal where lung imaging will be 
performed (typically left or right side, just under the foreleg), also shave the under-
side of the throat for the intubation surgery. If isofl uorane is being used, intubation 
surgery must be performed quickly (within 1 min) such that the animal does not 
regain consciousness. Extensive practice of this procedure is recommended prior to 
live animal use. The general procedure for intubation requires that an incision of 
2–3 cm is made from just even with the jaw, down to the collar bone of the animal. 
Next, gently pull aside the skin, then the muscle covering the trachea to expose at 
least ½ cm of the trachea. Thread a suture string under the exposed trachea, partially 
transect the trachea above the string and immediately intubate the animal. Tie the 
suture string around the trachea and intubation tube making an air- tight seal. 

 Once the tracheal intubation is complete and the animal is stability ventilated, 
turn and position the animal on its side exposing the shaved area for surgery. Folded 

a b c

  Fig. 4.3    Vacuum window system for in vivo lung imaging. ( a ) Ventilation system and mouse 
intubation. ( b ) Custom vacuum window. ( c ) Custom-made positive end-expiratory pressure venti-
lation system ( PEEP ). (Images courtesy of the Biological Imaging development Center, UCSF)       

 

M.P. Matheu et al.



99

gauze is placed under the animal to support the thorax and improve lung exposure. 
Tape the animal in place on the heated stage. Make a small incision on the side of 
the animal under the forearm or on the chest and cut away the skin above at least 
three ribs. Carefully cut three ribs by gently cutting them at either side of the inci-
sion and removing them, cauterizing as necessary. This will expose the outside of 
the lung. The exposed lung should be infl ated and moving in time with the respira-
tor. Move the animal and stage under the microscope and lower the vacuum window 
with mounted coverslip onto the exposed lung tissue. Once the vacuum pressure is 
stable (between 20 and 25 mmHg; 0.02–0.03 bar) and the lung is secure against the 
coverslip, place a drop or two of media on top of the coverslip, lower the micro-
scope objective and focus on the tissue. During imaging, monitor the vacuum pres-
sure and replace evaporated media as necessary to maintain the image.  

4.6.3.2    Spinal Cord Imaging 

 Spinal cord imaging methods have been reported by several groups, utilizing similar 
preparations to expose the dorsal side of the spinal cord for imaging of axons and 
infi ltrating lymphocytes (Johannssen and Helmchen  2013 ; Davalos et al.  2008 ; 
Davalos and Akassoglou  2012 ; Steffens et al.  2012 ). It should be noted that the 
ventral side of the spinal cord is not readily accessible to intravital imaging, and the 
high lipid content of the spinal cord precludes imaging through the thickness of the 
cord. Therefore, if the cells of interest are located on the ventral side, an ex-vivo 
preparation may yield better imaging results. 

 For intravital imaging, place the anesthetized animal in a prone position on a 
warmed imaging stage. To keep the back as straight as possible, it is necessary to 
support the tail and head of the animal. Support can be achieved with a folded and 
secured piece of gauze or fi xed platform that will allow for the nose cone to remain 
on the animal. Shave the back of the animal around the site where surgery will be 
performed and clean the surgical site with ethanol to remove any remaining stray 
fur. Make a 1½–2 cm longitudinal incision in the skin, centered above the imaging 
site. Carefully retract the skin and the underlying muscle by pulling them to the side 
and placing small retractor clamps or small spinal cord clamps on either side to keep 
the spine exposed. Choose an area in the center where the lamina will be removed. 
Carefully cut the lamina free by lifting the spine with forceps and sliding small, very 
sharp surgical scissors under the lamina and cutting the bone on both sides. The 
lamina should be removed in one piece with no further tugging or pulling on the 
spinal cord. Any bleeding may be controlled by using a small vessel cauterizer, or 
by gently placing pressure on the area with a small piece of gauze, kimwipe, or gel-
foam. Rinse the surgical site with warmed artifi cial cerebro-spinal fl uid (ACSF) and 
fi ll the well created by the skin and muscle retractors with ACSF. If a larger imaging 
site is desired remove 1–2 more lamina exposing a length of spinal cord that can be 
scanned for cells of interest. Add ACSF to the incision site and proceed with imag-
ing. If additional depth around the imaging site is needed Gelseal TM  (Vascutek) 
or similar biologically inert gel may be used to form a deeper well. Because it is 
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diffi cult to directly warm the spinal cord, the fl uid well above the cord may be super-
fused with warmed media, or the animal may be placed in a warming chamber kept 
at 37 °C. Animals may be recovered from the laminectomy and re- imaged several 
weeks or days later, however due to the open-air nature of 2-photon imaging recov-
ery will necessitate antibiotics, analgesics, and further animal monitoring. 

 Additional equipment and materials for spinal cord imaging can be found in 
Table  4.6 .    

4.7     Summary 

 For in vivo examination of cell behavior, video-rate two-photon imaging is unparal-
leled by any other imaging technology. Two-photon imaging allows cells to be visual-
ized deep inside living tissues for long periods of time with minimal photo-toxicity. 
Although in situ preparations are often more convenient and can yield more data 
per animal, intravital imaging remains a necessary technique for any imaging that 
requires intact blood and lymphatic fl ow. With continued development of multi- color 
reporters and novel analysis methods, two photon imaging both in situ and in vivo 
will contribute novel insight to our understanding of immune response orchestration.     
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    Chapter 5   
 Cancer in the Spotlight: Using Intravital 
Imaging in Cancer Research 

                Miriam     R.     Fein     ,     Robert     W.     Wysocki     , and     Mikala     Egeblad    

    Abstract     Intravital imaging can provide unique insights into cancer biology and 
has been particularly useful for research into therapy responses, metastasis, and 
immune responses. Here, we discuss the protocols that we routinely use for intravi-
tal imaging of mammary tumors to follow drug responses and for imaging of lungs 
to study metastatic seeding. These methods include: (1) the skin-fl ap technique used 
to image mammary tumors in a single, long experiment; (2) the use of an implant-
able imaging window for long-term serial imaging of mammary glands; and (3) the 
use of a thoracic window for intravital imaging of lungs to study the processes 
involved in the metastatic spread to lungs. We discuss common technical issues 
encountered when using each of these methods and provide our solutions for over-
coming them. Finally, we discuss some of the exciting, new techniques on the hori-
zon for intravital imaging in cancer biology.  
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5.1         Introduction 

 Tumors are complex tissues which contain many other cells types besides cancer 
cells, such as fi broblasts, immune cells, and vascular cells (Egeblad et al.  2010 ). 
Determining how communications between non-cancerous cell types infl uence 
tumor initiation growth, metastatic spread, and response to therapy requires multi-
ple, complementary approaches, such as genetic manipulation, immunohistochemis-
try, DNA sequencing, and transcriptional profi ling. Intravital microscopy is an 
additional technique that can provide unique insights into issues such as tumor het-
erogeneity, cell motility, cell-cell interactions, tumor cell proliferation and survival. 

 Techniques in the fi eld are improving steadily, including new injectable fl uores-
cent probes for measuring specifi c enzyme activities and new fl uorescent proteins 
with excitation in the near infrared spectra (Shcherbakova and Verkhusha  2013 ). In 
addition, new approaches are being developed allowing imaging in tissues that had 
been impossible to image previously, as well as procedures allowing for long-term 
studies over weeks or even months within the same animal (Looney and Bhattacharya 
 2013 ; Looney et al.  2011 ; Ritsma et al.  2012 ,  2013 ). As these advances continue, 
intravital imaging will become even better at probing the inner workings of tumors, 
from drug responses to reactivity of immune cells, and the metastatic process. 

 The earliest imaging windows were developed in the 1920’s, and were implanted 
into rabbit ears to study angiogenesis and growth of an epithelioma implant (Clark 
and Clark  1932 ; Ide et al.  1939 ). These studies relied on light microscopy and a rab-
bit trained to lie still during imaging. Intravital imaging has come a long way since 
then, but the goal is still the same: to understand and view complex biology as it 
occurs in a living organism. Most other techniques in biology, such as DNA or RNA 
sequencing, or immunohistochemical staining of a fi xed tissue, give only a snapshot 
of gene activity. With intravital microscopy, we are able to examine the consequences 
of gene activity acutely and over time, almost as though we are taking a living biopsy 
continuously from the same mouse for hours, days, or even weeks. This makes the 
technique invaluable for examining dynamic changes such as drug delivery, behav-
iors of cancer or stromal cells, including cell death and proliferation, or cancer cell 
intra- or extravasation during metastasis (Nakasone et al.  2012 ; Condeelis and Segall 
 2003 ; Stoletov et al.  2010 ). The latter is one example of a process that been extremely 
diffi cult to study otherwise, but through microscopy, we can view how cancer cells 
enter and leave the vasculature: a process no other technique can allow us to view.  

5.2     Examples of Uses of Imaging in Preclinical Cancer 
Research 

 We have found intravital imaging to be particularly useful for gaining insights into 
the heterogeneous delivery and response to drugs, and in turn, how to improve drug 
responses. Certain drugs, such as doxorubicin, are naturally fl uorescent and their 
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distribution from the bloodstream into the tumor tissue and their subsequent effects 
on cancer and stromal cells can therefore be determined relatively easily. In a recent 
paper, our laboratory used the skin-fl ap technique to image murine mammary 
tumors and showed that doxorubicin delivery to tumor tissue was increased in areas 
where the vasculature was most leaky (Nakasone et al.  2012 ). Other compounds, 
such as therapeutic antibodies, can be labeled with fl uorophores so they can be 
monitored by intravital microscopy (Egeblad et al.  2008 ; Tremoleda et al.  2012 ). 
For example, we are currently studying the delivery and angiogenic response to the 
anti-vascular endothelial growth factor (VEGF) antibody, bevacizumab, in mouse 
models of breast cancer. To determine how cell death is induced by anti-cancer 
drugs, we use cell-impermeable DNA labeling drugs (such as propidium iodide or 
To-Pro3), which can only enter cells after the plasma membrane has been disrupted, 
such as in cases of cellular necrosis or apoptosis. This has allowed us to specifi cally 
label cells that are undergoing cell death and quantify cell death rates under various 
conditions and in different tumor regions (Nakasone et al.  2012 ). 

 Metastasis is still the foremost problem facing cancer patients, as the vast major-
ity of cancer-related mortality is in patients with metastatic disease (American 
Cancer Society  2011 ). Unfortunately, there are no cures for most types of metastatic 
disease. How the metastatic process is regulated also largely remains a mystery. 
Intravital imaging provides a unique way of examining the metastatic process and 
may ultimately help us understand how it can be blocked. 

 Traditionally, studies on metastasis have relied on measurements made at the 
end-point of the process, the establishment of micro- or macrometastasis,  e.g ., by 
histology. However, such methods do not address the dynamic aspect of the meta-
static process: cancer cells exit the primary tumor, invade the local tissue, intrava-
sate into blood or lymphatic vessels, then are transported to and extravasate into 
tissue at a secondary site. To gain insight into the dynamics of metastasis, intravital 
imaging has been applied with great success (Fein and Egeblad  2013 ). Live micros-
copy with expression of fl uorescent proteins ( e.g ., green and red fl uorescent pro-
teins [GFP and RFP]) by cancer and stromal cells has provided insights into what 
types of behaviors and cell-cell interactions differentiate metastatic and non- 
metastatic cancer cells. Important biological insights into the process of metastasis 
gained through different types of imaging technologies demonstrate how interac-
tions between the cancer cells and components of the microenvironment, such as the 
extracellular matrix (ECM), the vasculature, fi broblasts, and immune cells contrib-
ute to the metastatic process (Condeelis and Segall  2003 ; Friedl and Alexander 
 2011 ; Wolf and Friedl  2011 ). Studies using confocal or two-photon microscopy 
have for example shown that during metastasis, cancer cells migrate towards che-
moattractants (Wang et al.  2003 ,  2005 ); cancer cells can migrate as single cells, in 
single-cell fi les or collectively (Giampieri et al.  2010 ); both protease-dependent and 
-independent cancer cell migration can lead to dissemination (Sahai  2007 ; Wolf and 
Friedl  2011 ); the vasculature undergoes dynamic changes (Fukumura et al.  2010 ; 
Vakoc et al.  2009 ); macrophages and invadopodia promote intravasation 
(Kessenbrock et al.  2010 ; Wyckoff et al.  2004 ; Gligorijevic et al.  2012 ); extravasa-
tion of cancer cells is related to expression of epithelial-to-mesenchymal (EMT) 
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regulating transcription factors (Wells et al.  2011 ); and specifi c microenvironmental 
factors are necessary for homing of cancer cells (Joyce and Pollard  2009 ). 

 Cell culture-based methods can model aspects of the metastatic process (such as 
invasion), but they cannot model the full, complex context cancer cells encounter in 
the tissue, making intravital microscopy an essential technique in studying metasta-
sis. Two major themes have emerged from imaging experiments: they have pointed 
to the critical role of the tumor microenvironment ( e.g ., ECM, vasculature, macro-
phages, fi broblasts, and neutrophils) in the metastatic process, and they have helped 
to visualize dynamics of cellular movements as well as the signaling pathways 
involved in these processes (Fein and Egeblad  2013 ). The dynamics of tumor- 
stroma interactions and the behavior that cells exhibit at the various stages of metas-
tasis could not have been revealed by any other means. Thus, insights from live 
imaging may ultimately shed light on how to effectively treat cancer metastasis.  

5.3     Specifi c Protocols for Surgical Preparation of Tissues 
for Intravital Imaging in Preclinical Cancer Research 

 Intravital imaging techniques to probe drug responses and the process of metastasis 
require great technical skills. For example, poor surgical techniques can lead to 
infection and result in an acute infi ltration of the area by immune cells, lead to 
excessive bleeding, or stop the blood supply in the area being imaged. Similarly, it 
is pivotal to maintain the animal at as close to physiological conditions as possible, 
for example, maintaining proper temperature, hydration, and oxygenation, other-
wise the data gathered may not be biologically signifi cant. Here, we discuss solu-
tions that we have found to mitigate these problems. 

 The fi rst major requirement for successful intravital imaging is appropriate prep-
aration and access to tissues for imaging. In this section, we describe three specifi c 
protocols used to achieve this for intravital imaging in preclinical cancer research. 
In addition to these techniques currently used in our laboratory, an implanted 
abdominal imaging window was designed, which can be used for repeated imaging 
for up to 1 month of an abdominal organ, such as the spleen, kidney, small intestine, 
pancreas or liver. This window has been used to monitor liver metastases in a trans-
plant model from the extravasation of single cancer cells in the liver in the to the 
establishment of micro-metastases (Ritsma et al.  2012 ). A complete protocol for 
this technique was recently published and is not described here (Ritsma et al.  2013 ). 

5.3.1     Mammary Skin Flap 

 We use a skin fl ap technique to expose and image the inguinal mammary gland in 
order to study such processes as drug distribution, cancer cell death after chemo-
therapy, and the reactive infi ltration of myeloid cells after chemotherapy (Egeblad 
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et al.  2008 ; Ewald et al.  2011b ; Nakasone et al.  2012 ). The skin fl ap technique is 
relatively easy to learn (usually mastered after ten experiments) and allows for con-
tinuous imaging for up to 40 h (Nakasone et al.  2013 ). Our protocol is optimized to 
reduce surgical trauma, foreign bodies, or bacterial contamination, which can result 
in tissue damage and an acute infl ammatory response.

    3.1.1.    Anesthetize the mouse in an induction chamber with 4 % isofl urane with 
21 % oxygen and balance nitrogen (fl ow rate set to 1.0 L/min) as the 
carrier gas. 
  Note : Gas anesthesia is easier to regulate over long time intervals than 
injectable anesthesia, though injectable anesthesia does not require any spe-
cial consideration of ventilation or the collection of the anesthetic gas 
(Nakasone et al.  2013 ). We have found that starting the experiments with 
21 % oxygen, rather than 100 %, results in longer survival times. It enables 
the operator to increase oxygen levels if an animal’s blood oxygen levels 
fall below 95 % saturation, as occasionally happens during longer imaging 
procedures.   

   3.1.2.    Move the mouse to a clean surgical area, and reduce the concentration of 
isofl urane from 4 to 2.5 %.   

   3.1.3.    Remove hair from the ventral surface of the animal using an electronic 
shaver or a chemical hair depilatory cream ( e.g ., Nair). Stray hairs in the 
imaging site not only autofl uoresce but they also rapidly induce a strong 
infi ltration of innate immune cells into the region. 
  Note : We prefer removing hair with an electric shaver 12–48 h before the 
procedure as freshly shaved fur often results in small stray hairs in the 
imaging fi eld, while mice, when allowed to self-groom, mostly remove any 
remaining cut hair. Depilatory creams do not result in stray hair, but may 
result in undesired infl ammation of the skin.   

   3.1.4.    Disinfect the ventral surface of the animal with topical antiseptic bacteri-
cide, such as betadine (Povidone-iodine, 5 %) and 70 % isopropanol wipes.   

   3.1.5.    Expose the tumor on the inguinal mammary gland by making a ventral 
midline incision through the skin from approximately 3 mm above the ure-
thra to the xiphoid process, while avoiding puncturing or cutting through 
the peritoneum. 
  Note : Tumors are ideal for imaging using the skin fl ap technique when they 
are 6–8 mm in diameter as measured by a caliper. Tumors larger than that 
are more diffi cult to position on the microscope stage as they are often not 
as fl at as the smaller tumors.   

   3.1.6.    Peel back the skin from the peritoneum to expose the tumor using sterile 
forceps and scissors. If done carefully, there will be minimal tissue damage 
or disruption of microvasculature. 
  Note : Care should be taken not to damage the vasculature of the tumor. This 
may occur if the skin is not peeled away gently.   

   3.1.7.    Position a glass microscope slide on the outside of the skin, such that the 
tumor will sit fl at once it is exposed. Use superglue ( e.g ., Krazy Glue) to 
attach the skin to the slide.   
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   3.1.8.    Quickly transfer the mouse to the microscope stage for imaging. Be sure to 
properly place the tumor to be imaged over the imaging port on the stage 
(using an inverted microscope). 
  Note : Excessive repositioning of the mammary tumor on the imaging plat-
form can result in microvessel damage, induce an immune response, and 
result in the death of the outer layers of cells. We use customized stage 
inserts (see (Ewald et al.  2011a ) for our design).   

   3.1.9.    Reduce the isofl urane to 1.5 % once the mouse is stable on the microscope 
stage. Maintain the isofl urane concentration between 0.8 and 1.5 % during 
the imaging session.   

   3.1.10.    Insert an indwelling intraperitoneal line, attached to a syringe, to provide 
50–100 μl/h of 0.9 % saline (or PBS) during imaging. This line may also be 
used for administration of medications ( e.g ., chemotherapeutics) and imag-
ing dyes or probes (Nakasone et al.  2013 ). 
  Note : Loss of fl uid volume during long imaging sessions may impact blood 
volume and thereby the physiology of the mouse.   

   3.1.11.    Maintain a rectal temperature of 37 °C (we use TH-5 Thermalert Monitoring 
Thermometer, Physitemp Instruments Inc.) using a water-fi lled heating blan-
ket (T-pump, Gaymar), a heated box, a heated stage, or heating lamp (the 
latter may require that the image fi eld is shielded from the light of the lamp). 
  Note : Even minor decreases in the temperature of the tissue may affect the 
migratory properties of lymphocytes (Germain et al.  2006 ). We have found 
that the combination of a heating pad and heat lamp give good temperature 
control.   

   3.1.12.    Maintain proper levels of anesthesia throughout imaging by monitoring 
vital signs – pulse, blood oxygen levels and breath rates – with an oximeter 
probe ( e.g ., the MouseOx system by Starr Life Sciences, Inc.). 
  Note : Under optimal anesthesia, the heart rate is steady and between 300 
beats per minute (bpm) and 450 bpm, oxygen saturation stays at 95–98 %, 
and breath rate is 55–65 breaths per minute. Under too deep anesthesia, the 
heart rate falls below 300 bpm and may become erratic, oxygen saturation 
drops below 95 %, and the breath rate slows to <50 breaths per minute. 
Under too light anesthesia, the heart rate increases to >450 bpm, and the 
breath rate increases to above 70 breaths per minute. For additional details, 
see (Nakasone et al.  2013 ; Ewald et al.  2011b ). The isofl uorane concentra-
tion is dependent on mouse background and age, and the optimal concentra-
tion often changes during long imaging sessions. For example, we have 
found that the optimal level of isofl urane for 3- to 5-month-old mice on the 
FVB/n background is almost always 0.9–1.1 %. The required levels often 
become lower as time under anesthesia progresses.    
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5.3.2       Mammary Imaging Window 

 The mammary skin fl ap imaging method is a terminal procedure, allowing a single 
mouse to be imaged continuously in one single setting. To follow changes in a 
tumor over days to weeks, a mammary imaging window allowing repeated imaging 
of the same tumor has been developed (Kedrin et al.  2008 ). We have also started 
implementing similar windows to follow  e.g ., vascular changes and immune 
response over time, as tumors grow or are treated with chemotherapeutic drugs. 
However, the insertion of mammary windows is considerably more diffi cult than the 
skin fl ap technique, with a greater risk of causing infl ammation and infection to the 
surgical site and the imaging fi eld. We use custom-made titanium windows 
implanted either over existing tumors (spontaneous or transplanted) in the inguinal 
mammary gland, or sometimes we inject cancer cells immediately after surgery 
(Figs.  5.1  and  5.2 ). Others have published protocols for generating plastic windows 
from sterile petri dishes (Kedrin et al.  2008 ).

              3.2.1.    Three days prior to surgery, start the animals on water supplemented with 
antibiotics (TMP-SMX: Trimethoprim 0.12 mg/ml; Sulfamethoxazole 
0.6 mg/ml).   

   3.2.2.    One to 2 days prior to surgery, remove hair over the mammary gland with 
depilatory cream ( e.g ., Nair). A large depilated area creates the best surgical 
fi eld.   

   3.2.3.    Prepare the mammary window for surgery by gluing an 8 mm round cover-
slip into the insert with superglue ( e.g ., Krazy Glue), gently applying pres-
sure on the glass for 1 min with a cotton swab. Apply superglue along the 
edges of the coverslip and the window to make a watertight seal, and allow 
the glue to dry completely. Remove excess glue from the coverslip with a 
cotton swab soaked in acetone and remove acetone with a cotton swab 
soaked in 70 % (vol/vol) ethanol. 
  Note : Be careful to not remove too much glue as the watertight seal might 
be compromised. After the experiment is completed, the glue can be dis-
solved with acetone and the titanium frame reused.   

   3.2.4.    Once the glue is dry, check that the window is watertight by placing the 
window glass side-down a tissue and fi lling it with water. The tissue should 
remain dry after 5 min.   

   3.2.5.    Sterilize the windows by autoclaving, or alternatively, either placing them 
in 70 % (vol/vol) ethanol for at least 30 min, or in a fl ow cabinet underneath 
a UV lamp for approximately 120 min on each side.   

   3.2.6.    On the day of surgery, prepare a sterile area for surgery inside a fl ow hood. 
Place all surgical instruments and mammary imaging windows nearby, 
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including sterile Q-tips, a bottle of 70 % (vol/vol) ethanol, betadine, oph-
thalmic ointment, and sterile gloves. 
  Note : We strongly recommend using sterile drapes to cover the surgical 
area as well as sterile gloves to minimize infection.   

   3.2.7.    Anesthetize the mouse in the sterile hood using 4 % isofl urane in an induc-
tion chamber.   

   3.2.8.    Transfer the mouse to the surgical area, reduce the isofl urane concentration 
to 2.5 %, and apply ophthalmic ointment to both eyes to keep them from 
drying out and to prevent infection.   

   3.2.9.    Place the mouse on its ventral side so that the incision can be made along 
the dorsal side near its hind limb. 
  Note : We have found that placing the window on the dorsal side of the 
mouse is preferable: a large portion of the inguinal mammary gland is eas-
ily accessible and the placement of the window does not inhibit the ani-
mal’s movement after surgery as much as does placement on the ventral 
side.   

   3.2.10.    Clean the skin with betadine and wipe clean with 70 % (vol/vol) ethanol.   

a

b c

  Fig. 5.1    ( a ) Specifi cations for mammary imaging window, designed using AutoCad Software. 
Measurements are fi rst listed in imperial units (inch), followed by millimeter measurements. ‘R’ 
refers to radius and ø refers to diameter. The window holds an 8 mm coverslip, which is glued into 
the inset. There are eight holes around the perimeter used for suturing the window in place. 
Illustration on the right-hand side shows the dimensions through the cross-section of the window. 
( b ) Front ( middle image ) and rear view ( right-hand image ) of a model of the fi nished mammary 
imaging window compared to the size of a penny ( left ). The imaging window is made of titanium. 
( c ) Photo of an anesthetized mouse with a window placed over the dorsal side of its fourth inguinal 
mammary gland       
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   3.2.11.    Locate the inguinal mammary gland, and make a small incision with sterile 
scissors in the outer skin layer, taking care to avoid puncturing or cutting 
through the peritoneum. The incision should be about 2 mm in diameter.   

   3.2.12.    Separate the underlying mammary fat pad from the skin. The separation 
should cover an area large enough to accommodate insertion of the mam-
mary imaging window between the skin and the mammary gland. 
  Note : If a vessel is accidently hit during surgery, a sterile Q-tip or cautery 
can be used to stop the bleeding. Notice that this step is very different from 
protocol steps 3.1.5 and 3.1.6, for the skin-fl ap technique, where the mam-
mary gland is kept attached to the skin and loosened from the peritoneum, 
while the mammary gland here is detached from the skin and kept attached 
to the peritoneum.   

   3.2.13.    Insert the window such that there is skin on top of the window base, and 
suture it in place using non-absorbable thread. Apply Vetbond (or another 
tissue adhesive) over the suture knots. 
  Note : Vetbond helps prevent the animals from removing the sutures.   

   3.2.14.    Cover the window and wound with a bandage to prevent the mice from 
chewing out the sutures. We have found that the Band-Aid brand Active- 
Flex (or any similar type), that can stretch around the animal’s body and 
adhere strongly to itself is very diffi cult for the mouse to remove, and pre-
vents the mouse from chewing its sutures for the fi rst several days. 
  Note : Be sure to place sterile gauze with antibiotic ointment beneath the 
bandage, or the bandage will adhere directly to the window.   

  Fig. 5.2    To trace the clonal evolution of cells in vivo, 4T1 mammary breast cancer cells were 
stably expressed with the multi-fl uorescent construct Brainbow (originally developed for in vivo 
labeling of individual neuron cells), which produces color switching in response to Cre activity 
(Livet et al.  2007 ). This plasmid contains multiple Lox sites and three coding genes driving expres-
sion of either red, yellow, or cyan fl uorescent proteins (RFP, YFP, or CFP, respectively). The 
expression of a specifi c fl uorescent protein by any given cell clone was achieved by random Cre- 
LoxP DNA recombination. These cells were injected beneath a mammary imaging window and 
tracked for several days following implantation to determine outgrowth of specifi c clones. Images 
shown were collected on days 1, 2, and 4. Cells began to switch from RFP to YFP (cells appear as 
 green ) or CFP within 48 h. Scale bar represents 50 μm       

 

5 Cancer in the Spotlight: Using Intravital Imaging in Cancer Research



114

   3.2.15.    Inject analgesic (buprenorphine 0.1 mg/kg) subcutaneously immediately 
post-surgery, and again daily for up to 3 days after surgery.   

   3.2.16.    Allow the animal to recover under a heat lamp, and monitor closely over the 
next several days. Administration of antibiotics (Trimethoprim and 
Sulfamethoxazole) in water should be continued for 3 days after surgery to 
prevent infection.   

   3.2.17.    Imaging can begin as soon as 24 h after surgery, for 1–2 h a day. We typi-
cally image on alternate days, for 1–3 weeks.    

5.3.3       Lung Imaging Window 

 Our most challenging imaging technique is imaging of the lung using a protocol 
adapted from (Thornton et al.  2012 ). A thoracic suction window, made from stain-
less steel, is used to gently stabilize the lung so it presses against a glass coverslip 
during respiration (Fig.  5.3 ). Ventilation is preserved during imaging by putting the 
mouse on a ventilator. Lung imaging has previously been used to visualize infl am-
mation and injury-induced neutrophil dynamics in physiologically-intact lungs 
(Looney et al.  2011 ). Using this protocol, we image for approximately 3–5 h after 
surgery, which is suffi cient to provide information on tumor-host interactions dur-
ing extravasation of metastatic breast cancer cells into the lung tissue.

      3.3.1.    Prepare the thoracic suction window prior to imaging by carefully gluing a 
coverslip onto the etched inset of the window with Krazy Glue and gently 
applying pressure for 1 min with a cotton swab.   

   3.3.2.    Apply glue along the edges of the coverslip and the window to make a water-
tight seal, and allow glue to dry completely. This will only take 30 s to 1 min. 
Remove excess glue from coverslip with a cotton swab soaked in acetone. Be 
careful to not remove too much glue, or the watertight seal might be compro-
mised. Remove acetone with a cotton swab soaked in 70 % (vol/vol) ethanol.   

   3.3.3.    Check that the window is tightly sealed by attaching tubing to the metal pin 
coming out of the window directly to a house vacuum, and placing the win-
dow on a piece of tissue paper. If the tissue is sucked to the window, it is 
sealed properly.   

   3.3.4.    Disinfect the window by either placing it in 70 % (vol/vol) ethanol for at 
least 30 min or by placing the window in a fl ow cabinet underneath a UV 
lamp for approximately 120 min on each side.   

   3.3.5.    On the day of imaging, anesthetize the animal with an intraperitoneal injec-
tion of ketamine (100 mg/kg) and dexdomitor (0.5 mg/kg). 
  Note : There is a large variation in response to injectable anesthetics between 
different mouse strains, and the dose may need to be adjusted accordingly 
(Tremoleda et al.  2012 ).   

   3.3.6.    Use small sterile scissors and forceps to expose the trachea. Make a small hori-
zontal incision with fi ne scissors in the anterior trachea. Carefully insert PE-90 
tubing that is cut at an angle, and secure the tubing with a silk suture, size 4-0.   
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   3.3.7.    Turn on the mechanical ventilator (MiniVent Ventilator for Mice, Harvard 
Apparatus) and continue anesthesia through the tracheotomy tube with 
approximately 1.5 % isofl urane and a mixture of oxygen (21 % or higher 
fractions of oxygen) and nitrogen as a carrier gas. For volume-regulated 
ventilators, use tidal volumes of 8–10 μl/g body weight and respiratory 
rates of approximately 60–120 breaths per minute. Apply positive-end 
expiratory pressure (PEEP) (approximately 3 cm H 2 O) to the exhalation 
circuit before exhaled gases are scavenged.   

   3.3.8.    Place mouse on a heated microscope stage and insert rectal thermometer probe 
(TH-5 Thermalert Monitoring Thermometer, Physitemp Instruments Inc.). 
Maintain the mouse core temperature at 37 °C through the imaging session. 
  Note : A heated pad can be taped to the stage to provide heat if the micro-
scope stage is not heated. We combine the heated pad with a heat-lamp.   

a

b

c

  Fig. 5.3    ( a ) Specifi cations for the thoracic suction imaging window, designed using AutoCad 
Software. Measurements are fi rst listed in imperial units (inch) followed by millimeter measure-
ments. ‘R’ refers to radius and ø refers to diameter. The window holds a 12 mm coverslip that is 
glued into the inset. The window must be attached to a vacuum source through a metal connector 
that fi ts into the small hole on the side of window. Illustration on the right-hand side shows the 
dimensions through a cross-section of the window. ( b ) Front ( middle image ) and rear view ( right- 
hand image ) of the thoracic imaging window compared to the size of a penny ( left ). The window 
is made of stainless steel. The metal piece protruding from the window is the connector that will 
be attached to the vacuum source. ( c ) An image obtained through a thoracic window of the lung of 
a CCR2 knock-in RFP mouse crossed to a c-fms-GFP mouse. CCR2-expressing cells and myeloid 
cells are indicated. Scale bar represents 50 μm       
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   3.3.9.    Remove hair from the ventral and left lateral surfaces of the animal using 
chemical hair depilatory cream ( e.g ., Nair).   

   3.3.10.    Position the mouse on its right side for thoracotomy. The left lung lobe is 
preferred since the lobe is larger. 
  Note : Placing an empty syringe under the mouse works well to obtain the 
best position for surgery and imaging.   

   3.3.11.    Inject 0.5–1.0 ml PBS intraperitoneally to provide additional fl uids to the 
mouse prior to surgery. A repeat injection of 0.3 ml PBS can be given at 2 h, 
and every hour thereafter (these volumes are larger than for the mammary skin 
fl ap protocol, as mice lose more fl uids during surgery for lung imaging).   

   3.3.12.    Use an alcohol swab to wipe down the skin over the left thoracic cavity. 
Remove skin, subcutaneous tissue, and muscle layers overlying the left side 
of the thoracic cavity. Delicately dissect until the ribs are visualized. 
Remove all tissue overlying approximately four ribs at the anterior side. If 
bleeding begins, apply pressure with a Q-tip or cauterize the vessel.   

   3.3.13.    Remove parts of three ribs overlying the left lung lobe. Remove an area 
smaller than the suction window, or ventilation will be compromised. Take 
care not to touch the surface of the lung with the surgical instruments or ribs.   

   3.3.14.    Attach the thoracic suction window to a micromanipulator ( e.g ., Thorlabs) 
so that its positioning can be fi ne adjusted later, and place the suction win-
dow right above the hole in the chest cavity.   

   3.3.15.    Apply 10–30 mmHg of vacuum pressure to the tubing connecting the tho-
racic window and lower the window until it is covering the hole in the chest 
cavity; the lung underneath will be sucked towards the cover glass and thus 
stabilized for imaging. The exact value of the vacuum pressure may change 
between different systems, but the lowest possible pressure should be used 
to avoid tissue damage.    

5.4        Considerations When Imaging Tumors of Living Mice 

 Intravital microscopy allows for visualization of cell and gene activities over time in 
its most physiological setting. In addition to the specifi c challenges addressed under 
each of the surgical techniques discussed above, intravital imaging has other major, 
common challenges as addressed below. 

5.4.1     Fluorophore Choices 

 The choice of fl uorophores is a very important factor in imaging and depends on the 
availability of probes or proteins and on the microscope. In our setup, we have fi ve 
lasers, with excitations at 405, 488, 514, 560, and 647 nm. We use various emission 
fi lters controlled by a fast (20–30 ms) and very robust fi lter wheel (Applied Scientifi c 
Instrumentation [ASI] FW-1000) (Ewald et al.  2011a ). We essentially get an 
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additional channel when we us quantum dots ( e.g ., conjugated to antibodies or to 
label vasculature), as these can be excited at 405 nm and emit in the far-red spectra, 
and therefore are distinguishable from most other fl uorophores. To maximize fl uores-
cence selectivity and avoid bleed-through, we use single color images and an acousto-
optic tunable fi lter (AOTF) to enable fast switching between individual excitation 
laser lines. Nevertheless, spectral bleed-through of fl uorescence emission often 
occurs due to the asymmetrical or broad spectral profi les exhibited by many fl uoro-
phores, and this can be misinterpreted as co-localization of signals. Proper controls, 
for example performing imaging to detect background signal in all channels before 
injection of each new probe, are therefore essential. Absorption spectra are generally 
skewed towards shorter wavelengths, whereas emission spectra are skewed towards 
longer wavelengths. Therefore, cross-talk can be reduced by imaging the fl ourophore 
with the longest wavelength fi rst (red) using excitation wavelengths that are only 
minimally absorbed by the spectral tails of the bluer dyes with shorter wavelengths.  

5.4.2     Imaging Depth 

 One of the limitations of intravital imaging is that it is not possible to image deep 
into a tumor mass, and this must be considered when interpreting data. Spinning 
disk microscopy can image 50–100 μm into tissues, while multi-photon microscopy 
can image two to four-fold deeper, depending on the fl uorophore and the specifi c 
type of tissue.  

5.4.3     Phototoxicity and Tissue Damage 

 Phototoxicity, the damage or death of cells caused by illumination of the fl uoro-
phores due to energy transfer, or damage to the tissue is a problem, particularly if 
high laser power is used to get a stronger signal from weakly labeled cells or probes 
(Germain et al.  2006 ). Of particular consideration is using lasers at lower wavelength, 
such as 405 nm, when combined with DNA intercalating dyes, such as 4′,6-diamid-
ino-2-phenylindole (DAPI). Therefore, exposure times and laser power should 
always be kept to a minimum; we minimize cell damage by using an intensifi ed 
charge-coupled device (CCD) camera (Stanford Photonics XR/Mega- 10EX S30), 
which allows us to image at low laser power, although with a fair amount of noise.  

5.4.4     Motion Artifacts and Image Acquisition Speed 

 Image acquisition speed is an important consideration during intravital imaging due 
to motion artifacts resulting from breathing. This is particularly a problem when 
imaging in the abdominal cavity (pancreas and liver) or in the lungs of breathing 
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animals. We custom-confi gured a spinning-disk confocal microscope with the assis-
tance of a microscope integration company (Solamere Technology Group), and 
many components were selected specifi cally to increase image acquisition speed. 
We use a relatively fast spinning-disk confocal scan head (30 Hz; Yokogawa CSU- 
X1), combined with a fast camera, AOTF, and fi lter wheel. Currently, the rate limit-
ing issue for speed is the computer-controlled switch between lasers and excitation 
fi lters. After acquisition, analysis software, such as Imaris (Bitplane) and ImageJ, 
can use its built-in algorithms to correct for minor motion artifacts (Egeblad et al. 
 2008 ; Soulet et al.  2013 ). It is also possible to trigger imaging to follow the respira-
tory cycle, so that  e.g ., a series of z-stacks are taken between breaths (Presson et al. 
 2011 ). However, not all motion artifacts can be avoided or corrected by these com-
bined approaches, as these images are acquired in living tissues.  

5.4.5     Mouse Physiology During Imaging 

 It is critical to maintain the mouse’s physiology during imaging. Of particular con-
cern is maintaining body temperature and normal fl uid levels. It must also be recog-
nized that all anesthetic agents infl uence the physiology of the animal and it is 
therefore important to monitor vital signs throughout imaging. Anesthesia can result 
in reduced cardiac output, blood pressure, altered blood fl ow, respiratory depres-
sion, and hypothermia. Additionally, because rodents have a high body/surface ratio 
and high metabolic rate, this can compromise pharmacological effi ciency of inject-
able agents and body temperature regulation. 

 Most anesthetic agents depress thermoregulation, so both hypo- and hyperther-
mia should be avoided. Care should be taken to minimize heat loss during surgery, 
and extremities, especially the tail, should be covered whenever possible. The core 
body temperature should be measured throughout imaging as described above. In 
the situation of extensive long-term anesthesia (over 24 h, as we often do using the 
mammary skin-fl ap protocol), there is risk of oxygen toxicity (Tremoleda et al. 
 2012 ). This is one of the reasons we keep inhaled oxygen as close to 21 % as pos-
sible (using the lowest levels that result in a blood oxygen saturation of >95 %). In 
addition, we have found it critical for long-term survival of mice under anesthesia 
to humidify the inhaled gas mixture to minimize airway drying and irritation. This 
is easily done by connecting a humidifi er to the gas tubing so that the air that the 
mouse inhales is humidifi ed (Nakasone et al.  2013 ). 

 If the animal is mechanically ventilated, it receives intermittent positive pressure 
to its airways, which provides the tidal volume and physiologically relevant respira-
tory rates. During mechanical ventilation, the ventilator applies a positive pressure 
to the anesthetic gases to overcome airway resistance and elastic recoil of the chest, 
and fl ow occurs into the lungs. It is important to set the right parameters on the ven-
tilator for the mouse, taking into account the breath rate, and inhalation vs. exhala-
tion ratio. However, one must keep in mind that mechanical ventilation reverses the 
normal process of ventilation. During spontaneous ventilation, the negative pressure 
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inside the thoracic cavity draws in air, and maintains normal blood homeostasis, as 
opposed to the positive pressure from mechanical ventilation. The ventilation should 
also be adjusted to maintain physiological levels of O 2 /CO 2  (Tremoleda et al.  2012 ).   

5.5     Outlook 

 Many of these recent advances have facilitated imaging in diffi cult-to-image regions of 
the body, such as lungs and abdominal internal organs, enabling the interrogation of 
questions that otherwise have been diffi cult to address. Imaging the interactions 
between cancer cells and immune cells, and the resulting signaling activities during the 
metastatic process could be a critical step to determine whether there are opportunities 
to block pro-metastatic effects while leaving anti-metastatic effects of the immune 
system intact. The pro-metastatic effects of immune cells of the macrophage lineage 
are well-established (Pollard  2004 ; Lin et al.  2001 ). In mice that were transplanted 
with MDA-MB-231 human breast cancer cells, blocking the recruitment of the macro-
phage precursor, monocytes, by a CCL2 (chemokine [C-C motif] ligand 2) neutraliz-
ing antibody resulted in a reduction of cancer cell extravasation into lung tissue. When 
the lungs were imaged (ex vivo) in an intact-lung imaging chamber, monocytes 
expressing CCR2 (chemokine [C-C motif] receptor 2), a receptor for CCL2, were 
shown to directly interact with cancer cells during extravasation (Qian et al.  2011 ). A 
different study, however, showed that lung metastasis instead is  inhibited  in a CCL2-
dependent manner by another type of immune cell, the neutrophil (Granot et al.  2011 ). 
Resolving this discrepancy might be possible by imaging lungs during metastatic 
seeding and simultaneously following cancer cells, monocytes, and neutrophils. 

 Intravital imaging has already been combined with technologies for genome- level 
analysis, providing clues as to the molecular mechanisms driving cellular behaviors. 
Genes involved in invasive behavior were identifi ed fi rst by live imaging of cells 
migrating towards a microneedle containing chemoattractants (such as epidermal 
growth factor [EGF]) followed by analysis of gene expression profi les of cells col-
lected in the needles (Wang et al.  2003 ; Wyckoff et al.  2000 ). Combining live imaging 
with methods to trace cancer cell lineage through fl uorescent-based lineage-tracking 
techniques (Schepers et al.  2012 ) or single-cell sequencing techniques (Navin et al. 
 2011 ) might enable a deeper understanding of how heterogeneity in cancer cell 
pheno- and genotypes contributes to metastasis and therapy resistance. 

 The use of imaging techniques to determine signaling activities within single 
cells is well established in the cell culture setting, for example, labeling individual 
proteins within a signaling cascade,  e.g ., E-cadherin, and tracking how their loca-
tion changes with activation (Canel et al.  2010 ; Serrels et al.  2009 ). Adapting these 
techniques for in vivo use has so far been challenging due to a reduced signal-to- 
noise ratio in the live tissue from scattering and absorption of light (Cuccia et al. 
 2009 ). Nevertheless, fl uorescence recovery after photobleaching (FRAP) has been 
used to show how activation of specifi c signaling pathways infl uences cell migra-
tion both in vitro and in vivo. With this technique, fl uorescently tagged fusion 
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 proteins can be used to track changes in protein mobility after photobleaching. In 
vivo, FRAP was used to show that the mobility of E-cadherin in cell membranes is 
lower in migratory cells than in stationary cells, and that inhibition of migration, 
through inhibition of Src, FAK or β1-integrin, reduces collective cell movement and 
increases E-cadherin membrane mobility (Canel et al.  2010 ; Serrels et al.  2009 ). 

 Fluorescence resonance energy transfer (FRET) has been useful for monitoring 
the activation stage of signaling molecules in real-time, including the activation of 
Rho-family GTPases. FRET is the transfer of emission energy from one fl uorophore 
to another, resulting in excitation of the latter. FRET only occurs when the two mol-
ecules are in close proximity and it is therefore useful for studying molecular inter-
actions in live cells (Timpson et al.  2009 ). Many FRET biosensors have been 
developed recently, including those that label protein conformational changes, post- 
translational modifi cations, and second messengers (Sabouri-Ghomi et al.  2008 ), 
and we foresee that soon, some of these will be successfully exploited in vivo to 
understand signaling in individual cancer cells. 

 Finally, manipulation of signaling pathways through light – so-called optogenet-
ics – is possible by constructing molecules that change conformation in response to 
specifi c wavelengths of light (Williams and Deisseroth  2013 ). So far, optogenetics 
has been used primarily by neuroscientists, but the approach is now making its way 
into the cancer fi eld. Some of the classical oncogenic pathways,  e.g ., the MAP- 
kinase pathway, can now be activated by short, localized pulses of light (Toettcher 
et al.  2013 ). When oncogenic signaling activation is applied to a single cell within 
the context of its normal tissue organization, and is combined with long-term win-
dow imaging techniques, we foresee that new insights can be gained into the initiat-
ing events in cancer and the role of the microenvironment in restraining cancer.  

5.6     Conclusion 

 Studying cancer biology is a very challenging undertaking; many dynamic pro-
cesses are occurring simultaneously within tumors and these processes are diffi cult 
to analyze. Intravital imaging creates a platform on which to study these dynamic 
events as they occur in a live animal, something that static analytical techniques, 
 e.g ., histology or genomics, cannot fully explore. Intravital imaging allows for the 
testing of hypotheses that focus on the dynamics of the cellular interactions that 
occur within tumors. Even co-culture assays that address the role of tumor-stroma 
interactions in therapy response and metastasis fail to take into account the com-
plexity of the many components present in a tumor. However, by observing these 
processes in a live mouse, we can account for all these components. As further 
improvements are made in microscopy and imaging probes, intravital imaging will 
become more powerful and will allow much more information to be gathered. Just 
as importantly, new imaging methodologies will allow us to view new organs, and 
to image these organs over longer time periods. One of the current limitations of 
some imaging modalities, such as the mammary skin fl ap method, is that they are 
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terminal procedures with a fi nite imaging time. Perfection and expansion of imag-
ing windows will allow imaging of the same mouse for weeks or even months, 
allowing for long-term study of the tumor microenvironment. Combining these with 
other cutting-edge techniques in optogenetics, tracking of signaling activities, and 
single cell genomics, will make intravital imaging increasingly important for 
advancing the fi eld of cancer biology.     
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Chapter 6
Haemodynamics and Oxygenation 
of the Tumour Microcirculation

Gillian M. Tozer, Rachel Daniel, Sarah Jane Lunt,  
Constantino C. Reyes- Aldasoro, and Vincent J. Cunningham

Abstract Abnormalities of the tumour vasculature and their consequences on the 
microenvironment of tumour cells impact on tumour progression and response to 
both blood-borne anti-cancer agents and radio-therapy, as well as making tumour 
blood vessels a target for therapy in their own right. Intravital microscopy of experi-
mental tumours, most commonly grown in ‘window’ chambers, such as the dorsal 
skin fold chamber in mice and rats, enables investigations of tumour microcircula-
tory function. This is needed both to understand the molecular control of tumour 
vascular function and to measure the response of the vasculature to treatment. In 
particular, intravital microscopy enables parameters associated with blood supply, 
vascular permeability and oxygenation to be estimated, at high spatial and temporal 
resolution. In this chapter, methods used for measuring a range of these parameters, 
specific examples of their applications, the significance of findings and some of the 
limitations of the techniques are described.
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6.1  Introduction

Intravital microscopy is one of the few research techniques available to study func-
tional aspects of the tumour microcirculation. Reliance of tumour growth and
metastasis on tumour vascular function makes the tumour vasculature a sought after 
therapeutic target. Furthermore, abnormalities of the tumour vasculature and their
microenvironmental consequences, such as hypoxia and raised interstitial fluid 
pressure, also impact on tumour progression and therapeutic response to various 
treatment modalities. Optimum progression on exploiting these targets requires an
understanding of the processes involved in tumour vascularization, the functional 
abnormalities of the tumour vasculature and analysis of response to therapy. A large 
part of what is known to date in these areas has been revealed from studies using 
intravital microscopy, which has been a mainstay of tumour microcirculation 
research since the first demonstration, in 1924, of a surgically implanted transparent 
‘window’ chamber for studies of growing tissue (Sandison 1924).

The dorsal skin fold chamber (DSFC), in mice or rats, is currently the most com-
monly used surgical preparation for studying the tumour microcirculation because 
it allows for both transmitted and epi-fluorescence microscopy of developing 
tumour vasculature for periods up to several weeks. Its construction has changed 
little from the late 1970s (Papenfuss et al. 1979) and consists of a metal chamber 
(usually aluminium or titanium) supporting a skin flap, in which dermal layers from 
one or both sides of the flap are removed for optical clarity. A tumour fragment or 
cell suspension is implanted onto the exposed striated muscle layer (panniculus 
carnosus) and protected by a glass coverslip (Koehl et al. 2009). Developments of
this model include the cranial chamber (Monsky et al. 2002), mammary gland 
chamber (Shan et al. 2003), lung observation chamber (Hatakawa et al. 2002) and 
‘body wall’ chamber that allow access to tissues for orthotopic tumour transplanta-
tion (Tsuzuki et al. 2001; Ritsma et al. 2013). Uses for the DSFC and other chamber
techniques in the field of tumour angiogenesis and microcirculation are continu-
ously evolving, as developments are made for both 2- and 3-dimensional imaging in
fluorescent/bioluminescent probe design, microscopy, camera systems and image
acquisition/analysis technology. Thus, intravital microscopy is set to continue play-
ing an important role in this field for many years to come. Potential limitations
associated with use of the DSFC are highlighted in Box 6.1.

Box 6.1
It is important to recognize some fundamental limitations of intravital 
 microscopy techniques for tumour studies, which are not overcome by  modern 
technology. Specifically referring to the DSFC, tumours are essentially
 sub-cutaneous and tumour size is limited by the dimensions of the chamber, 
which exerts considerable tissue pressure. The surgery is relatively 
 time- consuming and can induce bleeding, inflammation and growth of 
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In this chapter, we discuss some of the methods used for functional studies of the 
tumour microcirculation that relate to tumour blood supply, vascular permeability 
and oxygenation.

6.2  Tumour Blood Supply

6.2.1  Significance

The tumour blood supply plays a critical role in cancer therapy, knowledge of which 
is central to understanding the angiogenic process, by which most tumours vascula-
rise. Blood flow is a major determinant of the delivery rate of oxygen and nutrients 
to tissue and so is intimately related to tumour growth and progression. In cancer 
therapy, blood flow to a tumour determines drug delivery. Tumour oxygenation lev-
els, which are critically dependent on oxygen delivery, classically impact on radio- 
sensitivity and response to certain chemotherapeutic drugs. Therefore, quantitative 
measures of a tumour’s blood supply are essential for understanding the role of the 
tumour microcirculation in tumour progression and treatment outcome. In addition, 
the tumour microcirculation is a direct target for anti-angiogenic and vascular dis-
rupting cancer therapy, for which quantitative measures of tumour blood supply are 
required for relevant and sensitive pharmacodynamic end-points.

6.2.2  Functional Measures of Tumour Blood Supply

6.2.2.1  Definitions

The most definitive measure of a tissue’s blood supply is blood flow rate. This is 
defined as the rate of delivery of arterial blood to the capillary beds within a 
 particular mass of tissue. The units are mls of blood per unit mass of tissue per 
minute (ml.g−1.min−1) or per unit volume of tissue per minute (ml.ml−1.min−1). 
Small, lipid-soluble, metabolically inert molecules, which rapidly cross the
 vascular wall and diffuse through the extra-vascular space, are useful as blood 

granulation tissue. Over-stretching of the skin and over- or under-tightening of
retaining screws can cause problems and chambers may sag with time after 
surgery. As with other animal experiments, general anaesthesia can cause 
major haemodynamic changes. In order to avoid these, conscious mice can be 
restrained in specially designed jigs for microscopy, noting that the restraint 
itself will also impact on the animal’s physiology. Consideration also needs to 
be given to temperature control, toxicity of contrast agents and photo-toxicity.
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flow markers. In this case, the fraction of marker crossing the capillary vascular 
wall from the blood in a single pass through the tissue (extraction fraction, E) is 
close to 1.0 and for fully perfused tissue the accessible volume fraction (α) of the 
tissue is also close to 1.0. For a short period after intra-venous injection, net
uptake rate of this type of marker into tissue is determined primarily by blood 
flow rate. Use of this type of marker has normally employed radioactive isotope
labeling for ease of detection and sensitivity, which enables concentration of the 
marker to be used at true tracer levels. Quantitative estimation of tissue blood 
flow rate can be made from measurement of an arterial input function and a tissue 
response function (Tozer et al. 2009). If suitable radioactive isotopes such as 14C 
or 125I are used to label the tracer, high spatial resolution maps of blood flow rate 
can be obtained by measuring tissue radioactivity with autoradiograpy or phos-
phor imaging, at the end of the experiment. Similar computational methods are
commonly applied in clinical positron emission tomography (PET) (Lammertsma
et al. 1990) and, using markers at non-tracer concentrations, in dynamic contrast-
enhanced magnetic resonance imaging (DCE-MRI) (Tofts et al. 1999). These 
methods are more difficult to apply to intravital microscopy, especially when 
using conventional 2-D fluorescence microscopy, mainly because of the diffi-
culty in relating measured fluorescence intensity to true marker concentration 
(Waters 2009). In order to investigate blood supply to tumours growing in the 
DSFC, two parameters that are related to blood flow rate have been measured
instead, namely red blood cell velocity (RBC velocity) and the so-called blood 
supply time (BST). It should be noted that there is no direct relationship between
either RBC velocity or BST and blood flow rate, as defined above. This is most
easily seen from the classical relationship known as the central volume principle 
(Stewart 1894) that relates tissue blood flow rate (F in ml.g−1.min−1) to fractional 
blood volume of the tissue (V in ml.g−1):

 t =V F/  (6.1)

where τ is the capillary mean transit time (the average time taken for blood to pass 
through a particular capillary bed). From this equation, it can be seen that τ is only 
indirectly proportional to F, if V is constant and τ can only provide a quantitative 
measure of F if V can be measured simultaneously. Notwithstanding this caveat, 
measurements of both RBC velocity and BST have revealed important insights into 
the tumour microcirculation.

6.2.2.2  Red Blood Cell Velocity (RBC Velocity)

RBC velocity can be measured relatively easily by intravital microscopy using either 
commercially or freely available tracking algorithms (Reyes-Aldasoro et al. 2008a, 
2011) (Fig. 6.1). Tracking techniques require fast camera frame rates and fluores-
cence labeling of a fraction of circulating red blood cells, which normally entails 
injecting a small volume of red blood cells that have been labeled ex vivo with a 
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Fig. 6.1 Examples of tracks made by red blood cells (RBC) as they flow through the tumour
microcirculation. Tracks were obtained from eight different mouse fibosarcomas, (a–h). Each 
RBC track is represented by a line, where the direction and colour represent RBC velocity (This
figure is reproduced, with permission, from Reyes-Aldasoro et al. 2008a, p. 163–173)

6 Haemodynamics and Oxygenation of the Tumour Microcirculation
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membrane-binding dye1 into the animal’s circulation and tracking their passage 
through individual vessel segments over time. Alternatively, if the passage of red 
cells along a particular vessel segment is relatively sparse, slit devices can be used 
to monitor the interference pattern of light reaching the camera, caused by the tra-
versing red cells. A fluorescent plasma marker, such as a FITC-labelled dextran is
usually employed, so that red cells appear dark on a bright background. By match-
ing the interference patterns recorded via the individual slits, which record at known 
distances along a vessel segment, RBC velocity can be calculated (Jain et al. 2013). 
This technique, known as temporal correlation velocimetry, was developed by 
Intaglietta and colleagues and has been used for many decades (Intaglietta and 
Tompkins 1973). Similar principles have recently been applied on a pixel-by-pixel
basis, where optical signals at each spatial location are compared with neighbouring 
locations over time, so that a series of cross-correlations are used to calculate both 
speed and direction of blood flow in the form of 2- dimensional maps. When used 
with conventional single photon microscopy, the true RBC velocity is approximated 
by the measured RBC velocity in the plane of the image. Measurement of RBC 
velocity has been used primarily to monitor effects of treatment such as anti-angio-
genic agents (Strieth et al. 2006), vascular disrupting agents (Tozer et al. 2001), 
photodynamic therapy and liposomes encapsulating chemotherapeutics (Chen et al. 
2004; Strieth et al. 2004). In addition, RBC velocity has been used to monitor the 
process of vascular normalization (Akerman et al. 2013) that can occur after various 
cancer treatments, most notably following anti-angiogenic therapy, where vascular 
pruning and/or a reduction in vascular permeability can lead to improved tumour
perfusion and delivery of low molecular weight chemotherapeutic drugs (Carmeliet 
and Jain 2011).

Measurements of RBC velocity have also been combined with measurements of 
red blood cell flux (number of red blood cells traversing a vessel segment per unit 
time) to calculate tumour microvascular haematocrit (Brizel et al. 1993). Red cell
flux is highly variable in the tumour microcirculation and intravital microscopy 
studies have shown that large temporal changes in red cell flux can occur over short 
time-scales (tens of minutes). These acute fluctuations were shown to temporally 
co-ordinate with measured changes in oxygen partial pressure in the nearby tumour 
parenchyma, especially in poorly vascularized tumour regions, demonstrating that 
acute periods of severe tumour hypoxia, which could impact on tumour progression 
and therapy, can occur quite commonly (Kimura et al. 1996).

Measurements of RBC velocity (RBCv) have also been combined with morpho-
logical measurements of blood vessel segments to calculate each segment’s volume 
blood flow rate (Fseg), assuming that the RBCs are traveling with the bulk plasma
flow and using the formula:

 
F RBCv dseg = × × ∧p / 4 2

 
(6.2)

where d is vessel segment diameter

1 AmembranemarkercommonlyusedisDiI(1,1′-dioctadecyl-3,3,3′3′-tetramethylindocarbocyanine 
perchlorate), an indocarbocyanine dye retained in lipid bi-layers.
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This should not be confused with blood flow rate (F) as defined above, which 
refers to the delivery rate of blood per mass or volume of tissue.

RBC velocity can also be used as an approximation for vessel wall shear rate. 
This parameter is particularly important for understanding the angiogenic process, 
which is influenced by endothelial cell transduction of mechanical signals from 
flowing cells across their lumenal surface (Egginton 2011).

Recently, a method for estimating RBC velocity and related parameters in 
3-dimensional intravital images, utilizing multi-photon fluorescence microscopy
(MPFM) imaging, has been developed (Kamoun et al. 2010). This method involves 
a fluorescent plasma marker, as above, and scanning the central axes of blood ves-
sels at high frequency. The angle of the resulting streaked signals in the space-time 
plot provides a measure of RBC velocity.

6.2.2.3  Blood Supply Time (BST)

The blood supply time (BST), although related to RBC velocity, is calculated from the
dynamics of plasma, rather than red blood cell, flow. Developed by Oye and colleagues
(2008), intravital microscopy is used to rapidly image the first-pass of a high molecular 
weight contrast agent (e.g. 155 kDa TRITC-dextran) through the tumour microcircula-
tion, following intravenous injection. Typical images used for this type of analysis are 
shown in Fig. 6.2. BST is defined, for each pixel within the vascular image, as the time
difference between the frame showing maximum fluorescence intensity in the pixel and 
the frame showing maximum fluorescence intensity in the tumour-supplying artery. 
This enables pixel-by-pixel maps of BST to be constructed for regional analysis of
spatial blood flow heterogeneity. Repetition of this process over 20 min time intervals
within the same tumours also demonstrated substantial temporal heterogeneity in BST
in A-07 human melanoma tumours (Brurberg et al. 2008). The same group has used 
this technique to investigate the effects of chronic cycling hypoxia (Gaustad et al. 2013), 
differing angiogenesis-related gene profiles (Simonsen et al. 2013) and anti-angiogenic 
treatment (Gaustad et al. 2012) on blood flow in xenografted human melanomas.

6.3  Tumour Vascular Permeability

6.3.1  Significance

The tumour blood vessel wall constitutes an obvious barrier between tumour tissue and 
blood-borne anti-cancer agents and controls protein transport between blood and tis-
sue. However, high vascular permeability to macromolecules is a characteristic feature 
of the tumour vasculature, with established links to tumour angiogenesis, progression 
and poor treatment outcome (McDonald and Baluk 2002; Lunt et al. 2009). Changes 
in barrier function may provide an early pharmacodynamic end-point for treatment 
with anti-angiogenic or vascular disrupting drugs (Tozer et al. 2005). Therefore, meth-
ods for estimating tumour vascular permeability parameters are of great interest.
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6.3.2  Estimation of Vascular Permeability

6.3.2.1  Definitions

Vascular permeability of tumour blood vessels can be studied using intravital
microscopy. Typically, this involves monitoring the clearance kinetics of a fluores-
cently labeled molecule (usually an albumin or dextran) from the blood vessels to 

Fig. 6.2 Top panels show a time-series of epi-fluorescence images taken of a mouse fibrosarcoma 
(fs188) growing in a mouse DSFC, following the intravenous injection of 80 mg/kg FITC-dextran.
Times shown are relative to the appearance above background of fluorescence in a tumour supply-
ing arteriole, indicated by * in each image. Similar images have been used to estimate the blood
supply time (BST) – see main text for details. An expanded epifluorescence image and the corre-
sponding transmitted light image are shown in the lower panels. The arrows in the epifluorescence 
image indicate vessel segments that have filled very rapidly with FITC-dextran, indicating that
they are close to the arterial side of the micro-circulatory network. The vessel segment indicated 
by the open arrow lies immediately adjacent to an unfilled vessel segment. It is impossible to dis-
criminate between these two segments in the corresponding bright-field image, where the vessel 
pairing appears as a single vessel (open arrow). The closed arrow indicates a rapidly filled vessel, 
which is hardly distinguishable in the bright-field image
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the interstitium, following intra-venous injection. However, a simple qualitative 
assessment of leakage rate, as is commonly carried out, can be misleading because 
of the influence of blood flow rate on the time-course of the fluorescence concentra-
tion in the capillary (Cvess) and hence the amount of leakage. The high spatial resolu-
tion of intravital microscopy is a major advantage over other imaging methods, 
allowing a direct estimation of the vascular permeability-surface area product 
(PS- product) in ml plasma per unit mass or volume of tissue per min (ml.g−1.min−1 
or ml.ml−1.min−1), where P is permeability and S is the vascular surface area per 
volume of tissue.

6.3.2.2  Application in Intravital Microscopy

Analysis of intravital microscopy data can conveniently be carried out using a 
so-called ‘Patlak plot’ (Patlak et al. 1983) to obtain the PS-product. Here, the 
time- course of the ratio of the extra-vascular tissue image intensity to Cvess 
(Ct/Cvess) is plotted against the time-course of the ratio ∫ Cvess/Cvess, such that the 
curve produced tends to linearity, as it would have done had Cvess been constant 
over the whole time- course of the measurements. The slope of the line provides 
an estimate of PS- product, as illustrated in Fig. 6.3. Furthermore, intravital
microscopy provides images of vascular and tumour morphology that can be 
used to estimate S, from which P can be readily calculated (Reyes-Aldasoro
et al. 2008b).

It is only correct to use the Patlak plot when extravasation is effectively irrevers-
ible (uni-directional) over the time-course of the experiment but this condition is 
usually met by using a high molecular weight contrast agent, for which P is rela-
tively low. Estimation of PS-product using intravital microscopy does suffer from 
the same difficulties associated with obtaining accurate quantification of fluores-
cence intensity, as mentioned for blood flow rate, F, above (Yuan et al. 1993). 3D
imaging of fluorescence, especially using multi-photon fluorescence techniques, 
have alleviated some of these problems (Reyes-Aldasoro et al. 2008b). Studies of
tumour vascular permeability using this and other analytical methods within intra-
vital microscopy have revealed specific features of the tumour vasculature. Early 
studies established that tumour vascular permeability is elevated compared with 
most normal tissues (Gerlowski and Jain 1986), although there is an inherent vari-
ability between different tumour models (Yuan et al. 1994). Use of different molec-
ular size markers, allowed estimation of pore sizes in the tumour vascular wall 
(Hobbs et al. 1998). The effect of a blocking antibody against vascular endothelial 
growth factor (VEGF) on vascular permeability to albumin was investigated in
tumours growing in both cranial windows and the DSFC (Yuan et al. 1996) and a 
high molecular weight fluorescent dextran was used to establish that the vascular 
disrupting agent, combretastatin A4 phosphate (CA4P), rapidly compromised the
barrier function of micro-vessels in a rat sarcoma model (Fig. 6.3 and Reyes-
Aldasoro et al. 2008b).
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Fig. 6.3 Panel a shows examples of a 3-D tumour volume (512×512×11 voxels corresponding to
1331.2×1331.2×50 μm3) of fluorescence intensity images acquired using multiphoton fluores-
cence microscopy, at various times following intravenous injection of 40 kDa FITC-dextran to a
tumour-bearing rat. A total of 15 volumes were acquired in a 60-min time-frame, from a sub-
cutaneously transplanted rat P22 sarcoma. Panel b (a) shows example time-activity curves of the 
fluorescence intensities of intravascular tissues (Cvess(t)) and extravascular tissue (Ct(t)) versus time 
for two data sets, similar to those shown in A. Data were acquired following image segmentation
into the intravascular and extravascular tissue regions. Data from one animal treated with the vascu-
lar disrupting agent, combretastatin A4 phosphate (CA-4-P), and from one control, untreated ani-
mal are shown. Panel b (b) shows the same data, as in a), transformed, as described by Patlak et al.
(1983) and in the main text. The slope of the linear portion of the curve provides the estimate of the 
PS-product. (Figs. a and b are reproduced, with permission, from Reyes-Aldasoro et al. 2008b)
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6.4  Tumour Oxygenation

6.4.1  Significance

Hypoxia was definitively recognized as a common feature of human tumours in 
the 1990s, although its existence had been predicted several decades earlier
(Thomlinson and Gray 1955). The ability of oxygen to radiosensitise cells was 
also discovered at this time (Alper and Howard-Flanders 1956), leading to a major 
interest in hypoxia and its influence on tumour progression and treatment out-
come, which continues to this day. Research effort into developing methods to
overcome hypoxia in tumours for therapeutic benefit has gradually evolved into 
one where the major focus is on targeting specific points in the oxygen-sensing 
pathway, many of which involve the hypoxia inducible transcription factors, HIF-1
and 2 (Semenza 2012). HIF-1, in particular, is known to induce transcription of an
expanding cohort of genes (>70) in response to hypoxia, via binding to hypoxia
response elements (HREs) in the promoter regions of the genes. The hypoxia-
responsive genes, such as the genes for vascular endothelial growth factor (VEGF)
and glucose transporter 1 (GLUT1), are generally associated with tumour
progression. Despite stimulation of angiogenesis in response to hypoxia, the
 neo-vasculature fails to overcome this condition and regions of both chronic 
 (diffusion-limited) and acute (perfusion-limited) hypoxia persist. Indeed, as 
tumours grow they tend to become more hypoxic. There is considerable interest in 
understanding more about the hypoxic condition in tumours, in order to optimize 
therapeutic approaches.

6.4.2  Functional Measures of Tumour Oxygenation

6.4.2.1  Definitions

At normal haemoglobin concentrations (150 g per l blood) and under normal con-
ditions, the oxygen concentration in blood is approximately 9 mM. Tissue oxygen 
concentration is dependent on the balance between oxygen consumption and 
delivery. Oxygen delivery (concentration per unit time) depends on blood flow
rate, haemoglobin concentration in RBCs, haemoglobin oxygen saturation (sO2), 
haematocrit, distance from the nearest capillaries and the oxygen diffusion coef-
ficient in tissue. The oxygen partial pressure (pO2) in arterial blood is approxi-
mately 13 kPa (99 mmHg). The oxygen partial pressure (pO2) in mixed venous 
blood is approximately 5 kPa (38 mmHg). Cells become significantly radioresis-
tant when oxygen levels drop below approximately 0.5 kPa (4 mmHg). HIF-1-
alpha (HIF-1-α) is activated when oxygen levels drop below approximately 1.0 kPa
(8 mmHg).
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6.4.2.2 Haemoglobin Oxygen Saturation

Oxy- and deoxy-haemoglobin absorb light differently across the visible and near-
infra- red spectrum, such that spectra obtained from intravital microscopy of tissue 
microvessels can be deconstructed to estimate the oxygen saturation of haemoglo-
bin (sO2) at distinct spatial locations within the vasculature (Shonat et al. 1997; 
Nighswander-Rempel et al. 2002; Gillies et al. 2003). The availability of sophisti-
cated optical filtering systems, such as acousto-optic or liquid crystal tunable filters, 
has significantly advanced this method, known as hyperspectral imaging. Both 
visual and near-infra-red light can be used in either absorbance or reflection mode. 
Hyperspectral intravital imaging has been pioneered for tumour biology by Sorg,
Dewhirst and colleagues, initially to investigate the spatial relationship between
microvascular sO2 and tumour response to hypoxia, using tumour cells engineered 
to express green fluorescent protein (GFP) under the control of a HRE (Sorg et al.
2005). Other basic studies have investigated the relationship between fluctuations in
tumour micro-vascular oxygenation and the location of arterio-venous shunts (Sorg
et al. 2008), macrophage infiltration (Choe et al. 2010) and blood flow using the 
BST method described above (Lee et al. 2013). Studies of therapy have demon-
strated reoxygenation of tumours following radiation treatment, which correlated 
with an increase in glycolysis (Zhong et al. 2013) and hypoxia-induction followed 
by re-oxygenation induced by the vascular disrupting agent, Oxi4503 (Wankhede
et al. 2010). Examples of tumour microvascular sO2 values are shown in Fig. 6.4.

6.4.2.3 Phosphorescence Life-Time Imaging

The phosphorescence induced by light excitation of porphyrin derivatives is  rapidly 
quenched by oxygen, providing a method for estimating pO2 in tumours. Helmlinger 
et al. (1997) applied this technique to intravital microscopy of LS174T human
colon adenocarcinoma xenografts and compared measurements with regional mea-
surements of pH, using the pH-sensitive fluorochrome 2′, 7′ –bis-(2-carboxyethyl)-
5,6-carboxyfluorescein (BCECF). Phosphorescence life-time imaging provided
pO2 measurements in intra- and extra-vascular tumour regions at 10 μm spatial 
resolution. They found a complex relationship between pH and pO2 at a local level, 
although there was a strong correlation between mean pH and pO2 profiles. pO2 
gradients away from blood vessels were highly variable but consistently low in 
avascular areas and at distances greater than 150 μm from the supporting vascula-
ture. Phosphorescence life-time imaging of a porphyrin derivative confined to the
tumour vasculature also revealed the existence of longitudinal vascular gradients of 
pO2 from the arterial to the venous side of the tumour microcirculation, in the rat 
mammary adenocarcinoma (R3230AC) model (Dewhirst et al. 1999). This study 
neatly exploited two different excitation wavelengths to excite the porphyrin 
through different tissue depths away from the tumour-supplying arterioles in the 
fascial plane (approximately 50 and 200 μm for blue and green light respectively). 
Oxyphor G2 was used in a subsequent study to compare oxygenation levels in three
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murine tumour models; K1735 malignant melanoma, RENCA renal cell carcinoma
and Lewis lung carcinoma (Ziemer et al. 2005). The different patterns of 
 oxygenation across the tumour types correlated well with the spatial distributions 
of oxygenation revealed by the oxygen-sensitive tissue binding of the nitroimid-
azole, EF5.

Other phosphorescent markers have been developed more recently for in vivo 
application. A polymer-based nano-particle with both fluorescence and phosphores-
cence properties enabled a technique to be used for measuring the ratio of oxygen- 
sensitive phosphorescence against a fluorescence standard, thus negating the need 
for specialized equipment for phosphorescence life-time imaging (Palmer et al.
2010). In this case, the nano-particle solution was suffused over the surface of the 
tumour, beneath the cover-slip of the DSFC, to provide an oxygen-sensitive overlay.
The tissue pO2 values obtained were found to correlate significantly with estimates 

Day 1 Day 2 Day 3
Bright field

Hb saturation

a

b

Day 4

Background 20 % 40 % 60 % 80 % 100 %

Fig. 6.4 Examples of tumor hemoglobin oxygen saturation (sO2) with tumor growth, estimated 
from hyperspectral imaging. (a) Brightfield images of the Caki-2 human renal carcinoma growing 
the DSFC, showing a tumor supplying artery (SA) and draining vein (DV). (b) sO2 maps corre-
sponding to images in (a). Arrow-head indicates a venous branch from non-tumor tissue. Arrow 
indicates a vessel carrying shunted blood (Figs. a and b are reproduced, with permission, from 
Lee et al. 2013, p. 332–334)
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of haemoglobin oxygen saturation, using the hyperspectral imaging technique 
described above, and to associate with HIF-1 activity assayed using a GFP-based
reporter system. Other developments include a platinum(II)-octaethyl-porphyrin in
a transparent thin film format. This has been tested in a hamster model, using the 
amelanotic melanoma A-Mel-3 growing in the DSFC (Babilas et al. 2005). The thin 
film was applied directly to the coverslip, so that it was in contact with both tumour 
and surrounding normal tissue and could be excited by a LED array. Following suit-
able calibration, tumour pO2 values were recorded, which were in good agreement 
with previous surface oxygen electrode measurements.

6.5  Concluding Remarks

Intravital microscopy has played, and continues to play, a vital role in studies 
designed to develop an understanding of the functional aspects of the tumour micro-
circulation and its response to therapy. It is still a challenge to obtain fully quantifi-
able data on vascular function routinely and with sufficient spatial and numerical 
accuracy to allow detection of subtle changes with therapy. However, innovative 
technical developments continue apace and developments in micro-endoscopy, for 
instance, hold the promise of translating quantitative intravital microscopy studies 
of tumour vascular function to deep-seated human tumours for therapeutic benefit. 
Simultaneous application of intravital microscopy with other imaging modalities in
clinical use, such as MRI and PET, provides an opportunity to maximise the advan-
tages and overcome the disadvantages of each modality.
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    Abstract     Stem cells are defi ned by their ability to self-renew and differentiate into 
mature cells (Keller 2005). They are responsible for tissue maintenance during homeo-
static conditions and are able to respond to injury by adapting their ability to generate 
differentiated progeny according to the organism’s need. Knowing the biology of mul-
tiple tissue stem cells will allow treatment of diseases characterized by tissue failure. 
For example, novel approaches are needed for the treatment of degenerative diseases 
such as Parkinson’s disease, liver failure, leukemia, diabetes, osteoarthritis, and osteo-
porosis, for which there is currently no effective therapy. An emerging therapeutic 
approach for the management of these conditions is cell therapy or cellular therapeutics 
where organ functions are restored through transplanting healthy and functional cells. 
Administration of factors that stimulate regeneration by endogenous stem cells and 
transplantation of exogenous stem cells or engineered tissue derived from stem cells 
are the main approaches that regenerative medicine aims to develop. Moreover, gene 
therapy approaches are becoming a concrete possibility if stem cells are targeted.  
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7.1         Stem Cells and the Bone Marrow Microenvironment 

 Stem cells are defi ned by their ability to self-renew and differentiate into mature 
cells (Keller  2005 ). They are responsible for tissue maintenance during homeostatic 
conditions and are able to respond to injury by adapting their ability to generate dif-
ferentiated progeny according to the organism’s need. Knowing the biology of mul-
tiple tissue stem cells will allow treatment of diseases characterized by tissue failure. 
For example, novel approaches are needed for the treatment of degenerative dis-
eases such as Parkinson’s disease, liver failure, leukemia, diabetes, osteoarthritis, 
and osteoporosis, for which there is currently no effective therapy. An emerging 
therapeutic approach for the management of these conditions is cell therapy or cel-
lular therapeutics where organ functions are restored through transplanting healthy 
and functional cells. Administration of factors that stimulate regeneration by endog-
enous stem cells and transplantation of exogenous stem cells or engineered tissue 
derived from stem cells are the main approaches that regenerative medicine aims to 
develop. Moreover, gene therapy approaches are becoming a concrete possibility if 
stem cells are targeted. 

7.1.1     Bone Marrow Stem Cells 

 The adult bone marrow houses two distinct subsets of stem cells: hematopoietic 
stem cells (HSCs) that give rise to blood components, and mesenchymal stem cells 
(MSCs) that give rise to stromal components of the bone marrow. 

 HSCs are the immature, multipotent cells from which all blood cells are derived. 
HSCs are capable of both self-renewal and differentiation into mature progeny 
(myeloid and lymphoid cell types). Remarkably, transplantation of a single HSC 
into a lethally irradiated mouse is suffi cient to regenerate all blood cells and rescue 
the mouse from the otherwise lethal effect of radiation (Osawa et al.  1996 ; Matsuzaki 
et al.  2004 ; Camargo et al.  2006 ). Therapeutic applications of HSCs include their 
routine use in stem cell transplantation to treat hematopoietic malignancies or bone 
marrow failure. Research and clinical experience have provided tools for the immu-
nophenotypic identifi cation and functional analysis of HSCs, and have provided 
increasing evidence suggesting that HSC regulation is greatly infl uenced by signals 
from their niches in the bone marrow. Although they represent one of the most rig-
orously studied stem cell types, still more remains to be learned about how HSCs 
are regulated and their response to stress conditions. 

 MSCs are multipotent cells that were fi rst identifi ed by Friedenstein as bone mar-
row osteogenic stem cells (Friedenstein et al.  1987 ). MSCs originate from the meso-
dermal germ layer and are defi ned in vitro as non-hematopoietic, plastic adherent 
multipotent stem cells that are present among the bone marrow stroma. They are 
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capable of differentiating into cells of mesodermal lineage including osteoblasts 
(Kassem et al.  1993 ), adipocytes (Abdallah et al.  2005 ) and chondrocytes (Johnstone 
et al.  1998 ) in vitro, and to form bone and bone marrow organ that supports hema-
topoiesis upon implantation in an open system (ectopic bone formation). They 
express a number of non-specifi c CD markers: CD90, CD73, CD140b, CD166 but 
they are negative for certain CD markers: CD31, CD45, CD34 or MHC class II 
(Dominici et al.  2006 ). 

 In addition to their presence in bone marrow, MSC-like cell populations have 
been isolated from the stromal component of adipose tissue, umbilical cord, dental 
pulp, skeletal muscle, synovium, and periodontal ligament (Asakura et al.  2001 ; 
Bianco et al.  2001 ; De Bari et al.  2001 ; Zuk et al.  2001 ; Seo et al.  2004 ; Kermani 
et al.  2008 ; Akiyama et al.  2012 ) but these cells exhibit differences in molecular 
signature and differentiation potential from the bone marrow stromal cells 
(Al-Nbaheen et al.  2013 ). A number of different cell types of the osteoblast lineage 
are present in bone and bone marrow including MSCs, osteoprogenitor cells, osteo-
blasts and osteocytes. 

 Clinical transplantation of MSCs has been explored for multiple conditions such 
as skeletal bone injury (Quarto et al.  2001 ; Gangji and Hauzeur  2005 ; Le Blanc 
et al.  2005 ), type I diabetes mellitus (Estrada et al.  2008 ; Bhansali et al.  2009 ), 
Crohn's disease (Duijvestein et al.  2010 ; Liang et al.  2012 ), myocardial infarction 
(Chen et al.  2004 ; Hare et al.  2009 ) and graft versus host disease (Le et al.  2008 ). 
Initial results of these Phase I or Phase I-II trials are encouraging (Aldahmash et al. 
 2012 ). However, a growing number of experiments and pre-clinical studies have 
demonstrated that MSCs possess a limited homing potential (Bentzon et al.  2005 ) 
and poor ability to contribute to tissue regeneration, but rather function via an 
immunomodulatory role, which contributes to reducing infl ammation and inducing 
regeneration (Le et al.  2003 ).  

7.1.2     The Stem Cell Niche 

 Stem cells reside in a specialized microenvironment that helps to maintain and regu-
late these cells. Adult HSC niches are located in the bone marrow and are thought to 
comprise a multi-cellular complex with possible involvement of osteolineage cells, 
vascular endothelial cells, perivascular cells along with other stromal components 
(Méndez-Ferrer et al.  2010 ) and cells of the hematopoietic lineage itself, such as mac-
rophages (Winkler et al.  2010 ) and regulatory T cells (Fujisaki et al.  2011 ). Osteoblasts 
are an important component of the niche and are found in a layer along the endosteum 
at the interface between bone and bone marrow (Fig.  7.1 ). Support for osteoblastic 
cells as main components of the endosteal HSC niche came from murine models in 
which increased osteoblast number and activity would lead to an increase in HSC 
number (Calvi et al.  2003 ) while induced ablation of osteoblasts would lead to hema-
topoietic failure (Visnjic et al.  2004 ). Recently, it was shown through in vivo imaging 
of ex vivo labeled, transplanted hematopoietic stem and progenitor cell (HSPC) popu-
lations, that HSPCs localize to different locations according to their stage of differen-
tiation, that when challenges drove their engraftment or expansion, HSCs assumed 
positions in close proximity to bone and osteoblasts (Lo Celso et al.  2009a ), while 
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when injected into recipients carrying non-supportive niches, HSCs localized at least 
some cell diameters away from osteoblasts (Lane et al.  2011 ).

   On the other hand, some studies have shown that HSCs are associated with the 
sinusoidal endothelium (the vascular niche) during homeostasis (Calvi et al.  2003 ; 
Zhang et al.  2003 ; Kiel et al.  2005 ) or that they are osteoblast independent (Kiel 
et al.  2007 ). However, recent studies based on femur bone immunolabeling pointed 
at small, highly vascularized, bone invaginations as sites of HSPC expansion (Wang 
et al.  2013 ). In summary, the characteristics and precise microanatomic organiza-
tion of the HSC niche remain an enigma. Moreover, HSCs are known to leave the 
niche, mobilize to the vasculature, and enter the circulation where they (or their 
progeny) exert most of their functions. Later on, they home back to the bone marrow 
niche through trans-endothelial migration from the peripheral circulation (Lapidot 
et al.  2005 ). Through this process, the HSCs can encounter a dynamic, changing 
microenvironment rather than remaining confi ned to a static niche. 

 The niche is believed also to be under the infl uence of a plethora of chemokines 
and adhesion molecules. For example, the stromal cell derived factor-1 alpha 
(SDF-1α, CXCL12) and its cognate chemokine receptor CXCR4 (chemokine recep-
tor type 4, fusin or CD184) have been assumed to play an important role in HSC 
homing to bone marrow (Lapidot and Kollet  2002 ) and MSC homing to injured 

  Fig. 7.1    Osteoblasts in the bone marrow and bone structure. In vivo imaging of mouse calvarium 
bone marrow cavity. Second harmonic signal ( blue ) is used to visualize the bone (rich in type-1 col-
lagen). GFP fl uorescence ( green ) signal from osteolineage specifi c expression in a transgenic Col2.3-
GFP mouse is used to visualize osteoblasts lining the inner surface of the bone cavity (endosteum). 
Unlabeled cells in the bone marrow cavity are not visualized in these images. Scale bar = 100 μm       
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tissues (Wynn et al.  2004 ; Granero-Molto et al.  2009 ). Based on deletion of 
CXCL12 in endothelial cells, Ding and Morrison et al. have recently suggested that 
HSCs may occupy a perivascular niche while early lymphoid progenitors occupy an 
endosteal niche (Ding and Morrison  2013 ). 

 The in vivo location of MSCs has been suggested to be in a perivascular niche 
and in close association with pericytes and endothelial cells (Crisan et al.  2008 ). 
The possibility that MSCs form a supportive niche for HSCs in the bone marrow 
(Méndez-Ferrer et al.  2010 ) is a particularly intriguing observation that might shed 
light on the complex microenvironment of bone marrow niche structure and the 
mechanisms that govern homing of HSC to specifi c locations within the bone mar-
row space.   

7.2     Imaging the Bone Marrow: Technical Considerations 

 Reliable imaging modalities to track the fate of stem cells in vivo are highly desir-
able as they can provide crucial information on stem cell survival, distribution, pro-
liferation, and homing mechanisms, all of which are dynamic events and are best 
studied in vivo over time. Furthermore, imaging of transplanted cells in living sub-
jects is a powerful tool in pre-clinical research that can be used for optimization of 
regenerative therapy as it provides a better understanding on the interaction between 
transplanted stem cells and the host microenviroment. Using cell-labeling methods 
such as direct labeling or marker gene transfection in combination with various 
imaging modalities have allowed scientists to examine the mechanisms governing 
cell traffi cking. Cell labeling followed by cell tracking allows monitoring of their 
homing patterns as well as accurate quantifi cation of their functions in vivo. 

 The bone marrow hematopoietic stem cell niche is a complex microenvironment 
that provides a protected sanctuary for HSCs and quickly responds to biological 
need to rapidly generate blood cells. Despite the ease with which our bodies per-
form this task, it has not yet been possible to duplicate the process outside of the 
body. By directly imaging the stem cell niche in vivo, much could be gained to 
evaluate the location where stem cells reside, their proximity and interaction with 
other cell types, and their interactions with the bone marrow microenvironment. 
Already, the ability to visualize bone marrow stem cells has provided important 
insight into addressing biological controls of stem cell maintenance and prolifera-
tion, but much remains to be learned about the dynamics of HSC-niche interactions 
during homeostasis and in response to stress, and about anatomical and functional 
patterns of HSC niches within large areas of bone marrow. 

 Stem cells in culture are typically examined by standard microscopy techniques 
such phase contrast, differential interference contrast, and immunofl uorescence 
microscopy. Raman microscopy is a label-free technique that can provide informa-
tion on cellular biochemistry (through vibrational analysis of biomolecules) and has 
shown promise in monitoring stem cell differentiation in culture (Downes et al. 
 2011 ). On the other hand, whole-body imaging modalities such as bioluminescence 
imaging (BLI) and magnetic resonance imaging (MRI) are powerful tools for 
 tracking populations of stem cells and their progeny in vivo (Cao et al.  2004 ; 
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Daldrup- Link et al.  2005 ; Downes et al.  2011 ). However, both BLI and MRI lack the 
sensitivity or spatial resolution for single cell tracking in vivo. Intravital microscopy 
is a rapidly developing fi eld that aims to extend the high resolution of optical micros-
copy to live imaging of single cells in whole animals. Rapid advancement in the fi eld 
is driven by several converging trends, including improvements in laser technology, 
particularly for nonlinear microscopy (Horton et al.  2013 ), cell labeling techniques 
(Progatzky et al.  2013 ), and image processing/analysis methods. In addition to cell 
tracking (Runnels et al.  2006 ; Sackstein et al.  2008 ; Lo Celso et al.  2009a ; Sanchez-
Aguilera et al.  2011 ; Sarkar et al.  2011 ), intravital microscopy has also been used to 
image molecular expression (e.g. adhesion molecules and chemokines) on vascular 
endothelial cells (Sipkins et al.  2005 ; Runnels et al.  2006 ; Sarkar et al.  2011 ). 

7.2.1     Instrumentation 

 To image stem cells in the bone marrow microenvironment, 3D optical sectioning 
(by confocal or multiphoton microscopy) is essential to visualize the marrow space 
beneath the bone surface. In our laboratory we developed a custom video rate scan-
ning confocal and multiphoton hybrid platform that is specifi cally designed for live 
animal imaging (Fig.  7.2 ). While fast scanning (30 frames per second in our system) 
is not a prerequisite, it is very useful for scanning large tissue volume which helps 
to provide a broad view of the tissue landscape and also helps to fi nd rare stem cells 
that may be distributed throughout tissue. In addition, fast scanning helps to mini-
mize motion artifacts due to animal heartbeat and breathing.

   Our scanning engine consists of a rotating polygon for the fast scanning (x) axis 
and a galvanometer for the slow (y) axis to generate a 2D image. The animal is 
mounted on a computer-controlled stage that can be stepped in the third dimension 
(z) with submicron precision to obtain a 3D stack. A femtosecond laser source (e.g. 
a Ti:Sapphire laser, tunable from ~700 to >1,000 nm) is used to generate two- photon 
excited fl uorescence. Simultaneously, second harmonic generation of the type I 
bone collagen provides useful morphological information about the bone architec-
ture. A continuous wave laser at 633 nm is used to provide single-photon excitation 
of DiD- or DiR-stained stem cells, which are detected using confocal detection. 
These longer wavelength dyes have 2-photon excitation spectra that are outside the 
range of commonly used Ti:Sapphire lasers and suffer from relatively low 2-photon 
absorption cross-sections. Additional continuous-wave lasers (blue, 491 nm, green, 
532 nm, and yellow, 561 nm) are provided for excitation of shorter-wavelength dyes 
such as DiI and DiO, if needed. Each laser beam has individually adjusted collima-
tion telescopes to minimize chromatic aberration and attain parfocality. In our sys-
tem GFP can be excited interchangeably by two-photon excitation (920–980 nm) or 
by single-photon excitation (491 nm) and confocal detection. Two-photon excita-
tion is usually preferred due to its intrinsic optical sectioning capability, deeper tis-
sue penetration depth, and reduced out-of-focus photobleaching and photodamage. 
However, when the GFP signal is weak, confocal detection using a large pinhole 
size can increase detection sensitivity at the expense of spatial resolution. 

L.J. Mortensen et al.



149

 Much of the imaging presented in this chapter uses one of several primary 
channels (Fig.  7.2 ). The blue signal is usually assigned to second harmonic 
 generation in bone (type I collagen), the green signal is usually assigned to GFP-
expressing cells (such as a transgenic mouse strain with Col2.3-GFP marking the 
osteoblasts (Kalajzic et al.  2005 )), red signal is most commonly blood vessels 
(stained by non- targeted Qtracker quantum dots or rhodamine-dextran 
 intravenously injected at the start of imaging), and white is normally transplanted 
stem cells (stained with DiD). In addition to the primary imaging channels, an 

  Fig. 7.2    System diagram. Video-rate laser scanning two-photon and confocal microscope with 
multi-channel detection. Excitation sources include a femtosecond Ti:Sapphire pulsed laser and 
three diode lasers (491, 561, 635 nm). During imaging, the anesthetized mouse, with its scalp open 
and skull intact, is placed on a pre-warmed (37 °C) stage with automated and precise X-Y-Z trans-
lation control. Collected fl uorescence signal is divided by wavelength between multiple confocal 
PMTs with fi lters to acquire NIR, Far Red, Red and green fl uorescence signal and 2-photon PMTs 
to acquire second harmonic generation (SHG) of type I bone collagen and 2-photon GFP fl uores-
cent signal (switchable from confocal detection) simultaneously at video-rate.  PMT  photo multi-
plier tube,  NIR  near infra-red,  GFP  green fl uorescence protein,  SHG  second harmonic generation       
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autofl uorescence channel (not  normally displayed in our images) must be moni-
tored to separate putative stem cells from the autofl uorescent cells that are abun-
dant in the bone marrow. Imaging stem cells in the live animal requires one of 
several strategies to allow the explicit identifi cation of the stem cell and the ability 
to distinguish it from the surrounding tissue.  

7.2.2     Imaging Locations 

 Intravital imaging of stem cells in the bone marrow requires optical access to the 
bone marrow space. One approach involves surgical removal of muscle and connec-
tive tissue to access long bones such as the femur or tibia, followed by mechanical 
thinning of the bone surface (Askenasy and Farkas  2002 ). Stem cells preferentially 
localize to the trabecular region of the long bone, where they are found throughout 
the spongy region. Although this approach has been demonstrated to allow stem cell 
imaging in vivo, the procedure is complex, highly invasive, and most commonly is 
terminal. 

 An alternative approach is to image the skull (calvarial) bone marrow, which was 
fi rst described by Mazo, von Andrian, and coworkers (Mazo et al.  1998 ). The cal-
varial bone resides just underneath the skin of the scalp, and the outer layer of hard 
bone is thin enough to allow intravital imaging of the marrow compartment without 
a need for mechanical bone thinning. The HSC rich calvarial bone marrow is orga-
nized primarily in a few hundred micron diameter region around the central vein, 
where there are highly vascularized areas. 

 The accessibility and ease of longitudinal imaging in the calvarial bone marrow 
have enabled studies of hematopoietic stem cell (Adams et al.  2009 ; Ferraro et al. 
 2011 ; Alt et al.  2012 ), mesenchymal stem cells (Méndez-Ferrer et al.  2010 ), 
immune cells and dendritic cells (Luster et al.  2005 ; Mazo et al.  2005 ), and malig-
nancies (Sipkins et al.  2005 ; Colmone et al.  2008 ; Azab et al.  2009 ; Lane et al. 
 2011 ).   

7.3     Cell Labeling Strategies 

 One way to image stem cells specifi cally without causing any change to cell func-
tion or the microenvironment is via an endogenous spectral signature such as Raman 
spectral fi ngerprinting. However, there is currently no known method to spectrally 
distinguish stem cells from their surrounding cells without exogenous labels. Raman 
spectroscopy has not yet been demonstrated for stem cell identifi cation in a complex 
cellular environment such as the bone marrow. Therefore the search is on for stem 
cell labels that have high brightness, are highly specifi c, and do not alter the cell 
function or the cellular microenvironment, However, current technologies have 
limitations in one or more of these areas. 
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7.3.1     Fluorescent Proteins 

 A method that could generate high specifi city and contrast would be the expression 
of a fl uorescent protein tagged to a particular stem cell marker. For MSCs, several 
markers have been suggested including nestin, Mx-1, leptin receptor, alpha-smooth 
muscle actin, and prx1 (Cai et al.  2009 ; Méndez-Ferrer et al.  2010 ; Ding et al.  2012 ; 
Park et al.  2012 ; Greenbaum et al.  2013 ). However, for HSCs no single genes driv-
ing fl uorescent protein expression have yet been found. The lack of a single cell 
surface marker for HSCs has also limited the potential use of exogenous antibodies. 
The combination of multiple positive and negative markers required for identifi ca-
tion of stem cells in vitro (Shizuru et al.  2004 ) has deterred the use of such strategies 
for in vivo imaging. To overcome the problem of marker specifi city for stem cells, 
researchers have adopted the method of stem cell transplantation. To do so, bone 
marrow is harvested from healthy mouse donors, the stem cells are purifi ed by fl ow 
cytometry using a panel of accepted markers for HSCs (Ema et al.  2006 ) or MSCs 
(Dominici et al.  2006 ; Morikawa et al.  2009 ), and the cells are transplanted into 
recipients. 

 An important component of the success of therapies such as HSC transplantation 
is the ability of HSCs to fi nd their way from the blood back to the bone marrow 
where they can repopulate blood derived cells after intravenous infusion. This hom-
ing ability allows the successful use of intravital microscopy to study HSC biology 
following transplantation of labeled cells. Isolation and transplantation of HSCs 
from universal GFP or DsRed expressing mice allows the monitoring of homing 
events in the bone marrow and can even potentially allow tracking of bone marrow 
reconstitution progress. For the study of HSC biology, the universality of the expres-
sion reduces usefulness to soon after transplantation since all blood lineage progeny 
will also express the fl uorescent protein. For the study of exogenous MSC biology, 
where minimal proliferation is expected after transplantation, fl uorescent protein 
expression may also prove to be useful.  

7.3.2     Tracker Dyes 

 The use of lipophilic membrane dyes represents an alternative and reliable method for 
tracking stem cells in vivo. These dyes are bright, available with emission wave-
lengths in the green (DiO), red (DiI), far-red (DiD), and near-IR (DiR), and most 
importantly, have minimal impact on cell viability and do not interfere with homing 
for MSCs (Fig.  7.3 ). For HSCs, staining with a tracker dye does not signifi cantly 
reduce their blood reconstitution ability (Lo Celso et al.  2009a ). Due to an optimal 
combination of long wavelength (low tissue scattering) and high staining effi ciency, 
the DiD dye is most often used. This dye can be excited by helium-neon or diode 
lasers in the 630–650 nm wavelength range, and has a peak emission of 665 nm. The 
other dye members of this series, in particular DiI and DiR, have also been used 
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extensively for bone marrow imaging. DiI has a shorter peak excitation (549 nm) and 
emission (565 nm), with a commensurate increase in tissue scattering that may reduce 
the detection effi ciency of deeper cells relative to DiD. DiR is of particular interest 
due to its near-IR emission at 780 nm. At this wavelength range, diminished tissue 
scattering and autofl uorescence could potentially contribute to improved cell detec-
tion. DiR is also a photo-convertible dye that changes its color upon illumination at a 
proper wavelength (Carlson et al.  2013 ), making it particularly useful for optically 
highlighting a single cell or a group of cells for subsequent tracking. In practice, com-
monly used detectors such as photomultiplier tubes often have reduced quantum effi -
ciency by 780 nm, which somewhat mitigates the potential advantages of DiR.

a

b

c

  Fig. 7.3    MSC homing to 
bone marrow and viability 
after staining. ( a ) Relative 
percent of viable cells after 
staining human MSCs with 
different tracker dyes, 
viability was measured with 
using MTT, and error bars 
indicate standard deviation of 
three independent 
experiments. ( b ) 
Representative z-projected 
image from a 3D stack of 
mouse calvarium bone 
marrow after intravenous 
injection of 10 5  DID Labeled 
MSCs ( white ) in a C57BL/6 
mouse with vasculature 
shown in  red . When mice are 
subjected to gamma 
irradiation, the vasculature 
has less well-defi ned borders 
( c ) and MSCs are still found 
in high numbers. Scale 
bar = 100 μm       
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7.4         Imaging and Analysis 

7.4.1     Longitudinal Bone Marrow Stem Cell Tracking 

 A primary motivation for the use of intravital microscopy is the ability to perform 
dynamic longitudinal analysis in single animals, which can provide new knowledge 
about dynamic cellular processes. For example, live longitudinal imaging has led to 
such important biological discoveries as elements in the multicomponent infl am-
matory homing cascade (von Andrian et al.  1991 ) and other stem cell regenerative 
processes (Schroeder  2008 ). In the bone marrow, stem cell engraftment and divi-
sion in the fi rst several hours to days after transplantation can be followed in a 
single animal. Intravital imaging of the bone marrow is most commonly performed 
over a 1–2 h time frame, with a maximum time attainable of roughly 4–6 h. Use of 
isofl urane gas anesthesia allows long imaging sessions, but long imaging times 
increases the risk of complications. During the time course of a standard imaging 
session, it is possible to observe the migration of moving cells with typical veloci-
ties of a few micrometers per minute (Fujisaki et al.  2011 ). However, to observe 
more rare events such as HSC cell division it is necessary to perform multiple 
imaging sessions on subsequent days. After each imaging session, the skin incision 
above the scalp is sutured and the animal is allowed to recover from anesthesia. 
Imaging sessions on subsequent days are possible, but generally image degradation 
due to scar tissue build up precludes any more than 3–4 total imaging sessions. To 
ensure that the same cell(s) are imaged in successive imaging session, the tech-
nique of photoconversion can be used to highlight the specifi c cell of interest 
(Carlson et al.  2013 ).  

7.4.2     Stem Cell Transplantation Dosing 

 A consideration in the intravital imaging of stem cells in the bone marrow microen-
vironment is the infused number of cells. HSCs exhibit high effi ciency of homing to 
the bone marrow, and it is important to limit the number of injected cells to prevent 
saturation, i.e. to ensure that HSC homing locations only occupy sites that would be 
fi lled by HSCs under normal circumstances. Practically speaking, systemic infusion 
of 10 4  HSCs yields 5–10 HSCs in the calvarial bone marrow detected by scanning a 
4 × 6 mm region (Lo Celso et al.  2009b ). For exogenously administered MSCs, 
doses commonly used in therapeutic trials are on the order of 10 6  cells/mouse. 
However, for imaging purposes this dose yields very high numbers of MSCs in the 
bone marrow. With approximately 10 5  MSCs infused intravenously, a high but still 
manageable number of MSCs can be detected in healthy and irradiated calvarial 
bone marrow (Fig   .  7.4 ).
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7.4.3        Image Processing and Quantifi cation 

 Several key parameters in stem cell biology can be evaluated with the assistance of 
intravital microscopy of bone marrow stem cells. First is the number of cells local-
ized as a function of time after infusion. With adequate signal to noise ratio, cell 
number can be quantifi ed in a specifi c location over time. Elimination of autofl uo-
rescent events is critical because autofl uorescence is the primary source of experi-
mental error while imaging (Lo Celso et al.  2011 ). To avoid sampling bias due to the 
small fi eld of view, multiple adjacent images (or 3D stacks) should be acquired and 
stitched together to provide a more reliable readout. Quantifi cation of stem cell 
homing or delivery to the bone marrow after exogenous administration (HSCs and 
MSCs) and proliferation in the niche (mostly HSCs) is important for improving 
stem cell-based therapy. 

 The next important parameter is the location of endogenous or transplanted stem 
cells relative to other cells or structures in the bone marrow, such as the endosteal 
surface or blood vessels. The ability to measure objects in 3-dimensions using intra-
vital microscopy provides an advantage in accuracy over the predominately 
2-dimensional measurements available with histological sectioning. With the help 
of ImageJ, basic image processing and thresholding techniques described in detail 

  Fig. 7.4    HSCs in the 
endosteal niche. In vivo 
imaging of DiD labeled 
HSCs ( white ), bone second 
harmonic signal ( blue ), and 
Col2.3 osteoblasts ( green ) in 
close proximity to the HSC 
24 h after systemic infusion 
into an irradiated recipient. 
Scale bar = 100 μm       

 

L.J. Mortensen et al.



155

elsewhere (Lo Celso et al.  2009b ) allow the analysis of distances between object 
edges in the bone marrow compartment, which can yield useful insight into bone 
marrow stem cell localization and interaction. Although automated segmentation 
and quantifi cation algorithms can be used for such measurements, generally evalu-
ation of nearest neighbor distances is more easily and reliable performed manually 
in the highly heterogeneous medium of the bone marrow (Lo Celso et al.  2011 ). 

 Another interesting parameter that can be quantifi ed is cell motility in the bone 
marrow. This can be quantifi ed by capturing an image or 3-D stack at set time inter-
vals, and evaluating the movement velocity of cells from the assembled time-lapse 
movie. The addition of the third dimension by capturing sequential stacks improves 
the accuracy of movement measurements, but the complexities of stack registration 
often limit movement acquisition to two dimensions.   

7.5     What Have We Learned 

7.5.1     Intravital Microscopy of Hematopoietic Stem Cells 

 One of the most signifi cant fi ndings of bone marrow visualization is that the bone 
marrow, as a whole and including the endosteal surface, is highly vascularized. 
The observation that the endosteal niche is perivascular (Lo Celso et al.  2009a ) 
has important implications since the two commonly referenced bone marrow 
niches (the endosteal niche and the vascular niche) may not be distinct and may in 
fact share common characteristics. In addition, it has been estimated that greater 
than 90 % of the bone marrow is within 20 μm of a blood vessel (Dr. Juwell 
W. Wu, private communication), raising the question how the stem niche can be 
hypoxic, as is widely assumed. In a recent elegant paper, a comparison of HSC 
niches in the calvaria, long bones epiphyses, and diaphyses was achieved using a 
combination of whole body imaging and intravital microscopy. The authors 
reported a considerable heterogeneity between different BM compartments in 
terms of bone hypoxia state, remodeling activity and blood volume fraction 
(Lassailly et al.  2013 ). 

 A low but consistent number of HSCs can be reliably found in the bone marrow 
niche with similar numbers of injected cells. Without gamma irradiation, these 
cells can be observed for up to 30 days with DiD staining (Fujisaki et al.  2011 ). 
With gamma irradiation, the location and division of HSCs to begin repopulation 
can be clearly visualized, with cell division and formation of small clusters of 2–4 
cells by imaging on consecutive days (Lo Celso et al.  2009a ,  b ,  2011 ). Although 
this occurrence is unlikely to be due to additional migratory events, conclusive 
evidence of HSC proliferation came from DiR photoconversion experiments (such 
that only one cell in the entire animal has the correct photoconverted color). The 
appearance of two or more cells with the same color supports that HSC accumula-
tion at a specifi ed location in the bone marrow is in fact due to proliferation (Carlson 
et al.  2013 ).  
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7.5.2     Intravital Microscopy of Mesenchymal Stem Cells 

 Recently, the role of nestin-expressing bone marrow cells (Fig.  7.5a ) in the homing 
of HSCs to bone marrow was demonstrated where purifi ed HSCs were injected into 
the circulation of lethally irradiated nestin+ mice. Using intravital microscopy, anal-
yses of distance between nestin+ cells and the homing HSCs cells have shown that 
HSC home near nestin+ cells in the irradiated bone marrow (Méndez-Ferrer et al. 
 2010 ). The alpha smooth muscle actin (α-SMA) marker (Kalajzic et al.  2008 ) was 
also used to observe cell proliferation, migration, and homing during bone regenera-
tion in transgenic mice (Fig.  7.5b ).

   Kinetics of MSCs within the circulation is another fi eld where intravital micros-
copy has been used. MSCs were tracked after injection into mouse arterial vascula-
ture and it was noticed that 1 min after human MSC injection, arterial blood velocity 
declined by 60 % and such decrease was attributed to the human MSCs being 
entrapped in the mouse capillaries after arterial injection (Furlani et al.  2009 ). In a 
similar study, it was shown that upon intra-arterial injection of in vitro expanded 
MSCs, they become entrapped in precapillary vessels, leading in interruption of 
blood fl ow in the corresponding artery (Toma et al.  2009 ). 

 Combining tracker dyes and intravital microscopy has proven to be very useful 
for stem cell in vivo monitoring as well. In order to improve the homing of MSC to 
bone marrow, Sackstein et al. converted the native CD44 glycoform on MSCs into 

a b

  Fig. 7.5    In vivo imaging using putative MSC markers. ( a ) Skull imaging of Nestin GFP MSC in 
a transgenic mouse with second harmonic signal ( blue ) to visualize the bone. The vasculature is 
visualized ( red ) by injecting CD31 into the circulation, ( green ) signal from nestin specifi c expres-
sion of the green-fl uorescent protein showing nestin positive cells near the vasculature and the 
endosteal surface. ( b ) Skull imaging showing signal from alpha-SMA-GFP perivascular cells 
( green ), bone second harmonic generation ( blue ), and vasculature ( red ) in a transgenic mouse       
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hematopoietic cell E-selectin/L-selectin ligand (HCELL) 6, which possessed potent 
E-selectin binding without affecting cell viability or multipotency. Real-time 
 intravital microscopy in immunocompromised (NOD/SCID) mice showed that 
intravenously infused DID labeled HCELL+ MSCs home effi ciently to the bone 
marrow, with endosteal localization and generation of new human bone tissue 
(Sackstein et al.  2008 ). In another attempt to improve homing of MSCs, their sur-
face was modifi ed with sialyl Lewisx (SLeX) that is found on the surface of leuko-
cytes and mediates its rolling. Labeling the MSCs with DiD and DiR dyes allowed 
the observation of an enhanced rolling response on infl amed endothelium in vivo 
and homing to infl amed tissue with higher effi ciency compared to native MSCs 
(Sarkar et al.  2011 ). 

 In a recent study, mRNA transfection was utilized to generate MSCs that simul-
taneously express P-selectin glycoprotein ligand-1 (PSGL-1), Sialyl-Lewis x  (SLeX), 
and interleukin-10 (IL-10). Using membrane dyes, the cells were tracked in vivo 
following systemic injection, and a rapid homing of MSCs to the infl amed site was 
observed with a higher anti-infl ammatory effect that decreased local infl ammation 
(Levy et al.  2013 ). These modifi ed cells also exhibited enhanced homing to the 
calvarial bone marrow (Fig.  7.6a ). It has been suggested that MSCs can act as vehi-
cles for gene and drug delivery (Fig.  7.6b ) because of their low immune response, 
easy expansion and immunomodulatory properties (Porada and Almeida-Porada 
 2010 ; Sarkar et al.  2010 ) which holds a great promise of targeting specifi c locations 
with desired genes or therapeutics in the future.

a b

  Fig. 7.6    Delivery of modifi ed MSC to the bone marrow. ( a ) Representative image of MSC local-
ization in the bone marrow after injection of PSGL-1 and FUT-7 overexpressing MSCs ( blue ) and 
unmodifi ed MSCs ( white ). Most cells extravasated through the vessel walls ( red , visualized by 
rhodamine-dextran). ( b ) Representative image of MSCs ( white ) carrying a fl uorescent micropar-
ticle cargo ( blue ) to the bone marrow (vessels in  red , visualized by rhodamine-dextran) after sys-
temic infusion. Scale bar = 100 μm       
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7.5.3        Intravital Microscopy of Stem Cell Interactions 
in the Bone Marrow 

 Although much has been learned so far by intravital microscopy of the bone marrow, 
clearly the next frontier is the dynamic evaluation and modifi cation of cellular inter-
action in the stem cell niche. Although a body of work has demonstrated interplay 
between HSCs, MSCs, and a multiplicity of other cells, proportionally less has lever-
aged the direct evidence available with intravital microscopy. In perhaps the earliest 
reported bone marrow intravital imaging, Mazo, von Andrian, and others visualized 
hematopoietic progenitor cells rolling on the endothelium of bone marrow vascula-
ture (Mazo et al.  1998 ). More recent work in the bone marrow stem cell niche found 
that HSCs transplanted into irradiated mice home near the endosteal surface and are 
in close proximity to osteoblasts, supporting the notion of an osteoblast HSC niche 
(Lo Celso et al.  2009a ). Further examining the relationship between HSCs and their 
niche, Mendez-Ferrer et al. found that HSCs home near nestin+ MSCs by intravital 
microscopy, and that the nestin+ MSCs are required for the homing process (Méndez-
Ferrer et al.  2010 ). After homing to the bone marrow niche in non-irradiated mice, 
allogeneic HSCs are found by intravital microscopy to persist in immune competent 
host without being rejected. The allograft survival is dependent on the presence of 
bone marrow regulatory T cells (visualized by their FOXp3-GFP expression), which 
provide immune privilege to transplanted HSCs in vivo (Fujisaki et al.  2011 ).   

7.6     Conclusions and Closing Remarks 

 The bone marrow is an important source of stem cells that form blood, skeleton, and 
connective tissue. In the malignant setting the bone marrow can also harbor cancer 
stem cells that either originate there (such as leukemia) or metastasize to this site 
(from solid tumors). Detailed characterization how normal stem cells are main-
tained in the bone marrow will help advance cell-based therapies as well as help to 
uncover how cancer stem cells can survive in this location even after chemo- or 
radiation therapy. Intravital microscopy will be particularly useful for visualizing 
the changing microenvironment and the dynamics of cellular interactions after ther-
apeutic manipulation. 

 Thus far, we have only touched on the major components in the bone marrow 
microenvironment- the HSCs, MSCs, and some of their supporting cells. The next 
frontier will be a systems approach to identifi cation of the complex cellular network 
involved in niche maintenance. Intravital microscopy will no doubt have a vital role 
in helping to advance this next frontier.     
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    Abstract     Intravital microscopy is a powerful tool for discovery and analysis in cell 
biology, neurobiology, immunology and oncology and has increasingly become a 
method used in most biomedical research. Recently, advances in imaging system, 
fl uorescence labeling and tissue immobilization techniques have made it possible to 
 in vivo  image subcellular structure dynamics and cellular processes in virtually all 
abdominal organs of live mice. In this chapter, we describe the considerations that 
comprise subcellular intravital imaging in mouse intraperitoneal organs. After dis-
cussing the topics such as choosing the suitable imaging modalities and optics, 
labeling strategies, tissue stabilization, anesthesia and animal handling, examples of 
imaging various organs with subcellular resolution using a tissue stabilization 
device made by the authors are presented. This chapter will be helpful to scientists 
who are interested in adding intravital microscopy to their technology toolbox. We 
have focused our discussions on  in vivo  imaging in abdominal organs, however, 
most of the points we make are relevant to imaging of any organs.  
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8.1         Introduction 

 Imaging of live animals at microscopic resolution (intravital microscopy, IVM) has 
provided enormous invaluable information on mammalian cell biology in the last 
two decades (Weigert et al.  2013 ; Grutzendler et al.  2002 ; Nimmerjahn et al.  2005 ; 
Li et al.  2012 ; Marchiando et al.  2010 ; Swirski et al.  2009 ; Masedunskas et al.  2011 ; 
Orth et al.  2011 ). For example, subcellular IVM of the mouse brain has revealed 
unexpected details of the dynamic nature of synaptic structures through development 
and reshaped the understanding of neurodegenerative diseases and of immune sur-
veillance function of microglia (Grutzendler et al.  2002 ; Nimmerjahn et al.  2005 ). 
Imaging the salivary glands of live mice has shed novel insights into the mechanism 
of regulated exocytosis and disclosed discrepancies between  in vitro  and  in vivo  
model systems (Masedunskas et al.  2011 ,  2012a ; Masedunskas and Weigert  2008 ). 
However, performing subcellular intravital imaging in intraperitoneal organs of 
rodents has long been impeded due to organ motion caused by respiration and heart-
beat. Research using IVM has suggested that mechanisms of infl ammatory leukocyte 
recruitments in mouse kidney and liver differ markedly from those in other readily-
visualized tissues such as the skin, muscle and mesentery (Hickey and Westhorpe 
 2013 ), underlining the importance of observing biological processes in their natural 
 in vivo  context. In the last few years, much effort has been made to develop technolo-
gies facilitating to access constantly abdominal organs of live rodents with minimal 
invasiveness and to minimize tissue motion artifacts with negligible impairments 
(Ritsma et al.  2013 ; Cao et al.  2012 ; Kim et al.  2012 ; Tanaka et al.  2012 ). The confl u-
ence of these developments has made it possible to longitudinally image murine 
internal organs with subcellular resolution under proper physiological conditions. 

 In this chapter, we provide an overview of the latest technical advances in subcel-
lular IVM with a particular emphasis on practical considerations for imaging of 
abdominal organs in rodents. First, the most widely used imaging modalities and 
state-of-the-art optics such as miniaturized objectives and microlenses for IVM of 
rodent internal organs are described. Recommendations are made for choosing the 
appropriate microscope, objective and settings in order to perform IVM with high 
sensitivity and low phototoxicity for specifi c imaging studies. Next, general label-
ing strategies for IVM are outlined. The advantages and limitations of these strate-
gies are discussed, and methods for avoiding fl uorescence crosstalk (also termed 
bleed through or crossover) are addressed. Various approaches to accessing the tar-
get organs and minimizing tissue motion artifacts for long-term imaging without 
compromising tissue integrity are then introduced. Finally, considerations for ani-
mal preparation and handling, anesthesia, and physiologic monitoring of anesthe-
tized animals are presented, and how animal preparation and anesthesia may 
confound the results of the imaging studies is discussed. We have also reviewed 
selected applications of IVM in murine abdominal organs, including examples from 
our own work. These studies are chosen because they illustrate how IVM can be 
used to image and investigate a wide range of physiological and subcellular 
 processes in internal organs.  
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8.2     Choice of Imaging Modality and Optics 

8.2.1     Microscope 

 A wide variety of light microscopy techniques are available for IVM (Li et al.  2012 ; 
Alencar et al.  2005 ; Mennone and Nathanson  2011 ; Yamauchi et al.  2006 ; Nishimura 
et al.  2008 ; Serrels et al.  2009 ; Pittet and Weissleder  2011 ). The type of system to 
be used depends largely on the kind of experiment to be performed. For imaging 
cellular processes and subcellular structures, laser scanning confocal, two-photon 
and spinning-disk microscopy are the most widely used. Detailed descriptions on 
these technologies are not presented here as many excellent discussions may be 
found elsewhere (Helmchen and Denk  2005 ; Zipfel et al.  2003 ; Wang et al.  2005 ), 
and only the main and distinctive features of these systems are briefl y reviewed. 

 Laser scanning confocal microscope (LSCM) uses an emission pinhole to reject 
out-of-focus light, which greatly increases the contrast and the visibility of fi ne 
details in the specimen and allows performing optical sectioning. One of the advan-
tages of LSCM is that the thickness of the optical section can be determined by 
tuning the size of pinhole to enable an optimal defi nition of subcellular structures 
(Masedunskas et al.  2011 ). The good lateral and axial resolution makes LSCM the 
type of microscopy that is best suited for imaging organelles and biological pro-
cesses (Weigert et al.  2010 ). However, LSCM suffers from a limited depth penetra-
tion up to 50–100 μm due to high absorption and scattering of UV or visible light in 
the tissue (Phan and Bullen  2010 ). Further, under LSCM microscope both in-focus 
and out-of-focus molecules can be excited, leading to photodamage and photo-
bleaching, and is not suitable for long-term imaging. 

 Two-photon microscope (TPM) relies on the simultaneous absorption of two 
photons by a fl uorophore. For a given fl uorophore, two-photon excitation requires 
the use of excitation light at twice the one-photon wavelength, falling into the near 
infrared (NIR) or infrared (IR). TPM has a number of advantages. First, it can pen-
etrate much deeper (up to 400 μm in lymphoid tissue) into tissues than LSCM 
because the absorption and scattering of NIR or IR in biological specimens are 
minimal (Helmchen and Denk  2005 ; von Andrian and Mempel  2003 ). By adding 
extra options to the system such as optical parametric oscillators or regenerative 
amplifi ers, the imaging depth can be further extended up to 700 μm in the lymph 
node and 1,000 μm in the brain (Andresen et al.  2009 ; Theer et al.  2003 ). Second, 
Two-photon excitation of fl uorophores is limited to the focal plane and no pinhole 
is required to block off-focus emission in TPM. This signifi cantly reduces the pho-
todamage and photobleaching, and enables to successfully image embryogenesis in 
mice which has failed with LSCM due to the developmental arrest caused by pho-
totoxicity (Squirrell et al.  1999 ). Third, TPM can excite various endogenous 
 fl uorophores that are simulated by UV in LSCM and visualize structures such as 
collagen fi bers through second-harmonic generation, which allows intrinsic molec-
ular imaging in living specimens without any exogenous labels (Wang et al.  2010 ; 
Pena et al.  2007 ). While TPM has unique advantages, it has poorer resolution when 
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compared with LSCM because the resolution of a microscopy system is directly 
proportional to the wavelength of excitation light (Piston  1998 ). Moreover, TPM is 
expensive and less affordable for most laboratories, and generally relies on a single 
excitation wavelength for all fl uorophores. 

 Both conventional LSCM and TPM have an inherently slow acquisition speed 
that reaches at best a few frames per second, limiting the ability to observe events 
that occur on very fast timescales. To monitor the behavior of fast-moving fi ne struc-
tures inside the cells of live animals, spinning-disk confocal microscopy (SDCM) is 
a technique of choice. SDCM offers video rate imaging up to 1,000 frames per sec-
ond. This rapid acquisition speed also helps to overcome the challenge of motion 
artifacts caused by heartbeat and respiration in intravital imaging, which is particu-
larly pronounced for abdominal organs. SDCM gives a lower local dose of light rela-
tive to CLSM, which signifi cantly reduces photobleaching/phototoxicity and allows 
long-term IVM (Graf et al.  2005 ). Applications of SDCM in neurobiology, immu-
nology and cancer studies in live animals have been reported (Nishimura et al.  2008 ; 
Ewald et al.  2011a ; Stirling et al.  2009 ; Jenne et al.  2011 ). While SDCM is a power-
ful tool for high-speed imaging, it has a more limited tissue penetration than TPM 
and theoretically more limited ability to remove out-of-focus light than CLSM due 
to crosstalk between the multiple pinholes (Shimozawa et al.  2013 ).  

8.2.2      Objective Lenses 

 The choice of objectives is important especially for performing subcellular 
IVM. When deciding which lens is chosen for a particular application, balancing the 
desire of high-resolution image acquisition with the need of minimal exposure of 
the specimen to light to reduce phototoxicity and photobleaching should be taken 
into consideration. The resolution of an optical microscope can be defi ned by a 
simple equation R = λ/(2NA), where R is resolution (the shortest resolvable distance 
between two objects), λ is the wavelength of the light, NA is the numerical aperture 
of the lens (Piston  1998 ). This relationship indicates that for a given imaging light, 
higher NA lens will produce higher resolution. The resolving power of a microscope 
is also dependent on contrast. In general, more light produces higher-contrast images 
(Webb and Brown  2013 ). The light throughput of an objective lens is proportional 
to its NA to the fourth power, and inversely proportional to the square of its magni-
fi cation (Webb and Brown  2013 ; Abramowitz et al.  2002 ). Consequently, to obtain 
bright and high-resolution images, an objective lens with the highest NA and the 
lowest magnifi cation capable of providing a pixel size that matches the Nyquist 
criterion should be used. The Nyquist criterion defi nes that the pixel size should be 
slightly less than one-half of the resolution, that is, approximately two points should 
be collected per resolution size for maximizing the structural information collection 
(Piston  1998 ; Brown  2007 ). Increasing the magnifi cation to sample with smaller 
pixel size than that required by the Nyquist criterion leads to oversampling, subject-
ing the specimen to more light exposure and phototoxicity than is necessary and 
increasing the scanning time for a given image area which could raise the chances 
of introducing motion artifacts, without adding additional structural information. 
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 Besides the resolving power, physical accessibility of the objective lens to the 
tissue of interest should also be taken into account in small animal IVM, particu-
larly for longitudinal imaging at multiple time points in which minimal invasiveness 
is a matter of great concern. Stick-type objectives with a small footprint ranging 
from 1.3 ~ 3.5 mm in diameter have shown to allow access to virtually any abdomi-
nal organs of mice and provide optimal excitation for imaging the uneven and 
rounded surfaces of these organs (Fig.  8.1 ) (Cao et al.  2012 ; Alencar et al.  2005 ). 
These objective lenses have a relatively high NA and are optimized for use at red 
and NIR wavelengths, enabling subcellular IVM in various internal organs (Swirski 
et al.  2009 ; Cao et al.  2012 ). Recently, applications of using gradient refractive 
index (GRIN) microlenses for intravital imaging have been presented (Kim et al. 
 2012 ; Li and Yu  2008 ; Barretto et al.  2009 ,  2011 ). GRIN microlenses typically are 
cylindrical shape lenses that usually possess small diameters (350–1,000 μm), mod-
erate lengths (20–100 mm) and relatively high NA (0.4–0.6), allowing minimally 
invasive cellular imaging of mouse internal organs (Fig.  8.1 ) (Kim et al.  2012 ; Li 
and Yu  2008 ). By combing GRIN lenses with high-NA plano-convex glass lenses 
cut from tiny, mass-produced ball lenses, imaging at subcellular resolution that is 
comparable to conventional microscopy has been achieved (Barretto et al.  2009 ).

8.3         Labeling Strategies for Intravital Microscopy 

8.3.1     Fluorescent Proteins (FP) 

 Transgenic mice expressing selected FPs in specifi c cell lineages or whole animals 
have been extensively used for intravital imaging experiment. The versatile applica-
tions of FP mice include cell lineage identifi cation, single-cell tracking, organelle 
dynamics observation and membrane traffi cking analysis (Masedunskas et al.  2011 ; 
Cao et al.  2012 ; Kedrin et al.  2008 ). Fused multi-FP transgene strategies have led to 

  Fig. 8.1    Schematic of optical 
lenses. Regular objective lens 
( left ). Stick-type objective 
lens ( middle ). Gradient 
refractive index (GRIN) 
lenses with different 
diameters ( right )       
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some elegant studies, such as the generation of the FUCCI reporter system that 
allows real-time monitoring of cell cycle progression and proliferative status of can-
cer cells implanted in mice and the brainbow mouse model that facilitates to analyze 
the neuronal circuitry (Dan et al.  2012 ; Livet et al.  2007 ). During the past few years, 
techniques of forster resonance energy transfer (FRET) and fl uorescence recovery 
after photobleaching (FRAP) using FPs have gained increasing popularity. FRET 
has been used for co-localization, protein–protein interactions and cell signaling 
pathway studies, and FRAP presents itself as a useful tool to study the diffusion of 
various biomolecules in living cells (Balla  2009 ; Timpson et al.  2011 ; Berkovich 
et al.  2011 ). Further, photoconversion of FPs has provided the opportunity to label 
the subgroup of a specifi c cell population and track them in multiple image sessions 
(Kedrin et al.  2008 ). 

 While FP transgenic animal models offer the advantages of stably endogenous 
expression, high tissue specifi city and precise temporal regulation, the generation of 
transgenic mice is costly and time-consuming. An alternative approach is to deliver 
the FP gene directly into the target organs of the adult animal via viral or plasmid 
DNA mediated gene transfer. Transduction of FP and other genes with the adenovi-
rus vector has been accomplished in the murine kidney and liver, and therapeutic 
benefi ts have been demonstrated in liver disease models (Corridon et al.  2013 ; Daly 
 2004 ). Recently, transfection of naked plasmid DNA using a tissue suction device 
has proven to be an effective technique for  in vivo  site-specifi c gene transfer in 
mouse internal organs, and the expression of luciferase and green fl uorescent pro-
tein in the liver, kidney and spleen were detected (Shimizu et al.  2012 ). The success-
ful delivery and expression of plasmid DNA in other organs such as the heart and 
salivary gland have also been reported (Shimizu et al.  2012 ; Sramkova et al.  2009 ). 
These novel approaches offer the possibility to image various biological processes 
in live animals in a relatively short amount of times since the creation of genetically 
modifi ed animals is not involved.  

8.3.2     Fluorescent Probes 

 Numerous synthetic fl uorescent probes that are suitable for IVM, including chemi-
cal compounds and nanocrystal quantum dots, have been developed in the last few 
decades. The main advantages of these probes are that they are easy to use, provide 
a wide array of image colors, enable studying various physiological and cellular 
functions and allow labeling of most cell compartments including cytoplasm, 
nucleus, subcellular structures and cell membrane (Parish  1999 ; Progatzky et al. 
 2013 ; Masedunskas et al.  2012b ). The probe can be delivered to the target site via 
systematic injection of the molecules into the animal. For example, intravenous 
injection of angiosense or dextrans is a routine method to highlight the vasculature 
and enable studying blood fl ow patterns in the kidney, pancreas and other organs in 
rodents (Kang et al.  2006 ; Nyman et al.  2008 ). The nuclear dye Hoechst is also 
commonly administrated systematically. It can rapidly penetrate the cell and label 
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the nuclei  in vivo  (Parish  1999 ). Alternatively, some probes can be administrated to 
tissues locally. Mitochondria, lysosomes and nuclei have shown to be effectively 
labeled by mitotracker, lysotracker and DRAQ5, respectively, in the salivary glands, 
liver and pancreas by bathing these organs in the probe solution (Masedunskas et al. 
 2012b ) (Cao, unpublished data). In comparison with endogenously expressed FPs, 
fl uorescent dyes present challenges of toxicity and non-specifi c staining (Last’ovicka 
et al.  2009 ; Lee et al.  2005 ). Therefore, for each particular application pilot experi-
ments should be performed to determine a suitable dose with which the staining is 
suffi ciently strong, but toxicity and non-specifi c labeling are minimized. Local 
administration of the probe is more desirable whenever applicable because it is less 
noxious, less expensive due to reduced amount of probe required, and in general 
offers better control for non-specifi c staining in comparison to systematic 
injections.  

8.3.3     Endogenous Fluorophores 

 Some molecules, including structure proteins collagen and elastin, enzymes/coen-
zymes NADH (nicotinamide adenine dinucleotide) and FAD (fl avin adenine dinu-
cleotide), vitamins, porphyrins and lipids lipofuscin, are endogenous fl uorophores 
that can be visualized by either single photon microscopy via UV radiation or non-
linear optical techniques such as TPM and second harmonic generation (SHG) 
(Huang et al.  2002 ; Perentes et al.  2009 ). In SHG case, incident photons interact 
with the non-centrosymmetric biological structures and produce new photons at 
twice the energy of their incident light (Weigert et al.  2013 ). The detection of endog-
enous emission through nonlinear excitation provides valuable information about 
cellular metabolic activity and tissue architecture (Huang et al.  2002 ; Perentes et al. 
 2009 ; Klinger et al.  2012 ). Since this approach requires no exogenous labelling 
which avoids the potential side effects of labelling and uses nonlinear excitation in 
the 700–900 nm range instead of the UV range which greatly minimizes photodam-
age risk and improves tissue penetration depth, it is becoming increasingly used in 
IVM both for basic research as well as medical diagnostics. For example, NADH is 
a sensitive indicator of both oxidative and glycolytic energy metabolism (Chance 
and Williams  1955 ; Williamson et al.  1967 ). Monitoring the change in NADH fl uo-
rescence facilitates to characterize the tissue redox status under pathological condi-
tions in the liver and kidney (Paxian et al.  2004 ; Wu et al.  2007 ). Imaging and 
measuring the level of NADH from murine pancreatic islets provide information to 
understand the differential metabolic responses in the cytoplasm and mitochondria 
of pancreatic β cells under glucose stimulation and help to determine the causative 
gene essential for glucose–stimulated metabolic responses (Patterson et al.  2000 ; 
Piston et al.  1999 ). Analysis of NADH fl uorescence has also been exploited to con-
fi rm the energy metabolism model in the brain (Kasischke et al.  2004 ), identify 
subtypes and grades of the cancer, and predict potential therapeutic effi cacy in 
tumor studies (Ostrander et al.  2010 ). Collagen fi bers, which serve to hold cells 
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together, generate a SHG signal under two-photon excitation and have been widely 
used for analyzing tissue structural organization. Imaging collagen fi bers has 
enabled successful diagnosis of liver and lung fi brosis as well as distinguishing dif-
ferent steps of their pathological processes (Pena et al.  2007 ; Lee et al.  2004 ). 
Moreover, collagen fi bers within the tissue can serve as valuable reference land-
marks for tracking cell migration over long period of imaging times (Ritsma et al. 
 2013 ; Perentes et al.  2009 ). Combination of two-photon fl uorescence and second- 
harmonic generated signal microscopy as two-modality microscopy allows for 
simultaneously detecting endogenous and exogenous fl uorescent signals in con-
junction with structural components in deep tissues, yielding multicolor images at 
high resolution. It is worth noting that for a given excitation power the absolute 
brightness of intrinsic emission signals are dramatically different among tissues, 
and signifi cantly higher laser intensity is required to acquire reasonable signal-to- 
noise images for some tissues (Dela Cruz et al.  2010 ). The high laser power could 
lead to severe tissue damage, therefore the tissue type is important to consider when 
designing microscopic imaging experiments based on intrinsic emission.  

8.3.4     Fluorescence Crosstalk Minimization 

 Fluorescence crosstalk is a common problem when imaging a sample that has been 
labelled by more than one fl uorescent marker. Crosstalk can happen in both the exci-
tation and emission. Since most fl uorophores have the excitation curve and emission 
curve with a long tail towards the blue and red end of the spectrum, respectively 
(Fig.  8.2 ), excitation crosstalk between fl uorophores usually occurs towards shorter 
wavelengths while emission crosstalk occurs towards longer wavelengths. For exam-
ple, the 488 nm-laser used to excite EGFP can also simultaneously excite DsRed, 
whereas the DsRed emission fi lter can often detect the EGFP signal. Several strate-
gies are commonly used to overcome the crosstalk problem. Firstly, gathering images 
sequentially rather than simultaneously by exciting each fl uorophore at a time helps 
to minimize crosstalk between channels. However, when imaging the internal organs 
of live animals that experience tissue motion caused by heartbeat and respiration or 
the highly dynamic events in the cells, the sequential scan is often not an option. 
Secondly, carefully choosing fl uorescent probes with widely separated excitation and 
emission profi les and associated fi lter sets can effectively avoid crosstalk. When 
designing multicolor-imaging experiments it is important to check the available 
equipment confi gurations including laser lines and detector fi lters before selecting 
fl uorescent labels to ensure that the chosen probes offer the optimal combination of 
collecting specifi c fl uorescent signals with minimal crosstalk with the use of avail-
able instrument. It is also critical to ensure that the fl uorescence emission of all 
selected probes is at a similar level of brightness. Note that synthetic dyes or quantum 
dots usually have a much narrower emission spectrum (typically 30–60 nm) in com-
parison to FPs (~80–150 nm). In multicolor-imaging experiments using fi lter sets, 
control samples labeled for each fl uorophore as well as unlabeled samples should be 
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prepared and imaged with the same imaging settings used for multiple labeled sam-
ples whenever possible. These images can serve as references to adjust laser inten-
sity, gain and offset level of the detector to minimize emission bleed through and can 
also be used to correct images post acquisition. Thirdly, spectral imaging coupled 
with image analysis using linear unmixing algorithms can be employed to powerfully 
eliminate fl uorescence spectral overlap artifacts in multifl uorescence imaging. 
Spectral imaging and linear unmixing is an established method used in terrestrial 
remote sensing for decades (Hiraoka et al.  2002 ; Haraguchi et al.  2002 ; Radosevich 
et al.  2008 ). Recent advances in software and imaging hardware have extended the 
application of this technology to medical and bioscience fi eld. This technique enables 
the identifi cation of the emission fl uorescence through the analysis of their unique 
spectral signatures, allowing the separation of the fl uorescence emission of fl uoro-
phores that have closely overlapping emission spectra and the elimination of back-
ground and autofl uorescence signals from images (Zhang et al.  2013 ). Therefore, 
spectral imaging opens the door to virtually unlimited use of fl uorescent labels simul-
taneously in a specimen. Microscopes equipped for this technology are commercially 
available and becoming increasingly popular. While spectral imaging offers signifi -
cant new advantages and possibilities, it also increases the complexity of the instru-
ment and attentions must be paid to technical limitations and potential pitfalls.

8.4         Tissue Access and Motion Artifact Control 

8.4.1     Tissue Access 

 To  in vivo  image mouse abdominal organs microscopically, different surgical tissue 
preparations are necessary to meet the experiment goal. For subcellular resolution 
imaging, exteriorization of the target organ in combination with careful tissue posi-
tioning and motion suppression is the most common method (Fig.  8.3a ) (Cao et al. 
 2012 ; Dunn et al.  2002 ; Toiyama et al.  2010 ; Coppieters et al.  2010 ). This approach 

  Fig. 8.2    Normalized excitation ( solid lines ) and emission ( dashed lines ) spectra of EGFP and 
DsRed       

 

8 Live Imaging of Subcellular Structures



172

requires in some cases considerably invasive surgical procedures when imaging 
using a regular microscope objective, precluding longitudinal image acquisition at 
subsequent time points (Coppieters et al.  2010 ; Zhong et al.  2008 ). Recent tech-
nique developments in miniaturized optical devices such as stick-type objectives, 
GRIN microlenses (both see Sect.  8.2.2 ) and fi ber optic microprobes (Bao et al. 
 2008 ; Lin et al.  2008 ) facilitate to image exteriorized internal organs with less inva-
sive surgical preparation, enabling repetitive imaging in the same animal within a 
prolonged period of time by replacing the organ in the peritoneal cavity, suturing the 
abdominal wall and skin separately over the incision and allowing the mouse to 
recover for a reasonable time before the next imaging session. The miniaturized 
lenses can also be applied to the surface of the internal organ through a small key-
hole incision or natural orifi ces which further minimizes the invasiveness, and allow 
image acquisition with cellular resolution (Fig.  8.3b ) (Kim et al.  2012 ; Alencar 
et al.  2005 ). For long-term repeatedly routine imaging, the chronic-transparent win-
dow is the technique of choice. The fi rst optical window camber was implanted in 
the rabbit ear in 1924 to allow imaging of angiogenesis  in vivo  (Sandison  1924 ). 
Subsequently, the conception and technique have been adopted to develop several 
kinds of windows for intravital imaging of mice: (i) the dorsal skin chambers to 
chronically visualize the subcutaneous tumor formation, metastatic process and 

a b

c d

  Fig. 8.3    Abdominal tissue preparation strategy for intravital microscopy. ( a ) The tissue is exteri-
orized. ( b ) The miniaturized objective lens accesses the internal organ through a keyhole incision. 
( c ) The abdominal imaging window ( AIW ) is implanted on top of the tissue which is glued fi rmly 
to the ring of the AIW. ( d ) The GRIN microlens is inserted into the tissue beneath the tissue surface 
and held in place by using a guide tube       
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drug response (Alexander et al.  2008 ), (ii) the cranial window to image dendritic 
spine turnover, microglia and angioarchitecture as well as to measure cerebral blood 
fl ow (Drew et al.  2010 ; Xu et al.  2007 ), (iii) the mammary imaging window to 
orthotopically image breast tumor growth and microenvironments (Kedrin et al. 
 2008 ), (iv) the spinal chamber to monitor microglia and afferent axon dynamics in 
response to spinal cord injury (Farrar et al.  2012 ), and (v) the abdominal imaging 
window (AIW) to visualize biological processes in internal organs (Fig.  8.3c ). The 
early AIWs composed of titanium rings and secured to the abdominal wall of a 
mouse were designed and manufactured to perform chronic observations of pan-
creas tumor growth and hepatic metabolism, respectively (Tsuzuki et al.  2001 ; Liu 
 2007 ). Recently, the AIW was further developed to enable imaging of many inner 
organs including the pancreas, liver, spleen, kidney, and small intestine at the cel-
lular or subcellular scale (Ritsma et al.  2013 ,  2012 ). The new model of AIW con-
sists of a titanium ring with a groove on the side and a coverslip on the top, which 
could be tightly secured to the skin and abdominal wall and held in place for an 
average of 5 weeks. The organ of interest is fi rmly secured to the window ring using 
glue to facilitate the acquisition of high-quality images. The AIW provides a power-
ful means to perform chronic study on many diseases that affect abdominal organs. 
It is important to note that assessments of possible complications that may relate to 
the surgical procedure should be undertaken at the end of the experiment.

   Conventionally,  in vivo  imaging can access only the superfi cial 300–400 μm of 
the internal organ due to the light absorption and scattering. This limitation has 
recently been surmounted by the use of particular tools such as GRIN lenses and 
glass microprisms (Chia and Levene  2009 ). Needle-like GRIN lenses fabricated in 
sub-millimeter in diameter can be inserted deep into the tissue and serve as a micro-
endoscope with negligible damage to the surrounding tissue (Fig.  8.3d ). They can 
be held in place by using a positioning control translator or a guide tube and have 
allowed intravital deep imaging in the rat kidney and mouse brain at the sites 3 and 
1.5 mm below the cortex, respectively (Li and Yu  2008 ; Barretto et al.  2011 ). 
Microprisms with a high-refl ective coating on the hypotenuse can also be inserted 
or chronically implanted into the tissue, turning the scanning pattern of the excita-
tion laser from the horizontal plane to the vertical plane. This mini-periscope tech-
nique offers a penetration depth that extends up to the length of the prism (>1 mm) 
and allows for wide fi eld-of-view imaging (>900 μm) with subcellular resolution 
(Chia and Levene  2009 ; Andermann et al.  2013 ). These innovations enable imaging 
within deep tissue areas that have been unreachable by the conventional optical 
systems, and open entirely new possibilities for studying cellular biology  in vivo .  

8.4.2     Motion Artifact Control 

 Motion artifacts caused by respiration and heartbeat is a crucial obstacle to subcel-
lular intravital imaging of abdominal organs. Various strategies have been devel-
oped to address this issue, which include: (i) the employment of specifi c surgical 
protocols to expose and properly position the inner organ. For example,  in vivo  
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imaging of subcellular structures in live rodent kidney has been fi rstly achieved by 
taking advantage of the longer left renal pedicle to facilitate kidney exteriorization 
and tissue immobilization (Dunn et al.  2002 ; Molitoris and Sandoval  2005 ). 
Subcellular imaging of the liver and pancreas were fulfi lled by using more invasive 
surgical procedures such as tracheotomy and splenectomy (Coppieters et al.  2010 ; 
Zhong et al.  2008 ), (ii) the development of diverse tools to physically minimize tis-
sue motion, such as the custom-made microstage device to provide immobilization 
platforms for virtually all internal organs (Cao et al.  2012 ), tissue stabilizers to 
apply pressure on the organ’s surface to increase stabilization (Toiyama et al.  2010 ), 
and AIWs to restrain tissue movement by gluing the organ of interest to window 
ring (Ritsma et al.  2013 ), (iii) the innovation of techniques to provide adaptive 
movement compensation using visual feedback control of the objective lens to 
remove the relative motion between the tissue and the objective (Lee et al.  2008 ; 
Laffray et al.  2011 ), (iv) the utilization of fast-scanning imaging system such as 
spinning-disk microscopy or high-speed confocal and two-photon microscopes 
equipped with resonant scanning mirrors, and (v) the application of software to cor-
rect some motion artifacts by post-acquisition image processing (Cao et al.  2012 ). 
It is worth mentioning that care must be taken to ensure that the motion control 
approaches lead to no tissue damage and the physiological condition of the organ 
relevant to the specifi c study is properly maintained during the imaging session.   

8.5     Animal Preparation and Anesthesia Considerations 

8.5.1     Animal Preparation 

 Several parameters are necessary to be taken into consideration when preparing 
mice for intravital imaging because animal handling may greatly infl uence results, 
especially when comparing between experiments. For example, studies show that 
strain and gender difference has signifi cant effects on metabolism, immunity, 
tumorigenesis and pharmacokinetics (Kolaczkowska et al.  2001 ; Hildebrandt et al. 
 2008 ). Research has found that physiological and metabolic processes, including 
cardiovascular function, endocrinology, exocrinology, immune function and gastro-
intestinal function, are linked to the animal’s circadian cycle (Schroder et al.  2013 ; 
Fonken et al.  2013 ; Summa et al.  2013 ). An organism’s response to pharmacological 
treatments is also modulated by the circadian clock. Numerous observations have 
demonstrated that drug-induced response varies depending on the timing of the 
treatment in the day (Levi  2002 ; Antoch and Kondratov  2013 ). It is therefore critical 
to use the mice of same strain and gender, and control the treatment and imaging 
time to ensure reproducibility between imaging experiments in longitudinal studies. 
Furthermore, the behavior and food consumption of rodents are responsive to a 
daily cycle. The timing and length of food removal for fasting treatment should be 
controlled to warrant consistent caloric intake between groups of animals.  
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8.5.2     Anesthesia Considerations 

 General anesthesia is necessary for intravital imaging of mouse internal organs. 
According to the nature of the drugs, anesthesia can be administrated via intraperi-
toneal, intramuscular or intravenous injection or through inhalation. Commonly 
used injectable anesthetics for mice include ketamine, pentobarbital, thiopental, and 
tribromoethanol, and inhalation agents isofl urane, halothane and sevofl urane 
(Gargiulo et al.  2012a ). Since strain, gender, age and body weight can have a marked 
impact on a mouse’s response to anesthetic agents (Gargiulo et al.  2012a ), all of 
these factors should be considered when choosing an anesthetic regimen. For exam-
ple, female mice usually require a higher dose of ketamine than male mice (Gargiulo 
et al.  2012a ). Transgenic and knockout mouse strains can exhibit altered sensitivity 
to anesthetics such as tribromoethanol and pentobarbital (Xie et al.  2000 ; Naveilhan 
et al.  2001 ). Another important factor to take into account is that anesthetic agents 
may infl uence physiological variables, further confounding imaging results 
(Dabbagh and Rajaei  2013 ; Abdel el Motal and Sharp  1985 ). 

 Here we briefl y discuss the usage and physiological effects of ketamine and iso-
fl urane, which are the most commonly used anesthetic drugs in mouse IVM, as 
examples. Detailed discussions on more anesthetics may be found in other 
 comprehensive review articles (Gargiulo et al.  2012a ,  b ). Ketamine is usually 
administrated to mice and rats via intraperitoneal injection at a dose ranging from 
80 to 200 mg/kg depending on strain, gender and animal’s health condition. To 
alleviate the muscle rigidity induced by ketamine, sedative xylazine is often co-
injected at a 10:1 ratio of ketamine to xylazine, producing anesthesia up to 1 h. 
Re-administration of ketamine/xylazine combination can be performed to further 
extend the anesthesia. Ketamine may induce light respiratory depression, hypoten-
sion, bradycardia, as well as increase norepinephrine plasma levels (Anton et al. 
 2004 ; Erhardt et al.  1984 ). Furthermore, research has revealed that ketamine anes-
thesia suppresses infl ammatory response but markedly increases apoptosis in 
splenic and hepatic tissues at 3 h after administration (Takahashi et al.  2010 ; 
Thompson et al.  2002 ). Inhalant isofl urane is often the anesthetic agent of choice for 
a long-term imaging session (>6 h) because it can be adjusted quickly as needed, 
allowing better control over the length and depth of anesthesia. Isofl urane is usually 
delivered at a relatively high dose (4 %) for inducing anesthesia, a moderate dose 
(2.5 %) for performing surgery and a lower dose (<2 %) for imaging. It is critical to 
use the lowest possible dose of isofl urane for the long survival times (Ewald et al. 
 2011a ). Side effects of isofl urane include respiratory depression, hypotension, 
immune depression and acidosis (Gargiulo et al.  2012a ; Kim et al.  2011 ; Sjoblom 
and Nylander  2007 ). Therefore, the effects of anesthetics on physiological param-
eters should be taken into considerations when choosing a suitable anesthetic agent 
for a specifi c imaging study. 

 General anesthesia induces hypothermia, which is potentially lethal and can 
affect the integrity of the imaging results as well because many physiological and 
cellular processes are very susceptible to changes in temperature. It is therefore 
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essential to keep mice warm by providing heat through warming pads, circulating 
water blankets or other means, and to monitor the core body temperature of an anes-
thetized animal using a rectal temperature probe (Gargiulo et al.  2012a ). For a long- 
term imaging session under inhalation anesthesia, it is recommended to monitor 
physiologic variables such as breathe and heart rate, blood-oxygenation levels and 
vascular distension using an oximeter probe to ensure optimal conditions for the 
mouse during the entire imaging session. Alternatively, anesthesia can be monitored 
through constant visual inspection (Ewald et al.  2011a ,  b ). In addition the anesthetic 
gas mixture should be humidifi ed to avoid adverse effect on the lung with the long- 
term exposure to the dry air, and the animal should be supplemented with warm 
saline to compensate for the loss of fl uid.   

8.6     Applications of Subcellular IVM in Abdominal Organs 

 The fi rst  in vivo  imaging of rodent abdominal organs at the subcellular level was 
achieved in the kidney of live rats using two-photon microscopy (Kang et al.  2006 ; 
Dunn et al.  2002 ; Sandoval et al.  2004 ). These pioneering studies demonstrated the 
internalization process of fl uorescently labeled dextrans and folic acid in proximal 
tubular cells and reshaped the understanding of apical uptake of large molecules in 
the kidney. Subsequent technological developments in surgical procedures and 
devices minimizing organ motion have allowed subcellular intravital imaging of 
diverse visceral organs with invasiveness of various degrees (Cao et al.  2012 ; 
Coppieters et al.  2010 ; Zhong et al.  2008 ; Ritsma et al.  2012 ). Recently, Cao et al. 
(Cao et al.  2012 ) reported a simple custom-made microstage device that effectively 
reduces abdominal organ motions without affecting tissue integrity and physiology, 
facilitating to obtain imaging results that truly represent what occurs  in vivo  and 
opening the way for longitudinally imaging cell biology in the same animal 
(Fig.  8.4a, b ). In this study, the use of the microstage device in combination with the 
intravital laser scanning imaging system (IV100, Olympus) equipped with novel 
stick-type objectives has enabled to visualize subcellular structures, determine 
reporter gene expression levels and image organelle dynamics in real-time in vari-
ous internal organs (Fig.  8.4a–j ). The study presents the fi rst report for the quantita-
tive longitudinal analysis of autophagy in response to nutrient starvation in 
abdominal organs of live mice. Furthermore, subcellular events such as exocytosis 
and mitochondrial fusion and fi ssion can be followed (Fig.  8.4i, j ).

   Table  8.1  lists selected examples showing that IVM has been successfully used 
to study dynamic events within multiple internal organs with subcellular resolution, 
which leads to novel fi ndings and enhanced understanding of cellular, physiologic 
and disease processes. For example, IVM of the spleen of  Cx   3   cr1   gfp/+   mice revealed 
that the spleen is a site for storage and rapid deployment of undifferentiated mono-
cytes which are an essential source for the body to regulate infl ammation (Swirski 
et al.  2009 ). Imaging protein traffi cking in the jejunal enterocytes of transgenic mice 
expressing fl uorescent-tagged occludin and ZO-1 fusion proteins has linked occlu-
din endocytosis to tumor necrosis factor (α) (TNF)-induced tight junction regula-
tion (Marchiando et al.  2010 ). This study has demonstrated for the fi rst time that the 
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  Fig. 8.4    Intravital imaging of subcellular structures and gene expression in mouse abdominal 
organs. Images were collected from mRFP–MBD-nls, GFP–LC3, CAG/su9-DsRed2- Acr3-EGFP 
and F-XBP1ΔDBD-Venus transgenic mouse models in which methylated DNA, autophagic vesi-
cles, mitochondria and endoplasmic reticulum (ER) stress are highlighted by mRFP, GFP, DsRed2 
and Venus fl uorescence, respectively. ( a ) Custom-made microstage device ( yellow arrow ), stick- 
type objective lens ( blue arrow ) and microstages of three types for organs of different morphology 
( lower panels ). ( b ) Illustration showing the  in vivo  imaging of pancreas of an anesthetized mouse 
using the microstage device and stick-type water immersion lens. ( c ) Highly methylated chromo-
centers and vasculatures labeled by mRFP–MBD-nls and AngioSense 750 IVM ( pseudo green 
color ) in the kidney, respectively. ( d ) Autophagic vesicles labelled by GFP–LC3 in the liver cells. 
( e ) Mitochondria labelled by DsRed2 in the pancreatic acinar cells.  Insets  in ( c – e ) are magnifi ed 
pictures of the boxed area in corresponding images. ( f ) ER stress indicated by Venus fl uorescence 
in the kidney 24 h later after the F-XBP1ΔDBD-Venus transgenic mice were injected with saline 
( upper panel ) or tunicamycin ( lower panel ). ( g ) Time-lapse images of autophagosome movements 
in the pancreatic acinar cells of GFP–LC3 transgenic mice. One GFP–LC3 dot displaced rapidly 
( yellow arrow ), while the other remained stationary ( yellow arrowhead ). ( h ) Time-lapse images of 
mitochondrial movements in the pancreatic acinar cells of CAG/su9-DsRed2-Acr3-EGFP trans-
genic mice, showing the change in distance between two mitochondria over time ( white arrow  and 
 arrowhead ). ( i ) Imaging an exocytosis event ( Magenta arrow ) in the pancreatic acinar cell of 
GFP–LC3 transgenic mice. ( j ) Imaging a mitochondrial fusion event ( blue arrowhead ) in the pan-
creatic acinar cell of CAG/su9-DsRed2-Acr3-EGFP transgenic mice. Scale bars, 20 μm ( c – d ), 
10 μm ( e ), 50 μm ( f ), 2 μm ( g ) and 5 μm ( h – j )       
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internalization of occludin is caveolin-1–dependent and is critical for  in vivo  
immune-mediated tight junction regulation, which has resolved a long-standing 
debate regarding the contribution of occludin to barrier function. These examples 
underscore IVM as an important and indispensable tool for the functional and path-
ological studies of intraperitoneal organs.

   Table 8.1    Examples of intravital imaging of various abdominal organs   

 Organ  Subject  Approach  Reference 

 Kidney  Endocytosis  Two-photon microscope  Dunn et al. ( 2002 ), 
Sandoval et al. ( 2004 ), 
Sandoval and Molitoris 
( 2008 ) 

 Apoptosis  Two-photon microscope  Kelly et al. ( 2003 ) 
 Exocytosis  Multiphoton microscope  Toma et al. ( 2006 ) 
 Functional studies in 
pathology 

 Multiphoton microscope  Kang et al. ( 2006 ) 

 Changes in mitochondrial 
structure and function 
during kidney injury 

 Multiphoton microscope  Hall et al. ( 2012 ) 

 DNA methylation  Laser scanning 
microscope 

 Cao et al. ( 2012 ) 

 Pancreas  DNA methylation, 
autophagy, exocytosis 

 Laser scanning 
microscope 

 Cao et al. ( 2012 ) 

 Kinetic events in 
autoimmune diabetes 
development 

 Two-photon microscope  Coppieters et al. ( 2010 , 
 2012 ) 

 Spleen  CD8+ T cells migrating 
along type I collagen 
fi bers 

 Two-photon microscope  Ritsma et al. ( 2013 ) 

 Splenic monocyte 
displacement 

 Laser scanning 
microscope 

 Swirski et al. ( 2009 ) 

 Liver  Mitochondrial 
polarization, liver injury 

 Spinning-disk confocal 
microscope 

 Zhong et al. ( 2008 ) 

 DNA methylation, 
autophagy 

 Laser scanning 
microscope 

 Cao et al. ( 2012 ) 

 Hepatic disposition of 
compound 

 Two-photon microscope  Liu et al. ( 2012 ) 

 Oxygen distribution  Fluorescence microscope  Paxian et al. ( 2004 ) 
 Hepatocyte apoptosis  Confocal microscope, 

confocal endomicroscope 
 Goetz et al. ( 2011 ) 

 Metastasis  Two-photon microscope  Ritsma et al. ( 2012 ) 
 Malaria parasite 
displacement 

 Spinning-disk confocal 
microscope 

 Thiberge et al. ( 2007 ) 

 Intestine  Functional dynamics of 
intestinal mucosa 

 Two-photon microscope  Klinger et al. ( 2012 ) 

 Epithelial barrier function  Two-photon microscope  Watson et al. ( 2005 ) 
 Occludin endocytosis  Multiphoton microscope  Marchiando et al. ( 2010 ) 
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8.7        Conclusions and Perspectives 

 IVM has provided useful insights into cellular and tissue functions of abdominal 
organs. Recent advances in microscope optics, fl uorescence probes, and tissue 
access and immobilization technologies allow researchers to repeatedly access a 
target internal organ and perform longitudinal imaging with subcellular resolution, 
which opens up a new avenue for studying cellular and physiological processes, 
organelle dynamics, disease progression, orthotopic tumor biology and therapeutic 
responses at the subcellular level in abdominal organs  in vivo . Future improvements 
should focus on further developing miniaturized objective lenses and novel fl uoro-
phores for deep tissue imaging of organs and tumors with heterogeneous nature, 
refi ning surgical procedures and animal handling techniques for ensuring image 
recording at the animal’s normal physiological state, and generating more animal 
models including knockout mice and transgenic mice expressing various fl uores-
cent reporter molecules for visualization of diverse biological processes. With these 
improvements, IVM will continue to make unexpected discoveries and become an 
essential tool to understand biological processes and disease mechanisms in abdom-
inal organs.     
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    Abstract     Mammals are critically dependent upon maternal milk in the fi rst few 
weeks to months of life. All essential nutrients for neonatal survival are either syn-
thesized within mammary secretory cells or transported across the epithelium from 
interstitial spaces and the systemic circulation (Larson and Smith 1974/1978). 
Major milk components include proteins, carbohydrates, ions and water (the “skim 
milk” phase) synthesized, processed, sorted and secreted by compartments in the 
classical secretory pathway (Burgoyne and Duncan 1998; Shennan and Peaker 
2000; Truchet et al. 2014), and membrane-coated neutral lipid droplets (the “cream 
or milk fat” phase) secreted by a form of reverse pinocytosis at the apical surface 
(Mather and Keenan 1998; McManaman et al. 2007) (Fig. 9.1). In addition, prolac-
tin, serum albumin, immunoglobulins and other proteins are transported by trans-
cytosis into colostrum and milk through the endosomal system (Hunziker and 
Kraehenbuhl 1998; Ollivier-Bousquet 1998; Monks and Neville 2004; Wheeler 
et al. 2007). Thus, milk- secreting cells provide a unique model for investigating the 
synthesis, assembly and secretion of a diverse complement of constituents.  
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9.1        Introduction 

9.1.1     Milk Secretion and the Mammary Gland 

 Mammals are critically dependent upon maternal milk in the fi rst few weeks to 
months of life. All essential nutrients for neonatal survival are either synthesized 
within mammary secretory cells or transported across the epithelium from intersti-
tial spaces and the systemic circulation (Larson and Smith  1974 / 1978 ). Major milk 
components include proteins, carbohydrates, ions and water (the “skim milk” phase) 
synthesized, processed, sorted and secreted by compartments in the classical secre-
tory pathway (Burgoyne and Duncan  1998 ; Shennan and Peaker  2000 ; Truchet 
et al.  2014 ), and membrane-coated neutral lipid droplets (the “cream or milk fat” 
phase) secreted by a form of reverse pinocytosis at the apical surface (Mather and 
Keenan  1998 ; McManaman et al.  2007 ) (Fig.  9.1 ). In addition, prolactin, serum 

a c

b

  Fig. 9.1    Secretion of milk from mammary epithelial cells ( a ,  b ) Electron micrographs of, ( a ) 
mouse, and ( b ) guinea pig secretory cells from lactating mammary gland. Note the lipid droplets 
budding from the apical plasma membrane and secretory vesicles containing mature casein 
micelles in ( a ), and the extensive rough endoplasmic reticulum and Golgi apparatus with swollen 
secretory vesicles containing lactose, water and other milk constituents in ( b ). Bars 2.5 μm; ( c ) 
Pathways for the secretion of lipid droplets and skim milk components. Lipid droplets formed in 
the rough endoplasmic reticulum transit to the apical plasma membrane and either grow larger by 
fusing with other droplets to form cytoplasmic lipid droplets (Pathway  I ), or remain the same size 
as microlipid droplets (Pathway  II ). During secretion, droplets acquire an outer membrane layer 
either from the apical plasma membrane (mechanisms  A ,  B ), secretory vesicles (mechanism  C ), or 
endosomes (mechanism  D ). Skim milk components, including casein micelles are processed 
through the Golgi apparatus, packaged into secretory vesicles and secreted by exocytosis at the 
apical surface (mechanism  E ). Some major questions amenable to analysis by intravital imaging 
are highlighted.  APM  apical plasma membrane,  BPM  basal plasma membrane,  CLD , cytoplasmic 
lipid droplet,  CM  casein micelle,  CR  cytoplasmic crescent of trapped cytoplasm,  GA  Golgi appa-
ratus,  LD  milk lipid droplet,  MLD  microlipid droplet,  N  nucleus,  RER  rough endoplasmic reticu-
lum,  SV  secretory vesicle. The micrograph in ( a ) is taken from Ogg et al. ( 2004 ), and the illustration 
in ( c ) from Mather and Keenan ( 1998 ), with permission       
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albumin, immunoglobulins and other proteins are transported by transcytosis into 
colostrum and milk through the endosomal system (Hunziker and Kraehenbuhl 
 1998 ; Ollivier-Bousquet  1998 ; Monks and Neville  2004 ; Wheeler et al.  2007 ). 
Thus, milk-secreting cells provide a unique model for investigating the synthesis, 
assembly and secretion of a diverse complement of constituents.

   For experimental purposes, the mammary gland provides several advantages over 
other secretory systems. Because the gland is associated with the skin it is uniquely 
accessible to experimental manipulation. Unlike other epithelia, the secretion can be 
collected in lightly anesthetized or conscious animals by simple milking procedures 
and the streak canal of the nipple can be used as a conduit for the infusion of experi-
mental agents. The entire gland is readily transduced by adenoviral vectors (Russell 
et al.  2003 ), such that recombinant tagged fusion proteins can be facilely expressed 
in the secretory epithelium, and fl uid-phase and membrane markers can be intro-
duced into the luminal spaces to monitor the uptake and recycling of soluble and 
membrane-bound constituents. Uniquely among all epithelia, membranes are con-
tinuously consumed by the formation and budding of lipid droplets from the apical 
surface (Mather and Keenan  1998 ; McManaman et al.  2007 ), and membrane-
bounded “exosomes”, nanoparticles and apical fragments are secreted in signifi cant 
quantities (Wooding et al.  1977 ; Admyre et al.  2007 ; Argov-Argaman et al.  2010 ). 

 Paradoxically, despite these advantages and the importance of understanding how 
milk is made at the molecular and cellular levels, the fi eld has been stuck in a time-
warp for well over 30 years. Our knowledge of how the major constituents of milk are 
synthesized and secreted is based on classical biochemical studies and microscopic 
examination of dead specimens. We have very little information for any species on 
the  dynamics and kinetics  of milk secretion, or the co-ordination of cellular activities 
within the secretory epithelium, or between neighboring alveoli. The generally 
accepted paradigm has survived largely because it has been untested by modern high-
resolution light microscopy and intravital imaging techniques (Weigert et al.  2013 ). 

 In order to break this barrier, we have developed novel methods for imaging 
mammary epithelial cells in situ by confocal microscopy using lactating mice as the 
experimental model. High-resolution intravital images of untreated tissue can be 
acquired through the use of transgenic mice which express endogenous constituents 
labeled with green fl uorescent protein (GFP) analogs.  

9.1.2     Previous Methods for Imaging the Mammary Gland 

 Early attempts to image the mammary gland (Shan et al.  2003 ) relied on the use 
of clear acrylic windows implanted into the skin over the gland and were based 
upon technologies dating from the 1930s (Clark and Clark.  1932 ). Surgically pre-
pared rodents (rats or mice) were implanted with mammary tumor fragments, or 
GFP- expressing cells and tumor development, angiogenesis and metastasis opti-
cally monitored through the window for several weeks. Tissue morphology was 
followed at low resolution and the vasculature highlighted by injection of rhoda-
mine-dextran. In more recent applications, the use of glass windows enabled 
imaging with greater optical clarity, and the application of photoswitchable GFP 
analogs such as Dendra2 expressed in tumor cells allowed the identifi cation of 
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subpopulations of marked cells following photoconversion of the marker (Kedrin 
et al.  2008 ). 

 In an alternative approach, mouse mammary glands were surgically prepared for 
single-session short-term imaging at higher resolution to monitor the  traffi cking 
patterns and kinetics of tumor cells, and to document tumor cell interactions with 
macrophages and underlying stromal components (Ahmed et al.  2002 ; Sidani et al. 
 2006 ; Wyckoff et al.  2007 ; Ewald et al.  2011a ; Dovas et al.  2012 ). Mice have been 
successfully monitored for up to 40 h under isofl urane anesthesia with minimal 
infl ammatory complications (Ewald et al.  2011b ; Ewald et al.  2011c ). However, 
none of these previous techniques were employed to analyze lactating glands at a 
suffi cient resolution to enable the continuous tracking and analysis of intracellular 
organelles, transport vesicles and lipid droplets.   

9.2     Procedures 

9.2.1     Technical Considerations 

 One of the most important prerequisites for investigating the molecular dynamics of 
milk secretion  in vivo  is the ability to achieve sub-cellular resolution imaging. This 
can be realized by following several important principles: (1) employing the most 
sensitive confocal imaging systems available; (2) imaging at a shallow depth to 
avoid the light scattering effects of optically nonhomogeneous samples; (3) imaging 
with high numerical aperture (NA) objectives; and (4) developing a robust mam-
mary gland immobilization technique. Although multiphoton microscopy is supe-
rior for deep tissue imaging, laser scanning confocal microscopes are preferred to 
achieve the highest spatial resolution when imaging at a shallow depth (0–20 μm). 
Such shallow depth is suffi cient to reach the top cells, their apical surfaces and the 
lumena of the alveoli. Good signal to noise ratio at high resolution is critical, with-
out which the sub-cellular events and the molecular machinery cannot be observed. 
Therefore it is very important to use the most sensitive microscopy systems avail-
able. New microscopes are designed with the most effi cient optical paths and can be 
equipped with ultra-sensitive gallium arsenide phosphide (GaAsP), or hybrid detec-
tors. The most important component of the optical path is the objective and great 
care should be taken in selecting the best one. In our hands, 60× high NA oil immer-
sion objectives outperform water immersion objectives at shallow depth. In a prom-
ising development, some manufacturers have introduced silicon immersion 
objectives that match the refractive index of tissues more closely. Researchers 
should examine and choose objectives carefully by collecting point spread function 
and brightness data from the tissues to be imaged. Finally, the main challenge to 
successfully perform intravital microscopy is to minimize the motion artifacts that 
are generated by heartbeat, respiration and peristaltic movements. This is especially 
true for applications that require imaging at high resolution, such as analyzing the 
dynamics of subcellular structures that are affected by small shifts of a few microns 
in any direction. We describe our approach in stabilizing the mammary gland below. 
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Additionally, we have discussed the practical details of establishing intravital 
 systems and experimental models previously (Masedunskas et al.  2012b ).  

9.2.2     Animal Procedures 

9.2.2.1     Surgery 

 Mice have fi ve pairs of mammary glands, three thoracic and two inguinal, denoted by 
Arabic numerals, one through fi ve, in the anterior to posterior direction (Fig.  9.2a ). 
For practical purposes, the thoracic glands (numbers one through three) are inappro-
priate for high resolution imaging, because of proximity to the chest cavity and the 
diffi culty of isolating the glands from respiratory motions and heartbeat. Of the two 
inguinal pairs, the number four glands are the most accessible, and we have routinely 
used the right-hand gland (defi ned in the supine position) as shown in Fig.  9.2a .

   Mice are initially anesthetized by exposure to isofl urane (3.0–3.5 %) for 5 min, 
followed by an intraperitoneal injection of xylazine and ketamine (approx. 20 and 
100 mg/kg body weight, respectively). Animals are then maintained under a deep 
plane of anesthesia throughout the surgical and imaging procedures using additional 
doses of xylazine and ketamine administered by either subcutaneous, or intraperito-
neal injection, as appropriate. The adequacy of the anesthesia may be monitored 
throughout the procedure by watching for voluntary movements and every 
10–20 min by checking for palpebral and toe pinch refl exes. 

a

c d e

b

  Fig. 9.2    Preparation    of mice for intravital imaging ( a ) Classifi cation of mouse mammary glands 
( 1 ,  2 ,  3 ,  4 ,  5 ) according to anatomical position. The number 4 gland used for intravital imaging is 
shown with a prepared skin fl ap ( curved arrow ); ( b – e ) Stages in preparation of the mammary skin 
fl ap and alignment of the mouse on the microscope stage; ( b ) Surgery; ( c ) Setting up of heating pad 
( arrow ); ( d ) Positioning of mouse and skin fl ap; ( e ) Imaging       
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 For surgery, the mice are kept warm with an overhead heating lamp and the skin 
surrounding the right-hand number four and fi ve glands on the right side shaved using 
a hand-held electric razor. A mid-line incision is made starting close to the nipple of 
the number four gland and completed by proceeding dorsally in a perpendicular direc-
tion to a point about mid-way between the spinal and ventral midlines. This fi rst inci-
sion is on the cranial side of the nipple (between the number three and four glands). A 
second incision is made from the point of the initial incision in a perpendicular direc-
tion between the number four and fi ve glands to a point about mid-way between the 
spinal and ventral midlines and the skin with the attached gland carefully peeled away 
from the abdomen. This creates a skin fl ap, in which part of the number four mam-
mary gland and associated vascular supply are separated from the abdominal wall 
(Fig.  9.2a, b ). During this procedure, as much connective and adipose tissue as possi-
ble is removed with fi ne forceps to expose the underlying secretory parenchyma and 
the abdominal wall is protected with carbomer 940 gel and Parafi lm. Any cut blood 
vessels are cauterized using a hand-held battery-powered cauterizer and blood is 
removed by washing with physiological saline. Throughout surgery, the exposed 
gland may be treated with specifi c pharmacological agents, or labeled with fl uorescent 
dyes, depending upon experimental requirements. In the intravital images shown in 
this chapter, neutral lipid droplets were labeled by repeatedly washing the gland with 
10 μM BODIPY 665 in physiological saline (a total of 1 ml, applied over approx. 1 h). 

 After surgery, the mouse is placed face-down next to the microscope on a heating 
pad covered with a loose gauze cloth for warmth, and the mammary skin fl ap placed on 
the preheated and moistened microscope stage (Fig.  9.2c, d ). A low-level barrier (e.g., 
a small wooden rod, or applicator) is then placed between the skin fl ap and the abdomi-
nal wall and the rear leg is taped down in order to isolate the gland from potential 
muscular contractions and body movements. The skin fl ap is further stabilized by over-
laying it with a piece of Plexiglas, which is secured with appropriate spacers and tape. 
During this procedure, blood fl ow in the skin fl ap is intermittently monitored by stan-
dard fl uorescence microscopy to ensure that no undue pressure is applied to the gland. 
This “setting-up” phase is the most technically demanding but also the most important 
for ensuring stable preparations for successful long-term time-lapse imaging. Typical 
imaging sessions lasted from 1 to 3 h (Fig.  9.2e ) and the mice tolerated the xylazine/
ketamine anesthesia with no obvious complications. In this short time frame infl amma-
tory complications were minimal, as judged by the lack of infi ltrating phagocytic cells 
in regions of interest. However, as expected, macrophages were frequently observed in 
interstitial spaces underlying the secretory epithelium. Macrophages are well-docu-
mented residents of the mammary gland and milk, they play important developmental 
roles and they are essential during lactation (Reed and Schwertfeger  2010 ).  

9.2.2.2      Collection of Mouse Milk 

 Mice are separated from their respective litters for approx. 4 h to allow time for milk 
to accumulate in luminal spaces and then anesthetized by exposure to isofl uorane 
(3.0–3.5 %). A single intra-peritoneal dose of oxytocin (0.2 IU in 0.2 ml sterile 
saline) is injected to stimulate “milk let-down” and milk expressed with a hand-held 
milking device essentially as described (Teter et al.  1990 ). Milk is removed as soon 
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as it begins to accumulate in the milking apparatus and collected into capillary 
tubes, to reduce water losses due to evaporation in the vacuum line. All micrographs 
discussed in this review were acquired within 1–2 h after milking. [Animal proce-
dures were approved by the NIH Institutional Animal Care and Use Committee].   

9.2.3     Microscopy 

 Images were acquired using an Olympus Fluoview 1,000 confocal microscope 
(Olympus America) equipped with a 60× PLAPON oil immersion objective (NA 
1.42). Acceptable confocal images were obtained to a depth of 15–20 μm, which 
was suffi cient to penetrate through one layer of myoepithelial and secretory epithe-
lial cells and into the alveolar lumen. GFP and BODIPY 665 were detected using 
excitation wavelengths of 488 and 633 nm, and respective emission wavelengths of 
520 nm (barrier fi lter BA 505–605) and either 633 or 688 nm (barrier fi lter BA 
655–755 nm). Typically, the microscope was set to collect line-scan images 
(512 × 512 pixels; 12 bits/pixel) at a sampling speed of either 4.0 or 8.0 μs/pixel. 
Time-lapse images were captured every 5 or 10 s for up to 2 h and stored as TIFF 
fi les. Movies were constructed from the stacked TIFF fi les using Image J (NIH) and 
MetaMorph (Molecular Devices) software.   

9.3     Imaging Results 

9.3.1     Use of Different GFP Mouse Strains 

 Transgenic mice expressing GFP, related fl uorescent analogs, or other fl uorophores 
were successfully used to image mammary secretory cells and follow the kinetics 
and dynamics of specifi c proteins and cellular structures. Fluorescent transgenic 
mice analyzed included animals expressing soluble GFP in the cytoplasm (Okabe 
et al.  1997 ), GFP-myosin IIA [a “knock-in” mouse strain, (Bao et al.  2007 )], glyco-
syl phosphatidylinositol (GPI)-anchored GFP (Rhee et al.  2006 ), the Lifeact mouse, 
which expresses a 17-amino-acid peptide bound to GFP that associates with fi la-
mentous actin (F-actin) (Riedl et al.  2008 ), and either a Tomato-red-, or GFP- 
membrane mouse, in which the fl uorophore is targeted to the plasma membranes of 
cells through the sorting motif MGCCFSKT from the MARCKS protein (Muzumdar, 
Tasic et al. Muzumdar et al.  2007 ).  

9.3.2     General Structure and Physiology of the Gland 

 Mammary secretory cells are organized into alveolar structures in a simple epithe-
lium (Fig.  9.3a ), which is adjacent on the basal-lateral side with an encompassing 
layer of stellate-shaped myoepithelial cells forming an outer basket (Fig.  9.3a ) 
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(Hollmann  1974 ). The entire structure is stabilized by a basal lamina and associated 
hemidesmosomes, focal contacts and extracellular matrix (Streuli  2003 ). Nutrients 
and precursors for milk synthesis are transported across the basal-lateral plasma 
membranes of the secretory cells from an extensive capillary bed underlying the 
myoepithelium, and completed milk constituents are secreted across the apical 
plasma membrane into luminal spaces. Tight junctions between lateral membranes 
effectively seal the epithelium and prevent the passage of materials around cells 
during lactation in most species (Pitelka  1978 ; Peaker  1983 ). During pregnancy 
these junctions are permeable and allow access of constituents, including ions and 

a
b

c d

  Fig. 9.3    The mammary alveolus ( a ) Structure of the mammary alveolus showing the secretory 
epithelium surrounded by myoepithelial cells and blood capillaries. Milk collects in the central 
lumen of each alveolus and drains down through the ductal network [fi gure redrawn and revised 
from Reece ( 2004 ), with permission]; ( b ) Myoepithelial cells ( green ) highlighted by GFP- 
decorated F-actin in the GFP-Liveact mouse; ( c ) Capillary bed ( red ) in the Tomato red-membrane 
mouse; ( d ) Three-dimensional reconstruction showing alveolar structure in the GFP mouse stained 
with BODIPY 665 ( red ) to identify neutral lipid droplets.  Bars , ( b ,  c ) 25 μm, ( d ) 50 μm       
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macromolecules from interstitial spaces directly into the forming colostrum 
(Nguyen and Neville  1998 ). At peak lactation, the epithelial cells are estimated to 
secrete over three times their own volume in milk per day (Linzell  1972 ; Mather and 
Keenan  1983 ). Thus, there is a pronounced and continuous vectorial fl ow of precur-
sors and secretory product across the epithelium during lactation.

   Each alveolus is drained by a duct lined with epithelial cells and an associated 
myoepithelium, which anastomoses with adjacent ducts to form a branched network 
that terminates in a single duct draining one lobule of tissue. The most frequent 
structural analogy is to a bunch of grapes, with each grape representing a single 
alveolus and the stems, the ductular network. Multiple lobules are connected 
together to form single lobes, which drain through a lobar duct either into a gland 
cistern for storage, or into a sinus underlying the nipple. Thus, the milk collects in 
the lumina of each alveolus and is stored until the suckling stimulus triggers the 
release of oxytocin from the pituitary gland via a neuroendocrine refl ex (the so- 
called “milk-ejection refl ex”) (Cross  1977 ). Oxytocin, transported to the gland 
through the systemic circulation, binds to a G-protein coupled receptor on the myo-
epithelial cell surface (Gimpl and Fahrenholz  2001 ), and precipitates contraction of 
the myoepithelium, thus forcing the secreted milk from luminal spaces, through the 
ducts and into the outside world through single or multiple ducts (“streak canals”) 
in the nipple.  

9.3.3     Preliminary Intravital Survey of Transgenic 
Mouse Strains 

 Initial inspection of intravital images of lactating mammary glands stained with 
BODIPY 665 revealed remarkable detail, at both the macroscopic and sub-cellular 
levels (Figs.  9.3b–d  and  9.4 ). In all of the mouse strains, the overall structure of the 
alveolus and capillary bed were clearly delineated in both two-dimensional images 
(Figs.  9.3b, c  and  9.4 ) and three-dimensional reconstructions (Fig.  9.3d ). 
Myoepithelial cells were distinguished by GFP-Liveact-decorated actin cables in 
the Liveact mouse (Figs.  9.3b  and  9.4a ), and by plasma-membrane associated GPI 
in the GPI-GFP mouse (Fig.  9.4e ). Paradoxically, because the myopithelium and 
capillary endothelial cells did not express much GFP in the GFP mouse, they were 
highlighted by their relative lack of fl uorescence, compared with the secretory epi-
thelium (not shown). Capillary endothelial cells and circulating leukocytes were 
readily distinguished in the GFP-myosin IIA and either Tomato-red- , or GFP-
membrane mouse by the presumed association of either marker with the plasma 
membrane (Figs.  9.3c  and  9.4c , and data not shown). Erythrocytes were revealed in 
the blood plasma of both mouse strains by their lack of GFP, thus appearing as dark 
granules, which fi lled the available luminal spaces in time-lapse images.

   Several structures and organelles could be resolved in the secretory epithelial 
cells, depending upon the mouse strain. All cell surfaces (apical, lateral, and basal) 
were distinguishable in GFP-membrane, Lifeact, GFP-myosin IIA, and GPI-GFP 
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mice (examples for latter three strains, Fig.  9.4b, d, f, g ). BODIPY-stained lipid 
droplets could be resolved to 0.40 μm. The largest droplets (>2.0 μm) were in the 
apical cytoplasm and many were associated with the plasma membrane (Fig.  9.4g ). 
GFP-GPI-labeled structures (vesicles?) were present throughout the cytoplasm 
(arrowheads, Fig.  9.4f ). Cytoplasmic GFP revealed numerous dark granules, some 
of which moved in concerted fashion towards the cell apex and merged with the 
apical surface in time lapse images and are most probably secretory vesicles (not 
shown). 

 This initial screen of a few transgenic mouse lines provided important informa-
tion on the distribution of myosin IIA, and F-actin on the basal, lateral and apical 
surfaces of secretory epithelial cells (Fig.  9.4b, d ), and the targeting of the 
 GPI- anchor to all surfaces of both myoepithelial and secretory epithelial cells and 
intracellular vesicles (Fig.  9.4e–g ). Thus, intravital imaging of GFP transgenic mice 
allows the facile description of protein distributions in tissues at steady state without 
the use of immunohistochemistry and attendant complications of fi xation artifacts, 
and problems with antibody specifi city. These issues are especially relevant to 
 lactating mammary tissue because of the diffi culty of stabilizing the large quantities 
of neutral lipid in adipocytes, secretory-epithelial cells and milk with chemical 

a
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  Fig. 9.4    Intravital images of mammary epithelial cells of GFP transgenic mice ( a ,  b ) Lifeact 
mouse:- ( a ), myoepithelial cells highlighted by GFP-decorated actin cables, and ( b ), the secretory 
epithelium; ( c ,  d ) GFP-myosin IIA mouse:- ( c ), basal regions showing the capillary bed and circu-
lating blood cells ( arrowheads ), and d, the secretory epithelium; ( e ,  g ) GPI-GFP mouse:- ( e ), basal 
regions showing myoepithelial cells highlighted by GPI-GFP on the plasma membrane, ( f ) secre-
tory epithelial cells showing  GPI-GFP  on basal, lateral and apical surfaces and on intracellular 
membrane structures ( arrowheads , vesicles?), and ( g ), grazing section of the apical surface with 
associated GPI-GFP and lipid droplets.  AL  alveolar lumen,  APM  apical plasma membrane,  BPM  
basal plasma membrane,  cap  capillary,  LD  lipid droplet,  myo  myoepithelial cell, Neutral lipid was 
stained with BODIPY 665 ( red ), GFP is shown in  green. Bars , ( a – g ) 20 μm       
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 fi xatives. However, expression of GFP, or GFP-fusion proteins is dependent upon 
the cell and tissue specifi city of the promoter linked to the transgene. Therefore, 
 quantitative inter-cellular  comparisons of protein distributions in tissues are inevi-
tably compromised. One possible way around this problem would be the use of 
“knock- in” mice, in which the encoded fl uorescent fusion protein is expressed from 
a transgene that is controlled by an endogenous promoter.  

9.3.4     Intravital Analysis of Lipid Droplets 

 The major lipids in milk are triacyglcerols synthesized in the rough endoplasmic 
reticulum (rER) and assembled into neutral lipid droplets (Bauman and Davis 
 1974 ). In the most widely accepted model, accretion of lipid occurs within the 
hydrophobic core of the rER membrane, and the nascent droplets are expelled into 
the cytoplasm coated with a monolayer of phospholipids derived from the cytoplas-
mic halve of the rER bilayer (Martin and Parton  2006 ). A cohort of lipid-associated 
proteins, including proteins in the PAT family (McManaman et al.  2007 ; Russell 
et al.  2011 ), coat the outer surface and serve to stabilize the droplets in the cyto-
plasm. Droplets are then transported to the apical cytoplasm by unknown mecha-
nisms and, based on analysis of light and electron micrographs, may either remain 
the same size (Pathway II, Fig.  9.1c ), or expand by fusing with other droplets during 
transit (Pathway I, Fig.  9.1c ) (Wooding  1977 ; Stemberger and Patton  1981 ; Mather 
and Keenan  1998 ). 

 In preliminary experiments, lipid droplet movement was followed from time 
lapse images captured over periods of from 1 to 2 h. BODIPY-stained lipid droplets 
were examined with respect to their position in the cell, their size, transport speed 
and fusion characteristics. Droplets increased in size by multiple fusion events, both 
during transport and after arrival in the cell apex. Fusion reactions were promiscu-
ous, with no obvious size restrictions; small droplets fused with each other, or with 
larger droplets and many small droplets could be seen fusing with a single large 
droplet (examples, Fig.  9.5a, b ).

   Following arrival at the cell apex, the droplets acquire an outer envelope, com-
prising a phospholipid bilayer and associated integral and peripheral proteins 
(Fig.  9.1a, c ). The origin of this outer bilayer has proved controversial, with possible 
contributions coming from the apical plasma membrane (Fig.  9.1c , mechanisms A, 
B), secretory vesicles (Fig.  9.1c , mechanism C), and endosomes (Fig.  9.1c , mecha-
nism D) [discussed by Mather and Keenan ( 1998 ), and Heid and Keenan ( 2005 )]. 
Lipid droplets emerge from the cell coated with this outer membrane layer, in an 
analogous fashion to the budding of enveloped viruses from the plasma 
membrane. 

 Thus, immediately after secretion milk-lipid droplets are coated with a mono-
layer of phospholipids and proteins acquired from the rER and cytoplasm, and a 
typical outer bilayer membrane [ in toto , referred to as the milk-lipid globule mem-
brane (MLGM)]. However, following secretion, ultrastructural studies indicate that 
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the MLGM may undergo extensive rearrangement during storage in the gland 
(Wooding  1971 ; Peixoto de Menezes and Pinto da Silva  1978 ). Material between 
the outer bilayer and the inner phospholipid monolayer (presumed cytoplasmic 
domains of integral proteins and peripheral constituents) appear to thicken, forming 
lens-like structures on the surface of the droplet. In some areas, the outer membrane 
and associated internal protein coat may be shed from the droplet in the form of 
vesicles (Wooding  1971 ) and contribute to membrane fragments in the skim milk 
(Wooding  1974 ; Patton and Jensen  1975 ). Additional membrane heterogeneity is 
implied from studies in which exogenous lipid reporters were shown to distribute in 
patches on the droplet surface when added to fresh milk samples (Lopez  2011 ). In 
all of these reports, the milk-lipid droplets were processed either by chemical fi xa-
tion (Wooding  1971 ), or the addition of exogenous reagents (Lopez  2011 ) and 
therefore to some extent are compromised by the possible generation of experimen-
tal artifacts. 

 GFP transgenic mouse strains offer a simple solution to this problem. Milk can 
be readily collected from conscious or lightly anesthetized animals (Sect.  9.2.2.2 ) 
and the distribution of endogenous GFP constructs analyzed on the surface of 
unfi xed lipid droplets by confocal microscopy immediately after milking. In pre-
liminary experiments, we used the GFP-membrane mouse to examine the gross 
structure of the MLGM on secreted droplets. Most droplets were coated with the 
GFP-membrane marker, either around the entire surface, or in more localized 
regions (Fig.  9.6a–c ). Three-dimensional reconstructions showed that the GFP 
marker was often condensed into areas, like continents and islands, although in 
most droplets lower quantities of GFP were detectable over most of the surface 
(Fig.  9.6d–i ). These results imply that the outer bilayer remains on substantial 
regions of the droplet surface after secretion and that the membrane-associated GFP 

a

b

  Fig. 9.5    Time-lapse images of lipid droplets in the GFP-myosin IIA mouse ( a ,  b ) Two separate 
intervals from a one hour movie showing association ( yellow arrowheads ) and eventual fusion 
( green arrowheads ) between lipid droplets in the apical cytoplasm. Time intervals are shown in 
seconds from an arbitrary starting point, in each case, of 0 s. Neutral lipid droplets were stained 
with BODIPY 665 ( gray scale ).  Bars  ( a ) 5 μm       
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molecules laterally aggregate and condense in the plane of the bilayer. Similar con-
clusions were obtained from a FRAP analysis of the distribution of the integral 
protein, butyrophilin 1a1, fused to GFP and expressed in mouse mammary gland 
using an adenoviral vector (Jeong et al.  2013 ). The condensed areas are reminiscent 
of the lens-like structures seen in electron micrographs, suggesting that they are not 
fi xation artifacts. However, we found little evidence that most of the outer mem-
brane is shed in the form of vesicles into milk in disagreement with earlier ultra-
structural studies [the “   initial membrane” of (Wooding  1971 )].

   GFP transgenic mice that express integral marker proteins targeted to specifi c 
membrane compartments will be especially useful in determining the membrane 
origin of the outer MLGM bilayer. The substantial amount of GFP targeted to the 

a b c

d e f

g h i

  Fig. 9.6    Milk   -lipid droplets Milk samples from the GFP-membrane mouse; ( a – c ) Lipid droplets 
in a single optical section. Note that the GFP-membrane is associated with most of the lipid drop-
lets but in many cases is unevenly distributed on the surface ( arrowheads ), ( d – i ) Lipid droplets 
in three- dimensional reconstructions showing uneven but global distribution of GFP-membrane 
on droplet surfaces. ( a ,  d ,  g ) GFP-membrane, ( b ,  e ,  h ) neutral lipid, ( c ,  f ,  i ) merged image.  Bars , 
( a – c ) 10 μm, ( d – f ) 30 μm, ( g – i ) 20 μm       
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cell surface and secreted droplets in the GFP-membrane mouse, implies that the 
apical plasma membrane or endosomes are the most likely sources of membrane.   

9.4     Major Unanswered Questions and the Way Forward 

 The introduction of intravital microscopy is revolutionizing the  in situ  analysis of 
cell function, membrane traffi cking, and organelle dynamics in many systems 
(Masedunskas et al.  2012a ; Weigert et al.  2013 ). Recent applications include kinetic 
analysis of fl uid-phase endocytosis in the kidney (Sandoval et al.  2004 ), exocytosis 
of salivary proteins in the submandibular gland (Masedunskas et al.  2011 ), and traf-
fi cking of GLUT4 transporters to the plasma membrane in skeletal muscle (Lauritzen 
et al.  2010 ). Likewise the application of intravital imaging promises to provide sig-
nifi cant and novel insights into the processing, traffi cking and secretion of lipid and 
skim milk constituents in the mammary gland. 

 Many aspects of lipid droplet assembly, transport and secretion remain unclear. 
The rates of lipid droplet transport and secretion, and the molecular mechanisms 
underlying these processes are poorly characterized. The potential role of cytoskel-
etal motors in driving transport of lipid droplets to the cell apex is controversial [see 
Mather and Keenan ( 1998 ) for discussion], and the molecules required for the 
fusion of lipid droplets and how this process is regulated in vivo are unknown [see 
Valivullah et al. ( 1988 ) for in vitro data]. Formation of the MLGM and the budding 
of lipid droplets at the apical surface may require a cohort of three proteins – butyr-
ophilin 1a1, xanthine oxidoreductase, and PLIN-2 (adipophilin) (Jeong et al.  2013 ), 
but their mode of action has not been resolved and the source of the outer membrane 
envelope is still unclear. Mechanisms underlying post-secretion changes to the 
MLGM, including the potential aggregation of membrane constituents are 
uncharacterized. 

 In the case of skim-milk proteins, early experiments established that proteins pro-
duced in the secretory epithelium, such as the caseins and α-lactalbumin, were pro-
cessed through the classical secretory pathway. Total transit times were within the 
range of 40–60 min for radiolabeled proteins in tissue explants and isolated perfused 
glands (Saacke and Heald  1974 ; Mather et al.  1984 ). However, within this time-frame, 
we have no estimates for the rate of secretory vesicle formation at the Golgi complex, 
the kinetics and potential role of cytoskeletal elements in transport to the apical sur-
face, the molecular regulation of (presumed) SNARE-mediated fusion of the vesicles 
with the plasma membrane, or the fate of the vesicle  membrane after exocytosis. 
Furthermore, it is unclear whether the secretion is constitutive, or regulated (Turner 
et al.  1992 ). Unlike tightly regulated exocrine systems, such as the pancreas, milk 
appears to collect continuously in luminal spaces between milkings. However, protein 
secretion from isolated mammary acini, is stimulated by exogenous calcium, suggest-
ing some form of intermittent, or pulsatile regulation (Turner et al.  1992 ). 
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 With respect to the fate of vesicle membrane inserted into the apical surface, it 
has been estimated that over 25–200 times as much membrane is added to the 
plasma membrane as can be potentially removed by formation of the MLGM 
(Mather and Keenan  1983 ). Thus, a substantial quantity of membrane has to be 
either recycled into the cell, or shed into milk. There is evidence for both endocyto-
sis at the apical surface (Welsch et al.  1984 ), and membrane shedding (Wooding 
et al.  1977 ) but mechanisms for the regulation of such membrane turnover are 
unknown. Furthermore, it is unclear how the removal of membrane by endocytosis 
can be separated from the re-uptake of milk constituents, thus raising the possibility 
that soluble milk components may be recycled and further processed through endo-
cytic pathways for re-export. 

 Immunoglobulins (IgG, sIgA, and sIgM) are transported across the epithelium 
into colostrum and milk by receptor-mediated transcytosis (Hunziker and 
Kraehenbuhl  1998 ; Wheeler et al.  2007 ). Transport through the cell is presumed to 
be mediated through the endosomal system. However, the exact pathways taken and 
whether, at some point they intersect with the Golgi apparatus and secretory path-
way, is unclear. Other proteins from the serum and interstitial spaces, including 
serum albumin in the mouse (Monks and Neville  2004 ), prolactin and transferrin 
(Ollivier-Bousquet  1998 ) are also transported across the cell throughout lactation 
by poorly defi ned mechanisms. 

 Many of these uncertainties are amenable to analysis by intravital imaging 
using appropriate GFP transgenic mouse strains, and adenoviral or lentiviral vec-
tors to transduce the mammary epithelium and express specifi c fl uorescent reporter 
proteins. “Knock-in” mice with transgenes controlled by endogenous promoters 
will be especially useful for measuring the dynamics and kinetics of tagged pro-
teins at physiological levels. Fluorescent fl uid-phase markers may be used to kinet-
ically dissect endocytosis at the apical and basal surfaces, or the transcytosis of 
materials from the capillary bed to the alveolar lumen, and in the reverse direction 
from milk to interstitial spaces. Selected mouse strains can be used to examine 
MLGM structure and the origin of intracellular lipid droplets by analyzing the 
dynamics and distribution of specifi c GFP reporters in cells and on the droplet 
surface. 

 Besides analysis of membrane and secretory dynamics in epithelial cells, these 
novel approaches will have wide application for the high resolution imaging of the 
myoepithelium, ductal epithelial cells, the capillary bed and stromal cells at all 
stages of mammary development, including pregnancy, lactation and involution. 
Furthermore, many mutant and transgenic mouse strains are available, which are 
defective in various aspects of mammary development and lactation that can be 
analyzed by similar methods.     
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    Chapter 10   
 Fluorescent Dextrans in Intravital 
Multi- Photon Microscopy 

                   Ruben     M.     Sandoval     and     Bruce     A.     Molitoris   

    Abstract     Intravital Multi-photon microscopy stands unique among investigative 
tools because of the rich and dynamic information that can be rapidly collected and 
quickly analyzed. Additionally, data gathered from an intact  in vivo  subject in many 
cases is more meaningful than that derived from isolated  in vitro  methods that lack 
the complex interactions only found within intact organs. There are numerous fl uo-
rescent compounds that have been utilized in intravital microscopy studies to delin-
eate compartments and label organelles. Dextrans are unique in that they are inert, 
are polymers and as such available in various sizes, and are easily modifi ed to accept 
fl uorophores. Here we describe how dextrans can be used to label different compart-
ments within the kidney based solely on molecular weight. Parameters such as 
microvascular fl ow rates and vascular integrity, vesicular traffi cking, and renal func-
tion can be studied using established techniques. Despite their broad versatility, 
precautions must be taken when using specifi ed molecular weight sizes because 
preparations with a broad heterogeneity of their polymer sizes can lead to misinter-
pretation of data in parameters such as membrane integrity and renal function.  

  Keywords     In vivo physiology   •   Kidney   •   Glomeruli fi ltration   •   Dextrans   •   GFR   • 
  RBC velocity   •   WBC dynamics   •   Endocytosis  

10.1         Introduction 

 Decades before the advent of turn-key multi-photon systems with rapid-acquisi-
tion capabilities, and terabytes drives to store the large amounts of data gener-
ated, Arfors and Hint (Arfors and Hint  1971 ; Thorball  1981 ) used fl uorescence 
microscopy and fl uorescent dextrans to visualize the microcirculation. Today, 
intravital multi- photon microscopy has become more frequently used as it affords 
access to unprecedented amounts of dynamic information (Benninger et al.  2008 ; 
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Dunn et al.  2002 ; Helmchen and Denk  2005 ; Masedunskas et al.  2012 ; Molitoris 
and Sandoval  2006 ; Niesner and Hauser  2011 ; Peti-Peterdi et al.  2012 ; Wyckoff 
et al.  2011 ; Zipfel et al.  2003 ). Observations ranging from simple morphology 
to concentration gradients and rates of fl ow across compartments can be col-
lected using inherent autofl uorscence normally found in tissues, and fl uorescent 
molecules systemically delivered. Of the latter, no compound is arguably more 
versatile than fl uorescently conjugated dextrans. Simple polymers of D-glucose 
occurring as a natural product of  L. mesenteroides,  they can be tailored in size 
from a few thousand Daltons to several million (Wang et al.  1989 ). It is this range 
in size that dictates which of the various physiologic processes can be studied. 
Today dextrans are widely used to study many aspects of vascular morphology 
and function, endocytosis and vesicular traffi cking in tubular epithelial cells, and 
more recently renal function (Wang et al.  2010 ,  2012 ).  

10.2     Dextran Characteristics and Use 

 Dextrans are inherently inert, highly water-soluble, relatively non-toxic and can be 
modifi ed to accept several different chemical groups to facilitate labeling with fl uo-
rescent probes or to alter their inherent characteristics. These modifi cations include 
addition of side groups such as diethylaminoethyl (DEAE), which can be used to 
bind DNA and assist in transfecting cells (Pari and Xu  2004 ). Dextran sulfates can 
be used to improve  in situ  hybridization histochemistry (Hrabovsky and Petersen 
 2002 ) as well as preventing coagulation of blood in biological research (Hall and 
Ricketts  1952 ). For fl uorescence microscopy, the most useful side groups to attach 
to dextrans are amino and carboxymethyl (CM) groups. 

 Amino groups located along the dextran scaffolding allow for the most simple 
and straightforward labeling procedure. Attachment of fl uorophores containing 
reactive groups such as sulfonyl chlorides, isothyocyantes and various esters can be 
carried out in aqueous solutions at their respective optimal pHs followed by purifi -
cation with dialysis membranes or gel columns (Probes  2003 ). Additionally, the 
chemistry to produce a consistent degree of labeling is well understood with little 
variation when reactions times are kept consistent. 

 Carboxymethyl (CM) dextrans are perhaps the most advantageous derivatives 
because the CM groups serve two purposes. Their presence has been implicated in the 
reduction of immune response after multiple exposures and rare anaphylactic events 
in humans (Richter  1975 ). These groups can also be used as attachment sites for fl uo-
rophores, although the labeling procedure is more protracted and complex. Katherine 
Luby-Phelps’ chapter in  Methods in Cell Biology  (Vol. 29) outlines procedures in 
tables 1–3 for modifying and labeling dextrans by the methods of DeBelder and 
Granath, and Inman (Wang et al.  1989 ; de Belder and Granath  1973 ; Inman  1975 ). 

 In studying renal processes, the size of the dextran will determine the eventual 
location to which it will distribute and thus the type of information that can be deter-
mined. Because of the glomerular fi ltration barrier, larger molecular weight  dextrans 
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are largely retained within the vasculature in the plasma but excluded from the Red 
Blood Cells (RBCs). Smaller molecular weight dextrans that can pass freely or with 
little hindrance across the fi ltration barrier are suited to study uptake and  traffi cking 
in proximal tubule cells, whose apical surface is augmented by microvilli, thus 
increasing surface area for internalization of fi ltered materials. Since the bulk of 
small fl uorescent dextrans will pass freely down the nephron localization within the 
distal tubule lumen and collecting ducts allows for measurement of lumenal 
 diameters and concentrating events (Tanner et al.  2004 ).  

10.3     Large Molecular Weight Dextrans That Are Not 
Cleared by the Kidney Can Be Used to Study 
Renal Hemodynamics 

 Because dextrans cannot penetrate the intact membranes of viable cells, those having 
large molecular weights circulating within the plasma can be used to determine the 
characteristics of fl owing RBCs and White Blood Cells (WBCs) under normal and 
diseased states. Red blood cell fl owing in large diameter renal vessels can easily exceed 
speeds of 1 mm/s making it unfeasible to calculate RBC speeds from traditionally 
acquired movies because acquisition rates on the microscope are far slower. However, 
the slow acquisition rate of the microscope does produce a motion artifact within the 
vessels which causes RBC’s to appear deformed and “slanted” and this can be exploited 
to calculate speed. The majority of confocal microscopes in use today are laser-scan-
ning systems that build composite images by compiling a series of raster scans of the 
specimen. The RBCs fl owing across the blood vessel captured in this fashion having 
faster fl ow rates will produce images with a shallower angle to the RBCs in the blood 
vessel, while slower fl ow rates will produce steeper angles (Sipos et al.  2007 ). Intravital 
labeling of nuclei in white blood cells (WBCs) is accomplished using the nuclear dye 
Hoechst 33342 (Sharfuddin et al.  2008 ,  2009 ). This allows an additional parameter to 
distinguish WBCs from RBCs aside from their morphologic differences. 

 Figure  10.1  demonstrates how RBC fl ow is determined on a laser-scanning 
multi-photon system. By limiting the scan to a line drawn across a blood vessel a 
composite is generated that more readily shows the slope produced by the moving 
RBCs, which facilitates the determination of speed. The difference in slope gener-
ated by faster and slower moving RBCs is readily apparent in panels A and 
B. Converting the pixels in the horizontal axis (d) to distance and dividing the num-
ber of pixels in the vertical axis (t) converted to time, the speed can be generated.

   Activation of WBCs causing reduced renal fl ow and function is a response com-
mon to many disease models. Panels C shows the rapid movement of WBCs across 
the peritubular capillaries in a normal rat, while in panel D activated WBCs 24 h 
after ischemic injury can be seen. Under normal physiologic conditions the WBCs 
remain round and quiescent (Panel C). Consequently, their velocity is similar to that 
of fl owing RBCs and their labeled nuclei appear as streaks within the vasculature, 
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  Fig. 10.1    Large molecular weight (MW) dextrans are retained within the plasma and can be used 
to assess cellular fl ow rates. Panel ( a ) shows a peritubular blood vessel in a normal rat exhibiting 
fast fl ow of Red Blood Cells (RBC’s). The large 150 kDa Rhodamine Dextran is excluded from the 
RBC’s and thusly they appear as dark streaks within the vasculature. The slope of the streaks is a 
motion artifact from the acquisition; the faster the RBC’s move when the image is collected the 
more shallow the slope. Hence, the slope of the RBC’s can be used to determine speed. The inset 
in Panel ( a ) shows a linescan, generated by continuously imaging a single line and making a hori-
zontal composite, which can be used to calculate RBC speed based on the acquisition speed of the 
microscope system and the magnifi cation of the image. The speed for the RBCs in this vessel is 
1,095 μm/s. Panel ( b ) shows a smaller diameter peritubular blood vessel from the same rat showing 
RBCs moving at a 654 μm/s. The accompanying linescan ( inset ) shows a steeper slope than that 
seen in Panel ( a ) with the demarcation of the parameters used to calculate speed; distance ( d ) and 
time ( t ) (Sipos et al.  2007 ). Aside from having the ability to determine RBC speed, dynamics of 
White Blood Cells (WBC’s) can be directly measured. Panels ( b ,  c )show WBC’s within the peri-
tubular capillaries labeled with the nuclear stain Hoeschst 33342 (cyan). In normal untreated rats 
WBC’s typically circulate rapidly throughout the vasculature and their nuclei appear as streaks 
(Panel  c ,  streaks ,  arrows ). Panel ( d ) shows activated WBCs 24 h post ischemic injury, with WBCs 
adhere tightly to the vascular endothelia ( a ) or rolling and crawling along the wall ( r ) if the adher-
ence is transient, and extravisated into the interstitial space ( e ) (Sharfuddin et al.  2009 ; Sharfuddin 
et al.  2008 ). A picture inset outlines a rouleaux formation ( arrow ) common to many types of inju-
ries and disease models. These structures are formed by tightly bound RBCs forming a “stacked 
coin” confi guration resistant to dissociation in the fl owing blood. (Bar = 15 μm)       
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with their normal morphology being unapparent. Panel D shows activated WBCs 
causing obstruction of RBC fl ow leading to plasma streaming and regional hypoxia. 
The true morphology of WBCs becomes apparent upon activation with the nucleus 
clearly visible and typical amorphous shape of the cell clearly demarcated against 
the bright plasma.  

10.4     Smaller, Molecular Weight Dextrans That Are Cleared 
by the Kidney Can Be Used to Study the Dynamics 
of the Endosomal Compartment Within 
Tubular Epithelia 

 Aside from the fact that small molecular weight dextrans are cleared from the vascula-
ture via renal fi ltration, they share many of the same characteristics as their larger 
counterparts; mainly they are membrane impermeant. This characteristic that outlines 
RBCs and WBCs within the circulating blood now allows the detection of the endo-
somal pool within the highly active proximal tubules whose function is to reabsorb 
fi ltered molecules from being lost in the urine. The panels in Fig.  10.2  show the 
sequential traffi cking of two, 3 kDa dextrans administered 22 min apart. Panel A shows 
a 3 kDa Texas Red dextran (red) given 22 min prior to imaging, accumulating towards 
the basal pole of proximal tubule cells within the late endosomes/lysosomes. Panels B 
and C show a 3 kDa Cascade Blue dextran (cyan) 5 and 30 min after a bolus infusion, 
with endocytic vesicles traffi cking away from the sub-apical region towards the late 
endosomes/lysosomes. Quantitative analysis of the traffi cking dynamics of the two 
dextrans is shown in Panel D. A progressive increase in the total area occupied, and 
total integrated fl uorescence is delineated for the individual dextrans, as well as an 
increase in their colocalization (Dunn et al.  1989 ; Sandoval and Molitoris  2008 ). Thus 
utilization of differently charged fl uorophores on the same sized dextran allows ques-
tions such as temporal handling based on charge differences to be probed and answered.

10.5        Small Molecular Weight Dextrans Labeled with pH 
Sensitive Fluorophores Can Be Used to Study the pH 
of the Endosomal Pool 

 Acidifi cation within the endosomal pathway has been shown to be essential in the 
traffi cking of materials to the lysosomes, but not the early and late endosomes as 
reported by Maxfi eld et al. where Bafi lomycin A1 was used to inhibit the acidifi ca-
tion of the vacuolar system (van Weert et al.  1995 ). This study used a 70 kDa dex-
tran labeled with fl uorescein (whose fl uorescence decreases in progressively acidic 
environments) and rhodamine (whose fl uorescence is pH independent). Determining 
the pH of the endosomal compartment can be accomplished in the same manner  in 
vivo  with the only caveat being it becomes necessary to use a smaller dextran that is 
readily fi ltered. Figure  10.3  shows the progressive acidifi cation of vesicles in Panels 
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A and B, in which the yellow fl uorescence within the endosomes changes to more 
orange and red with quenching of the green fl uorescein emissions. Knowing the 
fl uorescence emission curve of fl uorescein (Panel D) at a known range of physio-
logic pHs allows for the determination vesicular pH based on the change in the ratio 
of Green/Red intensities that will decrease from the known initial value taken from 
the plasma having a pH of 7.2 (Panel C). Several regions were quantifi ed and Table 
E shows the acidifi cation that occurs.

10.6        The Clearance of Small Freely Filtered Dextrans Can 
Be Used to Determine Renal Function by Measuring 
Decay Rates from Any Systemic Blood Vessel 

 Rapid determination of renal function (glomerular fi ltration rate, GFR) has been 
a holy grail in medicine because of the ramifi cations of knowing this value has 
on a wide-range of medical procedures and treatments. Many current methods 

a

d

b c

  Fig. 10.2    Small molecular weight (MW) dextrans can be used to measure vesicular traffi cking  in 
vivo . Twenty-two minutes prior to imaging, a rat was given an intra-venous ( i.v.)  injection of a 
3 kDa Texas Red dextran (TR-dex,  red ), which accumulated within the early endosomes/lysosomes 
of proximal tubules (Panel  a ). A 3,000 MW Cascade Blue dextran (CB-dex,  blue ) was also intro-
duced via an  i.v.  injection during imaging to show vesicular traffi cking as it moves progressively 
from the early endosomes to the late endosomes/lysosomes. Panel ( b ) shows an image acquired 
5 min post infusion with the CB-dex, showing CB-dex localized mainly to the microvilli and early 
endosomal compartment ( cyan ). An image taken 30 min post infusion shows the CB-dex colocal-
ized with a portion of the lysosomes (now white because of the color merge, Panel  c ). Analysis of 
the individual channels within the images was performed on the highlighted proximal tubule shown 
in cross section (Panel  d ). A dramatic increase in the total integrated fl uorescence (area in pixels × 
fl uorescence/ pixel; expressed in arbitrary units) is seen for the individual dextrans. An increase 
occurs in the area occupied by the individual dextrans; note the greater amount of colocalization 
that occurs as more of each dextran reaches the late endosomes/lysosomes. This was carried out as 
previous described (Dunn et al.  1989 ; Sandoval and Molitoris  2008 ) and generating binary masks 
of the images to calculate areas from individual channels and where colocalized. (Bar = 8 μm)       
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involve the estimation of GFR by determining levels of endogenous markers that 
are  normally cleared by the kidney. Creatinine is one such example (Molitoris et al. 
 2008 ). Here, a decrease in GFR is determined by the accumulation of this metabolic 
by- product in the blood. Unfortunately, accumulated levels that lead to a diagnosis 
of renal impairment occur long after the initial reduction in GFR and hence the 
window of treatment to restore function or further abate dysfunction has passed 
such as processes like acute kidney injury. There are currently other tests capable 
of measuring renal function; conducted using the clearance of small freely fi ltered 
molecules such as inulin or the radio contrast compound Iohexol (Schwartz et al. 
 2006 ). The only drawback to these tests is the time required to complete the analysis 
of their concentration in the plasma; at best these values are available approximately 
24 h from the time the fi nal blood sample was taken. 

 The use of a small, freely fi ltered, fl uorescent dextran is a major technological 
advancement in the development of a rapid test for renal function (Wang et al.  2010 ; 
Wang et al.  2012 ). No longer needed are time and labor-intensive analytical methods 

a

c d e

b

  Fig. 10.3    Exploiting the pH dependent fl uorescence of Fluorescein, small molecular weight dual 
labeled fl uorescein and Texas Red dextrans can be used to estimate the pH within the endosomal 
compartments. Panels ( a ,  b ) show accumulation at 15 and 45 min respectively, of a synthesized 
and purifi ed 10 kDa amino-dextran conjugated to both Fluorescein and Texas Red. As the dual 
labeled dextran traffi cs to increasingly acidic compartments, the fl uorescence of Fluorescein is 
quenched causing a shift in the ratio of red/green intensities since the emissions from Texas Red 
remains unaffected. Two distinct regions were analyzed ( Regions A  and  B ) with  arrows  pointing to 
the vesicles that were examined. Panels ( c – e ) show the analysis and extrapolation of the degree of 
fl uorescence quenching for Fluorescein, which is ratioed against a constant Texas Red fl uores-
cence. Using the ratio of green/red fl uorescence in the plasma with a pH of ~7.2 (Panel  c ), subse-
quent ratios can be used to extrapolate the pH from the pH dependent fl uorescence curve for 
Fluorescein (Panel  d ) (van Weert et al.  1995 ). The drop in measured pH for the individual vesicles 
examined in  Regions A  and  B  is presented in the  table  (Panel  e ); note the acidifi cation that occurred 
in all the compartments and the accompanying color shift. (Bar = 8 μm)       
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such as the use of an HPLC to determine the time-dependent decay in concentration 
of these other compounds. Figure  10.4  shows a series of sequential images taken 
of a peritubular blood vessel showing the time-dependent decay in fl uorescence of 
a 7 kDa dextran following administration of a single bolus. The upper series is of 
a rat that underwent a unilateral nephrectomy 24 h prior to imaging (Nphx); the 

  Fig. 10.4    Measuring the rate of fl uorescence decay for a freely fi ltered dextran from the plasma in 
any vessel can be used to determine the Glomerular Filtration Rate (GFR). The two distinct rows 
of images show identical time points after an single bolus infusion of a 7 kDa Fluorescein-dextran 
( green ) for a model of unilateral nephrectomy alone (Nphx) or nephrectomy and 24 h post renal 
ischemia (Nphx + 24 h Post Isch); respectively. Note the difference in plasma levels of the 
Fluorescein dextran ( green ) at the fi ve identical time points between the two injury models. The 
maximum plasma intensity ( MAX , which can vary slightly by a few seconds between individual 
rats and conditions) is used to normalize the quantitative data utilized to generate a decay curve 
(seen in the  lower portion of the panel ). A graph of the normalized intensity decay curves exam-
ined for 30 min is seen, with an inset showing the dynamic changes occurring within the fi rst 150 s. 
This  graphs  is generated from a 150 frame movie originally collected, followed immediately by 
capturing an image every minute for ~30 min (~176 frames total). Using an estimated plasma 
volume, the GFR for the rat having only the nephrectomy was 0.41 mL/min/100 g body weight; 
the rat having the combined nephrectomy and ischemia was 0.16 mL/min/100 g body weight 
(Wang et al.  2010 ,  2012 ). (Bar = 15 μm)       
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lower series shows images from a rat that underwent the same procedure with the 
 addition of renal ischemia on the remaining kidney (Nphx + isch, 24 h post). The 
curve generated shows the decay in vascular fl uorescence from the image series, 
at time points taken every second for the fi rst 100 s, then every minute for 30 min 
thereafter. A value for GFR is generated based a two-compartment model, and the 
use of an estimate for plasma volume based on weight.

10.7        Alteration in Vascular Integrity Can Be Determined 
Using Large Molecular Weight Dextrans 

 Permeability for any compound is defi ned as the concentration across two 
compartments separated by a barrier. The permeability factor (or coeffi cient) is the 
ratio of the concentration of the compound in the (downstream) compartment to 
which the compound migrates, divided by the concentration of the compartment 
holding the initial bolus of material (upstream). A compound that is freely fi ltered 
without hindrance has a permeability coeffi cient of 1.0 while a compound that is not 
fi ltered has a coeffi cient of 0.0. Thus, all compounds fall within this range of 0–1. 
The kidney is an ideal system in which to study this phenomenon. The glomerulus 
is composed of a series of interconnected, coiled and branching blood vessels 
called capillary loops. These vascular loops fi lter out small and moderately sized 
molecular weight compounds, both waste products and nutrients, into the nephron 
where nutrients are reclaimed and waste products pass into the urine. A cross section 
of the glomerulus allows the visualization of both compartments used to determine 
a compound’s permeability coeffi cient called the glomeruluar sieving coeffi cient 
(GSC). Panels A and B in Fig.  10.5  show the GSC of two different dextrans of 
opposing molecular weights, a freely fi ltered 7 kDa dextran (Panel A) and a nearly 
impermeant 150 kDa dextran (Panel B). The image in panel A showing the freely 
fi ltered dextran in the urinary space (Bowman’s space) silhouettes the podocytes 
encompassing the capillary loops. The GSC is calculated by dividing the fl uorescence 
in the Bomwan’s space by the fl uorescence in the plasma. It is crucial to take steps to 
subtract intensities from background images taken prior to infusion of the dextrans, 
select only the plasma in the capillary loops while avoiding the fl owing RBCs, and 
correctly setting the detector offset (Sandoval et al.  2013 ).

   The peritubular vasculature surrounding the tubular epithelia allows small and 
moderately sized molecular weight compounds to pass to and fro into the interstitial 
space to contact the basolateral membrane of tubular cells. The permeability of this 
barrier is increased after injury (Sutton et al.  2006 ). Panels C and D from Fig.  10.5  
show the alteration in permeability before and after ischemic injury in studies that 
used a 150 kDa dextran which normally does not pass across the endothelial barrier 
into the interstitial space. Quantitation of the extent of leakage can expressed as a 
percent area showing extravizated dextran of the total area from a single plane image.  
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  Fig. 10.5    The integrity of the renal microvasculature can be assessed in normal and diseased 
states using larger molecular weight dextrans. Permeability factor, or sieving coeffi cient is most 
commonly used to analyze the fractional renal clearance of a compound from the blood into the 
urinary space within the glomerulus. Panels ( a ,  b ) show the glomerular sieving coeffi cient (GSC) 
across the glomerular capillary loops of a freely fi ltered 7 kDa dextran ( a , 1.05), and a 150 kDa 
dextran with minimal renal clearance ( b , 0.005); respectively. The GSC is calculated by ratioing 
the intensity of the fi ltered material in the Bowman’s space by the intensity within the plasma. For 
compounds that are freely fi ltered analysis is best done using a continuous venous infusion due to 
rapidly fl uxing intensities that can occur when using a single bolus. A detailed description of how 
to perform this calculation can be found in publications from our laboratory (Sandoval et al.  2012 , 
 2013a ,  b ). Deterioration of vascular integrity is a consequence of numerous disease processes and 
can be determined by noting the migration of a normally impermeant dextran into the interstitial 
space that is found between the tubular epithelia and the peritubular capillaries. Panels ( c ,  d ) show 
the peritubular vasculature in a normal and post ischemic rat; respectively, labeled with a 150 kDa 
dextran. In normal rats (Panel  c ) the dextran is retained within the vasculature and does not perme-
ate out into the interstitial space ( asterisk ). In a model of post renal ischemia (Panel  d ), regions 
showing movement of the large 150 kDa dextran into the interstitial space are heterogeneous in 
distribution (Sutton et al.  2006 ). This phenomenon can be quantifi ed by determining the area 
affected and reporting it as a percent of the total region analyzed. Here, the highlighted regions 
having the 150 kDa dextran within the interstitial space had a cumulative area of 12,138.4 μm 2 , out 
of the total area for the image of 44,826.6 μm 2 ; or approximately 27 %. It is important to standard-
ize the time at which the images are acquired for analysis to avoid any bias that may be  inadvertently 
introduced. (Bar = 20 μm)       
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10.8     Dextran Preparations Vary in Size Dispersion 

 The importance of size in the way dextrans are handled within a living subject dur-
ing  in vivo  imaging has been described in detail within this chapter. The numerous 
parameters that can be studied are dependent on the dextran reaching the desired 
compartment or organelle; which often involves crossing barriers. Alternatively, 
determining the integrity of a compartment such as the vasculature before and after 
injury relies on a large dextran that is normally retained within the blood vessels. 
The presence of a broad distribution of sizes within a preparation can cause a dra-
matic difference in the way data are generated and interpreted. 

 An example of the importance of a narrowly dispersed dextran follows. When 
determining the GSC of a moderately sized molecular weight dextran, the pres-
ence of larger and smaller sized fractions, around the mean, will produce a range 
of GSC values that are time-dependent. A higher GSC will be initially reported as 
the kidney clears out the smaller more permeable molecular weight components 
shortly after infusion of the bolus (Sandoval et al.  2012 ). Analyzing images at more 
protracted time points will report a progressively lower GSC as renal clearance 
leaves behind increasingly larger size components. Panel A from Fig.  10.6  shows a 
graph with the representative size distribution of two preparations of a dextran with 
a molecular weight of 69.7, 70 and 150 kDa. The 70 kDa dextran has a very broad 
size distribution with components ranging in size from those that are freely fi ltered; 
to very large whose sizes exceed those of the 150 kDa dextran. In contrast, the 
69 kDa dextran has a much narrower size distribution of the constituent components 
as is evident by the narrower bell shaped curve. When the GSC for the two dextrans 
are plotted over time, one can see the 70 kDa dextran had GSC values spanning an 
order of magnitude, however, the 69 kDa dextran had a far more consistent GSC. It 
should be noted that even a very narrowly dispersed preparation will display some 
minor change in GSC over time because the size is not perfectly uniform.

   The term disparity ( Ð  )  is the measure of the heterogeneity of sizes within a 
preparation of any polymer such as a dextran, and can refer to either molecular mass 
( Ð   M   )  or degree of polymerization ( Ð   X  ). When referring to disparity in a dextran, 
the index typically reported is molecular mass ( Ð   M  ). When reporting this index for 
a polymerization reaction, this value can be as high as 10 or 20 depending on reac-
tion factors; since dextrans are purifi ed this value tends to be much lower (with a 
lower number having a narrower size distribution). Disparity is determined by divid-
ing the molecular weight average by the number average molar mass;  Ð   M    = M   w   / 
M   n   (Ioan et al.  2000 ). Molecular weight average ( M   w  ) can be  determined by using 
a static light scatter, small angle neutron scattering, X-ray scattering, and sedimen-
tation velocity. Number average molar mass ( M   n  ) is derived from methods such 
as gel permeation chromatography, viscometry, and colligative methods (relative 
lowering of vapor pressure, elevation of boiling point, depression of freezing point, 
osmotic pressure). Not every laboratory has the equipment or time to run these 
painstaking analytical procedures for every batch of fl uorescent dextrans they 
receive prior to use. As intravital multi-photon microscopy becomes more widely 
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used and accepted as a methodology, it will become important that manufacturers 
supply disparity values with their dextrans. Of the dextrans analyzed in Fig.  10.6 , 
the 69 kDa dextran and the 150 kDa dextran have associated disparity values of 
1.53 and 1.50  respectively; while the 70 kDa dextran was not supplied with this 
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  Fig. 10.6    Dextrans, along with other polymeric compounds, can contain a range of molecular 
sizes that can affect permeability values. Panel ( a ) shows a graph of three dextrans analyzed 
through gel chromatography. The 150 kDa dextran and 69 kDa dextran both have a narrow size 
distribution and produce tight bell shaped curves when plotting relative abundance versus elution 
fractions. The 70 kDa dexrtran, from a different supplier, has a much broader size distribution 
indicating it contains a range of sizes spanning from smaller ones that are freely fi ltered across the 
glomerulus to some that are larger than the 150 kDa dextran. Panel ( b ) shows the glomerular siev-
ing coeffi cient (GSC) for the 69 and 70 kDa dextran taken over time. One can see that the broadly 
dispersed 70 kDa dextran has a highly time-dependent GSC; elevated initially as the smaller frac-
tions clear into the Bowman’s space and are readily detected. Latter time points will report lower 
GSC values associated with the retention of larger molecular weight fractions (Sandoval et al. 
 2012 ). Disparity values ( Ð , formerly referred to as the polydispersity index (Gilbert et al.  2009 )) 
for the 69 and 150 kDa dextran are 1.53 and 1.50; respectively. The 70 kDa dextran was not sup-
plied with a disparity value, but it appears evident its value was much higher       
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value. This omission emphasizes the fact that when utilized for typical  in vitro  cell 
culture studies this characteristic is less crucial to arriving at correct values for the 
parameter studied.  

10.9     Summary 

 Many of the applications for dextrans described here focus on their use in renal related 
studies. Parameters such as microvascular morphology and permeability however, can 
be used in the study of other organs amenable to intravital imaging on a multi-photon 
system. One factor that will greatly increase the versatility of dextrans is the continual 
expansion and enhancement of fl uorophores. Advancements here to introduce new 
colors and increase quantum yield can only serve to enhance sensitivity and detection 
of dextrans within structure or compartments having very low accumulations. A prime 
example of this is the development of the pH sensitive pHrodo™ dyes by Life 
Technologies engineered to determine pH  in vitro  and  in vivo . TdB Consultancy in 
Sweden is currently working to produce a line of dextrans with very narrow dispersion 
values tailor made for intravial fl uorescence microscopy. As microscope systems have 
become increasingly sophisticated with the incorporation of more and better detectors 
it is possible to visualize and study up to four different processes each distinguished 
by its own color. The inert nature of dextrans makes them ideal for use in studies uti-
lizing tissues expressing fl uorescent proteins, fl uorescent organelle markers, and natu-
ral tissue auto-fl uorescence or second harmonics. It is also important to remember that 
some studies will call for more stringent preparations of dextrans whose narrower size 
distributions will help correctly describe the process under study.     
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    Abstract     Real time high quality imaging of intra-thoracic organs with suffi cient 
resolution to study microcirculatory dynamics, infl ammatory cell traffi cking, and cellular 
and subcellular events during physiologic circulatory and breathing conditions remains a 
high priority in pulmonary and cardiovascular research. Recent technological develop-
ments especially in the area of two-photonmicroscopy (TPM) offer enhanced resolution 
and deeper penetration under the organ surface, thus allowing sampling of areas of inter-
est to biologists and physiologists. Furthermore, with TPM one can image sub-cellular 
and molecular events in real time, such as protein traffi cking, enzyme activation, and 
reactive oxygen species generation, which are pertinent to the pathogenesis of many 
diseases of interest to the research community. The application of TPM to organs in the 
thoracic cavity, and especially the lung has been hampered by cardiorespiratory motion 
and new techniques to mitigate these limitations have been developed. In this chapter, we 
will describe intravital imaging techniques applied to the lung through a historical 
perspective, and highlight several recent practical applications of these approaches.  

  Keywords     Microscopy   •   Lung   •   Pulmonary   •   Real time   •   Microcirculation  
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11.1          Techniques 

 The oldest technique for studying the pulmonary microcirculation and one of the 
most direct is intravital microscopy. This technique was fi rst applied to the lung in 
1661, when Marcello Malpighi transilluminated the frog lung with candlelight and 
used a microscope to observe erythrocytes moving through the pulmonary capillar-
ies. This discovery completed the picture of the circulation developed by William 
Harvey through a series of experiments demonstrating that there had to be a direct 
connection between the venous and arterial systems throughout the body. 

11.1.1     Unrestrained Motion 

 Since the seventeenth century, the essentials of intravital lung microscopy have 
remained the same as has the principal obstacle, respiratory motion. Early investiga-
tors either observed the lung without restraining respiratory motion, or suspended 
respiration and observed the lung in apnea. The tradeoffs of these techniques are 
illustrated by the classical study of (Wearn et al.  1934 ). These investigators dis-
sected the chest wall of the cat down to the pleura, and transilluminated the lower 
edge of the lung with a quartz rod that was passed through an abdominal incision. 
Initial experiments were performed while the animals were breathing, and morphine 
was used to decrease the respiratory rate. Although these investigators reported that 
the diffi culty of observing the moving lung grew less as their eyes became accus-
tomed to the motion, they did not feel secure in detecting the fi ner capillary changes.  

11.1.2     Apnea 

 Subsequent studies were performed animals were studied who were immobilized by 
the use of curare. Oxygen was insuffl ated into the trachea, which helped to prevent 
hypoxemia, but not hypercarbia and acidosis. Using this technique, Wearn made the 
important observation that pulmonary capillaries were intermittently perfused suggest-
ing the possibility of a recruitable reserve. Although the experimental conditions in the 
fi rst group were the most physiologic, respiratory motion interfered with the observa-
tions. In contrast, the ability to observe the microcirculation in the paralyzed animals 
was ideal but the observations were unavoidably affected by alterations in blood gases.  

11.1.3     Vacuum Manifold 

 A signifi cant advance in dealing with respiratory motion was made approximately 
30 years later by Wagner who developed an implantable window that was encircled 
by a vacuum manifold (Wagner  1969 ). Gentle radial traction from the manifold 
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arrested cardiorespiratory motion in the observation fi eld permitting serial measure-
ments on the same microvascular networks without the need to alter ventilation. 
Using this device, Wagner et al. directly observed capillary recruitment in the dog 
lung when pulmonary artery pressure was raised by airway hypoxia, the fi rst direct 
observation of capillary recruitment in an intact living animal. 

 Although the vacuum manifold effectively limited respiratory motion, itconfi ned 
observations to a small area of the subpleural microcirculation. In addition, investi-
gators had limited control of hemodynamics in the intact animal. The geometry of 
the implanted manifold also imposed limitations on the characteristics of the micro-
scope objective. The diameter of the objective either had to be small enough to fi t 
inside the walls of the frame or the working distance had to be long enough to focus 
on the lung without lowering the objective into the frame. This problem was most 
notable with large diameter, high NA objectives with short working distances and 
with windows developed for implantation in smaller species such as the rat that 
limited the dimensions of the frames (Fig.  11.1 ).

   One solution to this problem is to couple the lung to a vacuum manifold that is 
not implanted in the closed chest wall. Because manifolds used for this preparation 
do not need to accommodate the thickness of the chest wall they are fl at across the 
top and therefore can accommodate objectives of any diameter or working distance 
(Fig.  11.2 ). In this preparation a thoracotomy is performed and the ribs are retracted 
to expose the lung. The manifold is then lowered until it contacts the pleural surface 
(Fig.  11.3 ). Although respiratory motion is greatly reduced when the manifold is 
coupled to the lung by vacuum, there is typically more motion than that seen in the 
closed thorax preparation. Alternatively windows developed for use in smaller spe-
cies may lack a means of arresting cardiorespiratory motion . In this case, observa-
tions must be made during respiration or apnea as discussed above.

11.1.4         Isolated Lung 

 To address several of the above-mentioned problems, the isolated pump-perfused 
lung preparation was developed. In a typical preparation (Fig.  11.4 ), the main pulmo-
nary artery is cannulated via the right ventricular outfl ow tract and the left atrium is 
cannulated via the left ventricle in small species or via the left atrial appendage in 
larger species. Perfusate (buffer, autologous blood, or a mixture) is pumped into the 
pulmonary artery with a peristaltic pump and drains passively from the left atrium 
into atemperature-controlledreservoir. Because the isolated lung has a relatively low 
metabolic rate and is not attached to a metabolically active animal, CO 2  production is 
minimal and due to a lack of O 2  consumption, there is essentially no alveolar- arterial 
O 2  gradient. Thus ventilation with a 6 % CO 2 -17 % O 2 -77 % N 2  gas mixture produces 
normal arterial blood gas tensions. The lack of metabolic activity also means that 
ventilation can be suspended for long periods without a signifi cant change in blood 
gases. In this preparation fi ne control of arterial pressure, venous pressure and car-
diac output can be achieved by changes in perfusion pump fl ow rate and venous res-
ervoir height. The entire surface area of the lung is also available for observation.
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  Fig. 11.1    Window for implantation in the rat       

   Unrestricted access to the great vessels allows for some unique techniques such 
as the one developed by Bhattacharya and colleagues. A microcatheter (e.g. PE-10) 
is passed retrograde through a pulmonary vein until it wedges in a small pulmonary 
vein blocking blood fl ow to this area. A fl uorescent probe is then infused through 
the catheter to load the microcirculation drained by the vein. After several minutes 
the catheter is withdrawn and the area is reperfused removing intravascular  indicator. 
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This technique allows loading of a small area of the microvascular endothelium 
with probe while avoiding signifi cant background levels of circulating indicator. 

 In spite of its advantages, measurements obtained from the isolated lung vary 
from the intact animal (closed thorax, lungs perfused by the beating heart) for a 
number of reasons. First, it is commonly observed that vascular resistance is higher 
in the pump-perfused lung preparation. Because the distribution of resistance across 
the pulmonary circulation in the pump-perfused lung is similar to that in the intact 
animal, microvascular pressure will be higher in the pump-perfused lung resulting 
in a higher level of recruitment for a given fl ow rate. 
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  Fig. 11.2    Manifold for mouse lung       

  Fig. 11.3    Lung coupled to 
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 A second problem with the pump-perfused lung arises from exposure of the perfus-
ate to the pump circuit. It is known that complement is activated by both the classical 
and alternate pathways when heparinized blood is recirculated through an extracorpo-
real perfusion circuit. Activated complement in turn causes neutrophil activation and 
sequestration in the pulmonary capillaries. This is a particular problem with studies of 
neutrophil traffi cking in the pulmonary microcirculation. Infl ammatory mediators 
may also alter vascular tone in the vessels supplying and draining the capillary bed. 

 Because the level of capillary recruitment is highly dependent on the degree of 
alveolar wall tension, studies of microvascular perfusion may differ between the 
isolated lung and the intact animal. When alveolar diameters are small and wall ten-
sion is low, capillaries begin to open at a low pressure. Recruitment then proceeds 
rapidly such that all capillaries open with only a small increase in pressure. Under 
these circumstances, recruitment has been described as sheet-like. A different 
 pattern is observed when alveolar diameter is large and wall tension is high. In this 
case, recruitment occurs gradually, a segment at a time, over a broad range of pres-
sure. Which of these patterns is observed in the excised lung is dependent on the 
degree of lung infl ation. However, it can be diffi cult to know how much to adjust 
infl ating pressure to achieve a lung volume equal to that in the closed thorax. Unlike 
the excised lung, there is a gradient of alveolar size in the lung suspended by nega-
tive pleural pressure in the closed chest with the alveoli at the top pulled open by the 
weight of the lung while those at the bottom are compressed. 
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  Fig. 11.4    Pump perfused lung preparation for intravital microscopy       
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 The isolated lung is most commonly perfused with a peristaltic pump that pro-
duces steady fl ow. However the lung in the intact animal is perfused with pulsatile 
fl ow. In contrast to steady fl ow, it has been shown that capillary recruitment is nearly 
double during pulsatile fl ow. The accompanying increase in the cross sectional area 
of the capillary bed may explain in part why resistance is lower in the intact lung. 
Taken together, these observations provide an explanation why previously reported 
values of microvascular gas exchange reserve in the pump-perfused lung may differ 
from the intact animal.  

11.1.5     Gating and Frame Registration 

 In cases where respiratory and cardiac-induced lung motion is not eliminated by a 
vacuum manifold, ventilation can be synchronized with image acquisition or gated. 
In this case ventilation is suspended briefl y while an image is acquired (1–2 s). 
Imaging is then paused and ventilation is resumed for a set number of breaths. This 
cycle then repeats until imaging is complete. Due to a lower frequency of image 
acquisition, gating inherently decreases temporal resolution. Alternatively motion 
artifact can be removed in some cases by post acquisition-processing or frame reg-
istration. Briefl y, pixels are shifted in sequential images to bring them into registra-
tion thus eliminating motion (Fig.  11.5 ).

11.2         Major Areas of Investigation 

11.2.1     Gas Exchange Reserve 

 The microcirculation of the normal lung has signifi cant gas exchange reserve capac-
ity in three forms: capillary recruitment, capillary distension, and transit time 
reserve. The fi rst of these, recruitment, exists in the form of capillaries that are not 
perfused with red blood cells at rest, or even during moderate exercise. As oxygen 
demand increases, cardiac output and capillary transmural pressure rise causing 
recruitable capillaries to become perfused. These newly recruited capillaries directly 
in-crease gas exchange surface area. Increased capillary transmural pressure also 
causes distension of recruited capillaries, the second form of reserve, which 
increases the number of red blood cells in the gas exchange vessels. The third form 
of reserve, surplus capillary length, occurs because under basal conditions red blood 
cells become saturated with oxygen after crossing the fi rst third of the capillary bed. 
The remaining two thirds of capillary length are utilized when red blood cell veloc-
ity increases, forcing the cells to move farther across the capillaries before they are 
completely saturated. This form of reserve is limited by the rate of diffusion of 
oxygen from alveolar gas to the hemoglobin in red blood cells. If transit times 
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become too short (~<0.25 s under normal conditions), red blood cells may exit the 
capillary bed incompletely saturated. However, changes in capillary transit time are 
linked to the degree of recruitment and distension through their effect on capillary 
volume. For a given pulmonary blood fl ow, capillary transit time increases as capil-
lary volume increases. In this way, recruitment and distension limit the fall in capil-
lary transit times. Further, the transit time distribution becomes more homogeneous 
as pressure and fl ow increase with the longest transit times decreasing more than the 
shorter ones. This effect is presumably the result of more homogeneous recruitment 
and distension of pulmonary capillaries. Together these two effects help to prevent 
incompletely saturated red blood cells from exiting the pulmonary circulation. 

 The important relationships between these three forms of reserve capacity have 
been investigated in various species using a number of techniques. However because 
of technical limitations, measurement of microvascular reserve in the rat has generally 
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  Fig. 11.5    Gated imaging eliminates motion for maximum clarity in 3-dimensional TPM recon-
structions. Comparison between non-gated ( a ) and gated ( b ) image acquisition of an identical fi eld 
of view showing FITC-labeled ( green ) alveolar microvasculature in the intact rat. Reconstructions 
in the x-z orientation correspond to the indicated slice regions ( c ,  d ) from the 3-dimensional 
images. Nuclei are stained with intravenously-administered Hoechst 33258 dye (blue). Scale 
bars = 25 μm (Reproduced from (Presson et al.  2011 ) with permission)       

 

R.G. Presson et al.



229

been limited to isolated pump perfused preparations or fi xed tissue which may not 
accurately refl ect reserve capacity in the intact animal (closed thorax, lungs perfused 
by the beating heart) for a number of reasons. For example, vascular resistance is typi-
cally increased in the isolated lung which may in turn effect capillary transmural pres-
sure and thus the degree of recruitment and distension. Further, lung volume in the 
isolated lung, which has an important infl uence on microcirculatory perfusion through 
its effect on alveolar wall tension, may vary from the lung suspended in the closed 
thorax. Therefore actual values for pulmonary micro-vascular reserve in the intact rat 
remain uncertain. This is an important gap because a number of models of lung pathol-
ogy (e.g. emphysema, pulmonary hypertension, and lung transplantation) are based 
on studies in this species. To fi ll this gap, we have developed an intravital microscopy 
model of the pulmonary microcirculation in the intact rat, and reported the fi rst mea-
surements of pulmonary microvascular reserve using this model (Presson et al.  2011 ).  

11.2.2     Leukocyte Traffi cking 

 One of the most exciting applications of intravital lung microscopy in the intact 
animal is the opportunity to study leukocyte traffi cking. This achievement is due to 
elimination of leukocyte activation typically initiated by contact with foreign sur-
faces in the isolated pump perfused lung preparations. Therefore, leukocyte traffi ck-
ing as a marker of both PMN and pulmonary endothelial cell activation during 
infl ammation can be measured by quantifying leukocyte adhesion, rolling, and 
extravasation from the microcirculation into alveolar spaces. To determine leuko-
cyte traffi cking using TPM, leukocytes can be labeled either with intravenous rho-
damine 6G for fl uorescence imaging, or via transgenic expression of fl uorescence 
proteins under cell-specifi c promoters (Fig.  11.6 ).

11.2.3        Vascular Permeability 

 Changes in vascular permeability are relevant to the development of pulmonary 
edema, lung infl ammation, and infection. Typically, measurement of increased lung 
vascular permeability have relied on measuring wet and dry lung weight, or the 
degree of extravasation of injectable dye into airways. These measurement are 
tedious and imprecise. The intravital monitoring of intavascularly injected dye into 
the alveolar spaces offers the advantages of direct observation of increased perme-
ability of the lung microcirculation upon application of an edemagenic agonist and 
that of quantifi cation of kinetics and degrees of leaked plasma (Fig.  11.6 ). The limi-
tations of this technique are the relatively short observation time, which is depen-
dent on the duration of the preparation (hours) and the small area of observation of 
only dozens of alveoli, which may miss heterogeneous disease distributions.  
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11.2.4     Vasoreactivity 

 By injecting fl uorescent plasma markers, such as labeled albumin, one can measure 
vascular diameters of specifi c vessels before and after interventions and directly 
gauge vascular constriction and dilation (Fig.  11.7 ). These measurements may be 
useful for screening of drug effects, as well as direct observation of ventilation per-
fusion relationship, for example hypoxic vasoconstriction.

Pre-CSE 30 min post-CSE

50 min post-ceramide

a

c

b

  Fig. 11.6    Capturing leukocyte traffi cking and plasma extravasation in real-time in the pulmonary 
microvasculature of a living rat. Three-dimensional reconstruction of FITC-labeled vessels ( green ) 
surrounding alveoli ( dark regions ) and Rho-G6-labeled neutrophils ( orange ) imaged in intravital 
2-photon microscopy before ( a ) and ( b ) 30 min after intratracheally-administered cigarette smoke 
extract (CSE), or 50 min after intravenous administration of ceramide 16:0 PEG ( c ). Nuclei are 
stained with intravenously administered Hoechst 33258 dye (blue). Note increasing neutrophil 
traffi cking ( yellow arrows ) and plasma extravasation into airspaces ( asterisks )       
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11.2.5        Cellular Movement 

 Cellular movement such as migration/homing or engulfment (Megens et al. 
 2011 ), inter-cellular connections  (Islam et al.  2012 ), as well as  subcellular pathol-
ogy and physiology  such as structural details (e.g. endothelial glycocalyx (Yang 
et al.  2013 )) molecular traffi cking, and signal transduction are now made possible 
with improved resolution of microscopy and stability of lung preparations. Some of 
these advances have been recently reviewed (Kuebler  2011 ; Looney and Bhattacharya 
 2013 ). As an example, NO production and cellular localization can be distinctly 
visualized with TPEM, with minimal or no interference from lung autofl uorescence 
(Fig.  11.8 ). Recently, inter-cellular waves of calcium signaling have been visualized 
using intravital lung microscopy (Westphalen et al.  2014 ).

   In conclusion, there are exciting new developments in lung intravital microscopy 
which allow the visualization of previously unimagined details in the lung in real 
time. The cost and technical complexity of preps, the relative superfi cial sub pleural 
visualization, relatively short duration of real time monitoring, and the potential 
sampling error of non-homogeneous lung processes remain challenges to the wide-
spread utilization of intravital imaging in lung research. As technology advances, it 
is likely these hurdles will be soon eliminated and intravital imaging in the intact 
animal and possibly in human lungs will become routine.      

a b

  Fig. 11.7    Vasoconstriction of a TR-labeled ( red ) pulmonary arteriole in response to hypoxia (FiO 2  
14 %) captured in an intact rat in real-time using 2-photon intravital microscopy during ( a ) 
Normoxia ( b ) Hypoxia (1 min). Note narrowing (constriction) of the pulmonary arteriole in 
hypoxia relative to the overlaid  yellow line , which represents the diameter of the vessel during 
normoxia. Capillaries ( white arrow head ) surrounding normal alveolar airspaces ( dark ) remained 
unchanged in diameter during hypoxia. Nuclei are stained with intravenously administered 
Hoechst 33258 dye (blue) and circulating cells appear as  black streaks  within the vessels       
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    Chapter 12   
 Intravital Microscopy for Molecular 
Imaging in Cancer Research 

             Hongmei     Yu     and     Sanjiv     Sam     Gambhir    

    Abstract     Molecular imaging is an important tool in life sciences research and for 
clinical diagnosis and treatment. Among numerous imaging modalities, intravital 
microscopy (IVM) provides the best imaging spatial resolution in vivo and allows 
visualization of cellular and subcellular structures and functions. Because of its 
high resolution and the large number of available imaging agents, IVM has been 
used increasingly for the study of in vivo processes in many different fi elds. The 
application of IVM in cancer research and cancer treatment response assessment 
has been particularly fruitful. These IVM studies have disclosed that the cellular 
and subcellular dynamics during tumor progression and drug treatment in vivo are 
very different from those under  in vitro  conditions. Since the fi ndings from IVM 
studies are obtained directly from intact living organisms, they may provide much 
more relevant information helpful to drug discovery and evaluation in clinics. In 
this chapter, we will briefl y introduce the concepts of molecular imaging and the 
unique features of IVM. We will then highlight the most current IVM research in 
cancer biology and cancer drug response at the tissue, cellular and subcellular 
levels. We will end this chapter by outlining the future directions of IVM research.  

  Keywords     Intravital imaging   •   Molecular imaging   •   Cancer   •   Drug delivery   •   Drug 
response   •   Imaging agents   •   Tumor microenvironment   •   Tumor stroma   •   Tumor 
circulation   •   Hypoxia   •   Tumor PO 2    •   Tumor pH   •   Tumor extracellular matrix   • 
  Tumor cell heterogeneity   •   Cell tracking  
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  CT    Computed tomography   
  DEVD    Aspartic acid-glutamic acid-valine-aspartic acid   
  ECM    Extracellular matrix   
  FAD    Flavin adenine dinucleotide   
  FCS    Fluorescence Correlation Spectroscopy   
  FLIM    Fluorescence-lifetime imaging microscopy   
  FRAP    Fluorescence recovery after photobleaching   
  FRET    Förster resonance energy transfer   
  GFP    Green fl uorescent protein   
  IR/NIR    Infrared/ Near-infrared   
  IVM    Intravital microscopy   
  mKO2    Monomeric Kusabira-Orange 2   
  MMP    Metalloproteinase   
  MRI    Magnetic resonance imaging   
  NADH    Nicotinamide adenine dinucleotide   
  OFDI    Optical frequency domain imaging   
  PARP-1    Poly(ADP-ribose) polymerase-1   
  PARPi    Poly(ADP-ribose) polymerase-1 inhibitor   
  PET    Positron emission tomography   
  RFP    Red fl uorescent protein   
  ROCK    Rho-associated protein kinase   
  scVEGF    Single-chain vascular endothelial growth factor   
  SERS    Surface enhanced Raman scattering   
  SHG    Second harmonic generation   
  SNR    Signal-to-noise ratio   
  SPECT    Single-photon emission computed tomography   
  TGF-β    Transforming growth factor beta   
  VEGF    Vascular endothelial growth factor   
  YFP    Yellow fl uorescent protein   

12.1           Introduction to Molecular Imaging 

12.1.1     Defi nition 

 Modern molecular imaging is defi ned as the noninvasive, real-time visualization of 
biochemical events at the tissue, cellular and molecular level in living organisms 
(James and Gambhir  2012 ). This makes molecular imaging fundamentally different 
from traditional clinical imaging in which mostly anatomic information is obtained. 
The rich information from modern molecular imaging is greatly improving the early 
detection, treatment selection, treatment management, and prognostication of many 
diseases. These achievements are mainly attributed to the rapid advancement of the 
two essential components of modern molecular imaging - imaging modalities and 
imaging agents.  

H. Yu and S.S. Gambhir



235

12.1.2     Molecular Imaging Instrumentation 

 There are many imaging modalities. The classical ones include PET, SPECT, 
MRI, CT, ultrasound and optical imaging modalities. Many are often used in both 
clinical and preclinical settings. Other novel imaging modalities include fl uores-
cence optical microscopy, bioluminescence optical imaging, photoacoustic imag-
ing, and Raman spectroscopy. This latter group is used primarily for preclinical 
studies at the current time. Each of the above imaging modalities has its own 
strengths and limitations in terms of imaging depth, sensitivity, costs, and spatial 
and temporal resolution (James and Gambhir  2012 ). These properties largely 
determine the specifi c applications of each modality. For instance, intravital 
microscopy (IVM) gives the highest spatial resolution (1–10 μm or even sub-
micrometer) and great fl exibility for multiplexed imaging (monitoring multiple 
events simultaneously). The two properties are especially desired in studying cel-
lular and subcellular events in living subjects. In the case of cancer, there exist 
large cellular and subcellular heterogeneities; each tumor and tumor cell can have 
very different pathological characteristics, activities and drug responses. 
Characterization of these heterogeneous elements and the underlying molecular 
mechanisms in vivo is the key to understanding the behavior of various cancers 
and designing effective treatments. These pressing needs demand high resolution 
imaging systems, such as IVM. In Part 2, we will discuss the current status of IVM 
in detail.  

12.1.3     Molecular Imaging Agents 

 Molecular imaging agents (contrast agents or probes) are special classes of mole-
cules and particles which bind or otherwise interact with their biological targets and 
enable non-invasive visualization of the targeted events. Every imaging agent needs 
to have suffi cient specifi city, sensitivity, and optimal pharmacokinetic properties 
for a specifi ed in vivo imaging application. In order to comply with these require-
ments, these agents are designed to have at least two functional groups: one for the 
specifi c binding or reacting with the targets (e.g., small molecules, peptides, aptam-
ers, antibodies or antibody fragments) and the other for providing signal(s) for its 
detection (e.g., radioisotopes, fl uorophores, optical absorbers, inelastic light scat-
tering materials). These imaging agents can be classifi ed as non-targeted and tar-
geted imaging agents (Fig.  12.1 ). Non-targeted imaging agents, such as fl uorescent 
beads or particles, emit signal continuously independent of their binding states 
(Fig.  12.1a ). The specifi city of these agents is largely determined by their preferen-
tial accumulation into specifi c tissues. Targeted agents are designed to specifi cally 
bind to or interact with their targets. The targeting mechanism can involve specifi c 
antibodies for antigens, substrates for enzymes, ligands, agonists or antagonists for 
receptors, etc. (Fig.  12.1b ) In particular, smart imaging agents can activate or switch 
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signals exclusively in the presence of their intended  target , which minimizes back-
ground signals and increases sensitivity (Fig.  12.1c ). Reporter genes can be used to 
measure the location and levels of expression of specifi c genes of interest 
(Fig.  12.1d ). Therefore, targeted imaging agents have increased specifi city. Lastly, 
multimodality imaging agents are under rapid development (Fig.  12.1e ). These 
agents contain in their backbone two or more of radioisotopes, fl uorescent mole-
cules, or nanoparticles that enable simultaneous PET, MRI, CT and/or optical 
imaging. Thus far, there are approximately 1,170 agents listed in the NCBI 
Molecular Imaging and Contrast Agents Database (MICAD). In this database, 
41 % are PET imaging agents, 30 % are PET/CT imaging agents, 12 % are optical 
imaging agents, 9 % are MRI imaging agents, 3 % are multimodality imaging 
agents, 2 % are ultrasound imaging agents, and 1 % are x-ray/CT imaging agents. 
This variety of imaging agents makes it possible to visualize multiple biological 
targets and processes  in vivo .

a b

d e

c

  Fig. 12.1    Major types of molecular imaging agents ( a ) Non-targeted imaging agents, such as fl uo-
rescent dyes, nanoparticles ( b ) Targeted imaging agents, such as fl uorescent molecule conjugated 
antibodies; ( c ) smart imaging agents, such as fl uorescence resonance energy transfer ( FRET ) cas-
pase sensitive imaging agent. This caspase imaging agent is constructed by linking the cyan fl uo-
rescent protein ( CFP ) and yellow fl uorescent protein ( YFP ) with a caspase-specifi c substrate 
( DEVD ). Cleavage of DEVD by activated caspases results in the loss of fl uorescence resonance 
energy transfer from CFP to YFP, thus reduced FRET signal. ( d ) Reporter genes, such as fusion 
reporter genes ( top ) and IRES-mediated bi-cistronic reporter genes ( bottom ). The fusion gene 
produces one single transcript and one polypeptide, whereas IRES-mediated bi-cistronic reporter 
gene produces one single transcript but two different polypeptides. ( e ) Multimodality imaging 
agents, such as a nanoparticle with an iron oxide core, a polymeric coating, and antibody and fl uo-
rescent dye conjugates for targeted MRI and optical imaging       
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12.2         Basics of Intravital Microscopy (IVM) 

 Intravital Microscopy (IVM) is a unique molecular imaging modality that enables 
live animal imaging at microscopic spatial resolution. In this section, we discuss 
why IVM is such a unique modality in molecular imaging, and the requirements for 
conducting IVM work. 

12.2.1     Benefi ts of IVM in Molecular Imaging 

 The key strength of IVM over other modalities is its high spatial resolution. 
Imaging resolution critically affects early detection, diagnosis, and therapy moni-
toring. However, most molecular imaging modalities, such as CT, MRI, PET, 
SPECT and ultrasound, provide images with limited resolution (>1.0 mm). In 
contrast, IVM provides a spatial resolution of 1–10 μm which is critically required 
to resolve cellular and subcellular structures. Another key feature of IVM is that 
IVM studies focus on  in vivo  processes, which can sometimes be readily trans-
lated into the clinic. The other major advantage of IVM is the diversity of avail-
able imaging agents, which are mainly fl uorescence imaging agents. This means 
that many cellular and subcellular processes and their molecular mechanisms can 
be studied  in vivo  with IVM. These benefi ts allow us to study critical biological 
questions, in a way that was previously impossible, to understand the develop-
ment of many diseases. For example, in oncology, we can study the spatial and 
temporal relation between different tumor cells and stromal cells, their dynamic 
interactions, and the response of tumor cells to certain treatments. As much cur-
rent cancer research efforts focus on cellular and subcellular structures and func-
tions, IVM work can serve as an important tool for studying these processes 
within the context of the entire intact microenvironment. Therefore, IVM is a 
unique and essential molecular imaging modality. In summary, the key strengths 
of IVM are:

    1.    Relatively high spatial resolution (1–10 μm)   
   2.    A wide array of imaging agents   
   3.    Multiplexed imaging capability    

12.2.2       IVM Instrumentation 

 Using appropriate IVM instrumentation, imaging techniques, and agents are critical 
for successful IVM studies (Fig.  12.2 ). IVM instrumentation can include linear 
(e.g., single-photon confocal) and nonlinear microscopies (e.g., two-photon and 
other multiphoton systems), coherent anti-stokes raman scattering (CARS), fl uores-
cence lifetime imaging microscopy (FLIM), optical frequency domain imaging 
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  Fig. 12.2    Typical workfl ow for IVM imaging:  Step 1 , set up imaging stations, such as two photon, 
and confocal microscopes with the appropriate objectives, light guides, heating pat and anesthesia 
system.  Step 2 , prepare animals for IVM imaging with the dorsal skin-fold window chamber model 
( left ), skin fl aps ( middle ), and ear model ( right ). In the dorsal skin-fold window chamber model 
and the ear model, special metal or glass supports are used to position the window chamber and the 
ear.  Step 3 , inject imaging agents into animals (e.g., intravenously, intradermally).  Step 4 , acquire 
images with the control software. An image acquired through a dorsal skin-fold window chamber 
with an IVM100 confocal system shows that RGD-Single walled nano-tubes bind to tumor blood 
vasculature (scale bar, 50 μm) ( bottom left ) (Smith et al.  2013 ) (Copyright 2013 Elsevier). The 
image acquired from an exposed mammary tumor with an IVM100 confocal system shows tumor 
angiogenesis (scale bar, 500 μm) ( bottom middle ). The image acquired through ears with an 
IVM100 confocal system shows RGD-Qdots bind to SKOV-3 tumor blood vessels (scale bar, 
50 μm) ( bottom right ) (Smith et al.  2010 ) (Reprinted by permission from John Wiley & Sons)       
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(OFDI), etc. Among these, confocal microscopy and two-photon microscopy are 
the most commonly used IVM instrumentation types. Both systems enable imaging 
of cellular and subcellular events in living systems, but imaging principles and sys-
tem setups are different between the two.

   Two-photon systems (2P) offer many benefi ts for  in vivo  imaging, including: 
(1) relatively deep tissue imaging due to decreased tissue absorption of longer 
wavelength light; and (2) less out-of-focus light due to the reduced two-photon 
excitation outside of the focal volume. 2P often requires objectives with high 
numerical aperture (NA) and high laser power to collect suffi cient signal and 
obtain high Z-resolution. In practice, objectives with high NA have smaller 
working distances, which make imaging beyond 300 μm hard to achieve. 
Additionally, a high powered IR laser can overheat tissue and also saturate the 
detectors; consequently, infrared light blockers are often installed to protect sys-
tems from IR damage. This poses a signifi cant problem considering the great 
interest and rapid progress in developing infrared and near infrared (IR/NIR) 
fl uorophores for  in vivo  imaging. Compared with the 2P system, 1P systems 
offer comparable or better spatial resolutions but decreased imaging depth. 
Additional benefi ts with 1P are that there are many well- characterized imaging 
agents, options for lasers, objectives and built-in functionalities (Förster reso-
nance energy transfer FRET, Fluorescence recovery after photobleaching 
FRAP). Therefore, the confocal microscope is a good choice for imaging thin 
tissues. The major differences between confocal and 2P systems are listed in 
Table  12.1 .

   Table 12.1    Comparison of one-photon confocal and two-photon systems   

 One-photon confocal  Two-photon 

 Removal of 
out-of-focus light 

 Pin-hole-based  Simultaneous absorption of two 
photons 

 Light source  Gas laser, UV and visible  Solid state laser 
 Continuous laser  Pulsed laser (e.g., Ti:S resonator) 

 Excitation light and 
power 

 Fixed or tunable wavelength 
(405, 488, 648 nm, 0.01–0.1 W) 

 Tunable wavelength (690–1,200 nm, 
0.4–2.5 W) 

 Detection mode  Photon multiplier tube (PMT) or 
CCD 

 PMT 

 Photo-toxicity, 
photo-bleaching 

 High  Low 

 Imaging depth  ~100 μm  300–600 μm 
 Spatial resolution  Good  Good 
 Temporal resolution  Conventional: ~4 frames/s (fps)  Conventional: 4–30 fps 

 Resonant Scan: 30 fps  Similar scanning techniques as in 
confocal are under development  Swept fi led: 100–1,000 fps 

 Spinning disk: 2,000 fps 
 Cost  $50,000–$100,000  $100,000–$250,000 
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12.2.3        IVM Imaging Techniques 

 Using the appropriate imaging technique is another key for successful IVM studies 
(Fig.  12.2 ). IVM requires the excitation and emission lights to be delivered and col-
lected in a narrow optical path, which is very different from other whole body imag-
ing modalities such as PET, CT and MRI. Furthermore, motions from heart-beat 
and respiration can have deleterious effects on high resolution IVM imaging. 
Therefore, tissues/organs to be imaged with IVM need to be effectively prepared to: 
(1) allow access of the optical components; (2) minimize motion artifacts; and (3) 
minimize perturbation of organ functions. To achieve these goals, three types of tis-
sue preparations have been developed: window chambers, exposed tissue prepara-
tions, and in situ preparations (Fig.  12.2 ). In Table  12.2 , we summarize these 
techniques and compare their strengths and limitations. For additional technique 
details, please refer to the review in (Jain et al.  2011 ) and other chapters (IVM: 
Principles and Technology).

12.2.4        IVM Imaging Agents 

 The third key requirement for IVM studies is the imaging agent (Figs.  12.1  and  12.2 ). 
In IVM studies, imaging agents critically help to increase the optical contrast or 
signal-to-noise ratio (SNR): the difference in intensity (or other measures) between 
the objects of interest and the adjacent background. Without suffi cient optical con-
trast or SNR, it is diffi cult to obtain high resolution images, particularly under  in 
vivo  conditions where many endogenous molecules can give strong auto- fl uorescence 
background (e.g., nicotinamide adenine dinucleotide NADH, fl avin adenine dinu-
cleotide FAD, collagen). Some endogenous contrast molecules can be used for IVM 
work. For examples, collagen produces a unique second harmonic generation (SHG) 
signal; lipids generate strong Raman signal, etc. But these applications are limited. 
For most applications, exogenous contrast agents are needed in order to image many 
different cell populations, cellular, and subcellular components. For IVM work, 
exogenous contrast agents can be either non-targeted or targeted optical imaging 
agents (Fig.  12.1 ). The targeted exogenous IVM imaging agents usually have one 
fl uorescent functional component and another functional component for specifi c 
interaction with the target(s) of interest. Both functional components help to obtain 
high optical contrast. With higher molar extinction coeffi cients and quantum yields, 
the fl uorescent components provide much higher fl uorescence signal than the tissue 
autofl uorescence background. (Molar extinction coeffi cient is a measurement of 
how strongly an imaging agent absorbs light at a given wavelength. Fluorescence 
quantum yield is the ratio of photons absorbed to photons emitted through fl uores-
cence). Quantum dots, in particular, have extinction coeffi cients 10–50 times larger 
than fl uorescent dyes and thus generate very high optical contrast for IVM work. IR/
NIR fl uorescent molecules (600–1,000 nm) are also very useful as the absorption 
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and autofl uorescence of endogenous biomolecules in the UV/Vis region are high 
(Weissleder and Ntziachristos  2003 ). IR/NIR fl uorescent molecules are less prone 
to interfering absorption and fl uorescence from tissues, have reduced scattering, and 
enable enhanced tissue penetration. These properties can greatly help to overcome 
some limitations of IVM. However there are relatively few NIR fl uorescent agents 
currently available. Besides phthalocyanines, cyanine and squaraine dyes (Escobedo 
et al.  2010 ), there are only a few NIR fl uorescent proteins with bacterial phyto-
chrome-based NIR fl uorescent proteins being only recently reported (Filonov et al. 
 2011 ). Additional functional components for targeting can be antibodies or anti-
body fragments, peptides or molecular substrates. These groups enable the imaging 
agents to preferentially localize to their targets rather than the background and 
therefore enhance the contrast. Other functional units (e.g., polyethylene glycol) 
that increase the circulation half-life and uptake of the agents can further improve 
the imaging contrast. 

 Many exogenous IVM imaging agents are available for high contrast IVM imag-
ing of specifi c tissues, cellular, and subcellular events. New probes are continuously 
being developed. It is expected that IVM studies will be greatly empowered by 
future probes with: (1) IR and NIR spectrum; (2) photo-conversion capability; (3) 
smart detection; (4) self-amplifi cation; (5) multimodality imaging and clinical 
translation potential. In the next sections, we will discuss specifi c applications of 
these IVM tools in cancer research.   

12.3     IVM Applications 

 IVM has been applied in many research areas, including immunology, developmen-
tal biology, neuroscience, and cancer biology. These IVM studies have greatly 
improved our understanding of various human diseases and have helped build the 
IVM toolbox. In subsequent discussions, we will focus on IVM studies in the cancer 
fi eld. We will highlight some novel imaging agents and techniques being developed, 
and elaborate on how they are applied in studying cancer biology and cancer drug 
response at the tissue level and at the cellular and subcellular levels. 

12.3.1     Imaging Tumors at the Tissue Level 

 Tumors are abnormal organs with multiple cell populations co-evolving with their 
microenvironment (Hanahan and Weinberg  2011 ; Egeblad et al.  2010 ). This notion 
highlights the complicated composition, organization and development of many 
solid tumors. Indeed, tumors often have multiple tumor cell subpopulations and 
non-tumor stromal cell types, non-cellular components (e.g., soluble growth fac-
tors, cytokines; extracellular matrix ECM), and functional units (blood vessels and 
lymphatics). These components interact with each other, and together they create a 
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tumor microenvironment of complicated circulatory systems, pH and oxygen pro-
fi les, ECM structure and other chemo-mechanical factors. Mapping and character-
izing these factors is the fi rst step in understanding the roles of the tumor 
microenvironment in tumor development and treatment response. 

12.3.1.1     Circulatory System 

 Solid tumors often have abnormal circulation and this abnormal circulation is criti-
cal to tumor hypoxia, acidosis, high interstitial pressure, lymphangiogenesis, tumor 
progression and metastasis. IVM has become a major tool for high resolution analy-
sis of the distribution, structure and functions of tumor circulation. Common imag-
ing agents used for these assays are fl uorescently labeled macromolecules (e.g., 
IgG, albumin, dextran, and fl uorescent beads and polymers). These imaging agents 
are either intravenously injected to analyze the blood vessel functions or subcutane-
ously (or intradermally) injected to image the lymphatic functions (Padera et al. 
 2002 ; Hoshida et al.  2006 ; Isaka et al.  2004 ). For example, in IVM tail models 
(Padera et al.  2002 ), ear models (Hoshida et al.  2006 ), skinfold window chamber 
models (Isaka et al.  2004 ), it has been clearly shown that tumor vasculatures are 
tortuous and rich in fenestrations, vesicles and vesico-vacuolar channels. These 
tumor vessels lack the normal basement membrane and perivascular coverage. The 
inter-endothelial junctions are loose (100 nm–2 μm) whereas the leukocyte- 
endothelial interactions are strong. Therefore most tumor vessels are highly perme-
able (Fukumura et al.  2010 ). Similarly, tumor lymphatic vessels are often collapsed 
in the center of tumors but enlarged at the tumor periphery. This leads to reduced 
clearance of excess interstitial fl uid from tumors (Padera et al.  2002 ; Leu et al. 
 2000 ). The defects in blood vessels and lymph systems together contribute to the 
high interstitial pressure, diffusion-dominant transport, and increased tumor lym-
phatic metastasis (Hoshida et al.  2006 ; Al-Rawi and Jiang  2011 ). 

 In the above work, fl uorescently labeled macromolecules and particles with dif-
ferent sizes are particularly useful. In particular, dextran with size ranging from 2.36 
to 27 nm, and fl uorescent microspheres with sizes ranging from 20 nm to 5 μm, have 
been quite convenient to pinpoint the pore cut-off size in tumor vessels. Additionally, 
these imaging agents allow for the simulation of macromolecule transport in the 
tumor interstitial space. Combining IVM with FRAP and Fluorescence Correlation 
Spectroscopy (FCS) techniques allows for the quantifi cation of the intratumoral dif-
fusion, convection, and binding (Jain et al.  2011 ). These studies have assisted the 
rational design and selection of effective anti-tumor drugs based on their size, shape, 
charge and the diffusion distance in tumors. Besides these “inert” imaging agents, 
novel targeted imaging agents have been developed, such as αvβ3 integrin targeted 
imaging agents (Snoeks et al.  2010 ), VivoTag-680 conjugated αvβ3 integrin antago-
nist imaging agent (Kossodo et al.  2010 ), and Cy5.5 conjugated scVEGF (single- 
chain vascular endothelial growth factor) imaging agent (Backer et al.  2007 ). These 
novel imaging agents can provide further opportunities to image and study specifi c 
molecular events in tumor angiogenesis.  
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12.3.1.2     Hypoxia and pH 

 Many solid tumors have a hypoxic and acidic tumor microenvironment. Tumor 
hypoxia and acidosis can cause a landscape change in tumor genomics, proteomics, 
metabolic and signaling networks, and can also promote tumor invasion, metastasis 
and drug resistance (Parks et al.  2013 ; Harris  2002 ; Wilson and Hay  2011 ). It has 
been postulated that the loss of balance between tumor growth and poor oxygen 
delivery is the cause of tumor hypoxia and acidosis. This idea is supported by the 
facts that about 70 % of human cancers have a high uptake of  18 F-FDG in clinical 
PET imaging (Parks et al.  2013 ) and that tumors have decreased blood and oxygen 
supply (Vaupel et al.  1989 ). However PET imaging and electrode based measure-
ments do not have suffi cient resolution for spatial correlation between the two. In 
order to fully understand the relation between tumor blood and oxygen delivery, and 
tumor hypoxia and acidosis, high resolution mapping of the spatial and temporal 
relationship of tumor pH, partial pressure of oxygen (PO 2 ) and blood vessels is 
needed. IVM, together with other molecular imaging modalities, such as NMR, pro-
vides a fresh view of the causes of and relation between the changes in tumor PO 2 , 
pH, blood supply and metabolism. In such IVM studies, the PO 2  profi les in tumors 
are derived from phosphorescence quenching imaging of oxygen sensitive porphy-
rine and the pH profi les are generated from fl uorescence ratiometric imaging of pH 
sensitive seminaphthorhodafl uors (SNARFs) (Martin and Jain  1994 ; Helmlinger 
et al.  1997 ; Dellian et al.  1996 ). It has been found that the pH and PO 2  profi les in 
tumors are highly heterogeneous: hypoxic areas co-exist with oxygenated areas; 
acidic regions co-exist with relatively basic regions; highly glycolytic cancer cells 
(lower pH) can locate in oxygen-rich environments. Importantly, the pH and PO 2  
profi les in a tumor do not necessarily correlate with each other or blood supply; both 
pH and PO 2  can independently control VEGF expression in tumors (Fukumura et al. 
 2001 ). These early imaging-based results have been confi rmed and explained by 
recent biochemical analysis of tumor tissue: indeed, oncogene activation alone can 
cause tumor glycolysis and acidosis (Elstrom et al.  2004 ); and hypoxia can increase 
acidosis through hypoxia-inducible factor (HIF)-dependent pH-regulating systems 
(Wilson and Hay  2011 ). Furthermore, imaging mixed tumor populations expressing 
wild type HIF1α and HIF1α−/− mutant through a skinfold window chamber has 
shown that HIF1α−/− cells remain alive at regions distal to blood vessels (Brown 
et al.  2001 ). This stimulating result suggests HIF1α is necessary for some tumor cells 
to migrate but not to survive, which echoes recent research on the multiple functions 
of HIF1α in tumor pathology. Interestingly, recent IVM studies have also shown that 
the acidic peritumoral region is associated with the up- regulation of glucose trans-
porter-1 (GLu-1) and this acidic extracellular pH is necessary for tumor cell migra-
tion and invasion (Estrella et al.  2013 ). It is not clear if HIF1α is involved in GLu-1 
over-expression in this case. It will be very interesting to conduct imaging correlation 
work and mechanistic studies to see if these observations are related. These examples 
highlight the contributions of IVM to the research of tumor hypoxia and acidosis. 

 Specialized imaging agents are critical to the above IVM work. Accurate quanti-
fi cation of PO 2  and pH  in vivo  is often diffi cult due to variability within tissues, 

H. Yu and S.S. Gambhir



245

cells, and the distribution and photo-bleaching effects of imaging agents. Because 
of these issues, great effort has been put into developing better imaging agents in 
recent years. Among those, ratiometric imaging agents, which include a reference 
dye or use emission wavelength shifts, allow better estimation of PO 2  and pH in liv-
ing subjects. For ratiometric imaging of oxygen, oxygen-sensitive fl uorescent 
agents (e.g., Phosphor oxyphor G2, iridium complex BTP), or bioreductive fl uores-
cent agents using O 2  as a substrate (e.g., nitroimidazole and indolequinone based 
imaging agents), are linked with oxygen-insensitive reference fl uorophores (e.g., 
NIR dyes Cy) (Apte et al.  2011 ). For ratiometric imaging of pH, small molecule- 
based imaging agents which can shift their emission spectrum under specifi c pH are 
commonly used. These imaging agents include fl uorescein based imaging agents 
(e.g., BCECF), benzoxanthene dyes (e.g., SNARFs), BODIPY and cyanine-based 
pH indicators (Han and Burgess  2010 ). Conjugation of these pH sensitive molecules 
with nanoparticles, peptides and proteins, has shown improved signal, sensitivity, 
pharmacokinetics and tissue specifi city. Furthermore, targeted molecular imaging 
agents have also been developed as the molecular mediators in hypoxia and acidosis 
are identifi ed. Examples include HypoxiSense 680 [PerkinElmer] and fl uorescence 
antibody targeting carbonic anhydrase IX (Bao et al.  2012 ), peptides with the 
oxygen- dependent degradation domain of HIF-1 α (Kuchimaru et al.  2010 ). These 
targeted imaging agents can help to dissect the molecular networks involved in 
tumor hypoxia and will likely eventually impact strategies for cancer diagnosis and 
therapy. 

 In summary, IVM studies have been able to provide high resolution mapping of 
tumor PO 2  and pH  in vivo . This imaging based research has demonstrated that tumor 
hypoxia and acidosis are spatially and temporally heterogeneous and are controlled 
by interrelated regulation networks.  

12.3.1.3     Extracellular Matrix Composition and Remodeling 

 The extracellular matrix (ECM) is an important component of the tumor microenvi-
ronment. Tumor cells and stromal cells can deposit, degrade and dynamically 
remodel ECM at different tumor development stages. The tumor ECM, in turn, 
regulates a broad range of tumor cell activities from promoting tumor cell growth to 
building up metastatic foci. These roles of tumor ECM are closely related to their 
biochemical properties, and biophysical properties (Yu et al.  2011 ). IVM studies 
have greatly helped the characterization of ECM composition, structure and 
dynamic process and the understanding of ECM functions in tumor development. 

 IVM has been widely used to characterize type I collagen (Col I) in many tumor 
models due to the unique and robust SHG signals associated with Col I (Williams 
et al.  2005 ). These SHG signals arise from the highly noncentrosymmetric triple- 
helix structure of Col I. By combing Col I SHG and cell labeling techniques, it has 
been found that tumors have increased collagen density; the changes of stiffness, 
distribution and orientation of Col I are often associated with tumor progression (Yu 
et al.  2011 ; Provenzano et al.  2008 ; Provenzano et al.  2006 ; Levental et al.  2009 ). In 
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particular, increased Col I density promotes mammary tumor initiation and progres-
sion. The reorganized Col I at the tumor-stromal interface facilitates local invasion. 
Most interestingly, increased collagen crosslinking and stiffening can force tumor 
malignant transformation (Provenzano et al.  2008 ; Provenzano et al.  2006 ; Levental 
et al.  2009 ). On the other hand, IVM at the single cell level has shown that both 
fi broblasts and macrophages can interact with and remodel collagen. Activated 
fi broblast can deposit Col I. Migrating fi broblasts can drag, push, and degrade col-
lagen fi bers in a β1 integrin and matrix metalloproteinase (MMPs) dependent man-
ner (Perentes et al.  2009 ). Macrophages can also degrade collagen intra-cellularly or 
extra-cellularly (via MMPs). Thus, remodeled Col I, tumor cells and tumor stromal 
cells form an interactive network promoting tumor progression. Besides collagen, 
there are many other important ECM components, such as fi bronectin, tenascin, 
decorin, fi bromodulin, hyaluronic acid, SPARC, lumican, and osteopontin. The pre-
cise roles of these proteins in tumor progression are not yet clear (Frantz et al.  2010 ). 
Imaging these ECM components  in vivo  requires novel imaging agents for specifi c 
ECM proteins and specifi c function of interest. These imaging agents are still very 
limited and require further development and validation. For example, fi bronectin 
FRET imaging agents have been used in cell culture work but not yet  in vivo  (Smith 
et al.  2007 ). Quantum dots-conjugated hyaluronic acid has been tried for  in vivo  real-
time imaging but the imaging properties are to be improved (Bhang et al.  2009 ). It is 
expected that many new imaging agents for these ECM components will be devel-
oped in the future and imaging these ECM proteins  in vivo  will likely be possible. 

 Secreted proteases and enzymes play key roles in ECM remodeling and tumor 
progression. MMPs, cathepsins, urokinase-type plasminogen activator (uPA) are 
some of the well known proteases involved in tumor development. Because of their 
important roles, there has been great interest in developing optical imaging agents 
to visualize the distribution and activity of these proteases in tumors. Activity- 
based imaging agents are the most often used to detect these proteases as they give 
high signal-to-background ratio  in vivo  and enable differentiation of active and 
inactive proteases (Blum et al.  2005 ). For example, a fusion reporter of a collagen 
binding peptide and Renilla luciferase has been conjugated with a quencher dabcyl 
and MMP-2/9 substrate peptide to map MMP2/9 activity in tumors  in vivo  (Xia 
et al.  2011 ). The absorption spectrum of dabcyl overlaps with the emission spec-
trum of Renilla luciferase such that removing the quenchers by MMP-2 restores the 
bioluminescent emission. A similar imaging agent composed of Cy5.5, MMP sub-
strate, a BHQ-3 fl uorescence quencher and an RGD targeting sequence has been 
shown to have great tumor specifi city and stability  in vivo  (Zhu et al.  2011 ). 
Additionally, nanoparticles are also used as quenchers to generate activatable fl uo-
rescent imaging agents for MMPs (Lee et al.  2009 ). Activity-based imaging agents 
are also available for the cathepsin families (Mahmood and Weissleder  2003 ), 
thrombin (Pinto and Schanze  2004 ), etc. Although these imaging agents can give 
high tumor-specifi c fl uorescence signals  in vivo , they still suffer from the non- 
specifi c cleavage by other enzymes and the low stability in serum. Currently, most 
of these imaging agents are used in whole body imaging, histology, or cell culture 
studies. It is expected that their applications in IVM will increase in the future.  
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12.3.1.4     Implications in Imaging Drug Distribution 

 Any drug has to reach its target tissues and cells before being effective. To reach its 
targets, a drug needs to leave the bloodstream, diffuse into the interstitial space and 
enter the target organs and tissues. It is known that the distribution of many anti- 
cancer drugs is insuffi cient and heterogeneous, but it is often unclear what causes 
this poor drug distribution and how to address it. IVM has been a powerful tool in 
providing insights into these questions. Careful studies with IVM have revealed that 
besides the size, charge, and hydrophobicity of the drugs, the tumor vasculature, 
interstitial pressure, pH, oxygenation and ECM all critically affect drug distribution 
(Goel et al.  2012 ; Amornphimoltham et al.  2010 ). The leaky and chaotic tumor 
circulation results in poor perfusion and reduced drug distribution in tumors. The 
high interstitial pressure and poor drainage, due to high solid stress and abnormal 
lymphatic function, further increase blood fl ow resistance and reduce the convective 
transport of drugs. Additionally, the dense ECM network with reduced pore size 
forms a barrier that limits drug diffusion in the interstitial space (Tufto et al.  2007 ; 
Erikson et al.  2008 ). Acidic and hypoxic conditions in tumors affect the physico- 
chemical properties of drugs (e.g., charge), the expression of drug transporters on 
cells, and drug activity (e.g., doxorubicin uses oxygen to generate free radicals and 
damage DNA) (Trédan et al.  2007 ). These fi ndings suggest that drug distribution in 
tumors can be improved by increasing tumor blood fl ow, increasing vessel perme-
ability, reducing interstitial fl uid pressure (IFP), modifying tumor ECM and target-
ing tumor hypoxia and acidity. Indeed, therapeutic effects have been improved 
using these strategies (Fig.  12.3a ) (Goel et al.  2012 ).

   The value of IVM for cancer treatment studies can be exemplifi ed from research 
on anti-angiogenic therapy. Anti-angiogenic therapy in clinical cancer therapy 
remains a puzzle. It has been shown in the pre-clinical setting that anti-angiogenic 
drugs could cut off tumor blood supply and thus starve and shrink tumors. However, 
many anti-angiogenic agents showed modest effects in clinical trials and sometimes 
resulted in more aggressive tumors (Bergers and Hanahan  2008 ). Multiple mecha-
nisms could contribute to this drug resistance but remain to be tested (Bergers and 
Hanahan  2008 ). Thus far, some IVM studies showed that the up-regulation of 
 alternative pro-angiogenic signaling pathways (e.g., FGF) and reduction in VEGF 
signals are the major reasons for anti-VEGF drug resistance (Fukumura et al.  2010 ). 
On the other hand, other studies revealed that alternative factors can infl uence drug 
delivery (Tada et al.  2007 ; Smith et al.  2008 ). Reduced vascular permeability by 
anti-angiogenesis therapy can also hinder the extravasation of many drugs (Bhirde 
et al.  2009 ; Mikhail and Allen  2010 ; Pink et al.  2012 ) and lead to hypoxia and 
increase cancer stem cells and tumor metastasis (Gaustad et al.  2012 ; Rapisarda and 
Melillo  2012 ; Conley et al.  2012 ). Additionally, tumor vasculature is very heteroge-
neous; VEGF-dependent and -independent vascular zones coexist and interconvert 
dynamically (Manning et al.  2013 ). Tumor cells can also enter the blood stream 
when they are close to a structured tumor-associated vessel (Beerling et al.  2011 ). 
These diverse fi ndings from IVM studies demonstrate that many factors can contrib-
ute to the lack of effi cacy of anti-angiogenic therapy, and suggest that anti- angiogenic 
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reagents should be applied to specifi c cancer types in a controlled manner (e.g., 
timing, location, and combination therapy). These results and potential therapeutic 
strategies need to be further tested for extrapolation to the clinical setting. 

 Tumor ECM can impact drug effects by direct infl uence on the diffusion and 
distribution of drugs in the tumor interstitium and by indirectly affecting the 
response of tumor cells to drugs. Two-photon FRAP work has shown that increased 
collagen content in tumors is associated with slow diffusion of molecules, and treat-
ing tumors with collagenase can improve the diffusion of drugs (Alexandrakis et al. 
 2004 ; Magzoub et al.  2008 ). Interestingly, hyaluronidase (HA) treatment does not 

a

b

  Fig. 12.3    Examples of IVM imaging at the tissue level ( a ) Optical frequency domain images show 
the response to anti-angiogenic VEGFR-2 by mouse mammary tumor cells (MCaIV) grown in a 
dorsal skin-fold window chamber. Antiangiogenic VEGFR-2 treatment leads to reduced density, 
length and diameters of intratumor vessels compared to those in the control tumors .  The lymphatic 
vascular network is in blue (scale bar, 500 μm) (Vakoc et al.  2009 ) (Reprinted by permission from 
Macmillan Publishers Ltd:  Nature Medicine , copyright 2009). ( b ) Two-photon images show that 
hyaluronidase treatment increased the perfusion of tumor blood vessels ( top ) and the delivery of 
doxorubicin ( bottom ) in a pancreatic ductal adenocarcinoma of transgenic mice (scale bar, 50 μm). 
The autofl uorescence of doxorubicin allows for the imaging of its distribution ( left ).  ac  acini,  d  
duct.  Asterisks  highlight the large, functional lectin-positive vessels loaded with doxorubicin. 
 Arrows  in the top panels indicate well-perfused functional vessels. In the bottom panel,  arrows  in 
left image show thin-walled vessel and  arrowheads  point out the ductal epithelium;  arrows  in the 
middle and right images show the regions magnifi ed in respective insert boxes;  small arrows  in the 
inserts show the distribution of doxorubicin in the nuclear ( green ) and extracellular space 
(Provenzano et al.  2012 ) (Reprinted by permission from Elsevier, copyright 2012)       
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improve molecular diffusion in tumors. But treating pancreatic ductal adenocarci-
nomas with HA reduced the interstitial fl uid pressure, opened the microvasculature, 
and improved effi cacy of chemotherapeutic drugs (Fig.  12.3b ) (Eikenes et al.  2005 ; 
Provenzano et al.  2012 ). Indirectly targeting fi broblast-mediated ECM remodeling 
with TGF-β inhibitors also improved the distribution and effi cacy of therapeutics in 
breast carcinoma (Liu et al.  2012 ; Salnikov et al.  2005 ). 

 These studies suggest that targeting ECM processing and remodeling might be a 
useful strategy to improve cancer therapy. However, improving drug distribution by 
targeting ECM is often not straightforward. Just like anti-angiogenesis therapy, 
inhibitors for MMP showed promising results in preclinical studies but failed in 
clinical trials. ECM proteins and their related proteases and factors have more com-
plicated functions than expected (Yu et al.  2011 ; Mueller and Fusenig  2004 ). Some 
MMPs have ECM-independent functions and can have protective roles (Folgueras 
et al.  2004 ). Tumor cells can switch from mysenchymal, amoeboidal and collective 
modes of migration and invasion depending on tumor ECM, proteases and signal-
ing. Thus, inhibitions of MMPs, TGF-β and other factors can often lead to adverse 
effects (Matise et al.  2012 ; Meulmeester and Ten Dijke  2011 ). Considering that 
some of these studies are based on a snap-shot of tumor progression and that ECM 
remodeling is a highly dynamic process, further real-time IVM imaging is neces-
sary to better understand how to target ECM in cancer therapy. 

 In summary, IVM has been a useful tool in understanding drug delivery and 
distribution in tumors. The results from this research have helped in designing 
new drugs, developing novel therapeutic strategies and elucidating mechanisms of 
drug effects. However, drug effi cacy does not only depend on drug distribution at 
the tissue level. Recent IVM imaging of single cell and subcellular pharmacoki-
netics showed that the proteomic heterogeneity in individual cells can be a major 
reason for limited drug action when tumor cells are exposed to suffi cient drugs  in 
vivo  (Thurber et al.  2013 ). Therefore, imaging the structure and composition of 
tumors at the cellular and subcellular levels is another important direction leading 
to the understanding of drug resistance and response. In the next section, we will 
discuss IVM work at the cellular and subcellular levels and related work on drug 
response.   

12.3.2     Imaging Tumors at the Cellular and Subcellular Levels 

12.3.2.1     Cell Tracking 

 Tumors are heterogeneous and can have multiple tumor cell subpopulations and 
stromal cell populations within a single tumor (Marusyk et al.  2012 ; Pietras and 
Ostman  2010 ). These various populations can have different cellular states, spatial- 
temporal distributions, cell-cell interactions, as well as different functions during 
tumor development. Identifying the roles of each cell population in tumor develop-
ment is always a critical task in cancer research and clinics. IVM, with its high 
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resolution at the cellular level and diverse imaging agents, is an ideal tool for track-
ing cells and cell activities in their native  in vivo  environment. 

 Tracking cells requires specifi c labeling of cells of interest. There are three basic 
cell labeling methods: ex  vivo  labeling, direct  in vivo  labeling, and transgenic meth-
ods. For  ex vivo  labeling, specifi c cell populations are isolated and labeled with 
imaging agents  in vitro  and injected back into the hosts. Since cell specifi city is 
achieved in the cell isolation and purifi cation steps, a wide range of imaging agents 
can be used, such as fl uorescent reporter genes, fl uorescent molecules and particles. 
For short-term cell labeling and imaging experiments, CFSE (Carboxyfl uorescein 
succinimidyl ester), Dil (1,1′-Dioctadecyl-3,3,3′,3′-tetramethylindocarbocyanine 
perchlorate), quantum dots, etc. are often used. This transient cell labeling tech-
nique allows, for example, the visualization of T cell dynamics in lymph nodes, and 
tumor cell extravasation during metastasis (Stoll et al.  2002 ; Bajénoff et al.  2006 ; 
Voura et al.  2004 ). Because of the problems of dye retention, transfer, dilution and 
toxicity, reporter genes are preferred for long-term cell labeling (Hulit et al.  2012 ). 
By tracking cancer cells stably expressing GFP, CFP, RFP (green, cyan, red fl uores-
cent proteins), etc., it has been found that tumor cells move much faster  in vivo  than 
 in vitro  (Condeelis and Segall  2003 ). Tumor cells are able to utilize collective, 
amoeboidal or mensenchymal migration strategies (Friedl and Alexander  2011 ), 
and take active or passive approaches for intravasation and extravasation (Kedrin 
et al.  2008 ). IVM in combination with whole body bioluminescence imaging has 
demonstrated that intravenously injected lymphoma cells home to spleen and bone 
marrow fi rst and then disseminate to lymph nodes only a few days after (Ito et al. 
 2012 ). Furthermore, the reporter gene approach allows studying the molecular 
mechanisms involved in these processes. For example, by expressing mutant pro-
teins or using inhibitors, it has been found that the migration speed and modes of 
tumor cells  in vivo  are regulated by signaling networks involved in actin polymer-
ization, actomyosin contraction and cell adhesion, such as Arp2/3-cofi lin-mena 
pathways, Rho family small GTPase, Integrin and focal adhesion kinase pathways 
(Philippar et al.  2008 ; Olson and Sahai  2009 ; McGhee et al.  2011 ; Timpson et al. 
 2011 ). Although simple and fast, the  ex vivo  labeling method has major drawbacks: 
the isolation and  in vitro  labeling can alter cell properties, and the implantation sites 
are often not the native environments. 

 In the direct  in vivo  labeling, imaging agents are systemically administered and 
taken up by a specifi c cell population. Systemic delivery of imaging agents is fast. 
Many imaging agents ranging from small molecules to antibody conjugated parti-
cles can be administrated  in vivo  to label cells for short-term imaging. But some 
major problems of these imaging agents include: high background signal, low spec-
ifi city and stability  in vivo . For example, dextran, DiR, etc. can be injected  in vivo  
to label macrophages, but many other cells such as dendritic cells and cancer cells 
can also take up these dyes. Cell type-specifi c imaging agents, such as those based 
on unique surface ligands, receptors, antigens, or subcellular molecules, can have 
better specifi city (Fig.  12.1b ) (Kobayashi and Choyke  2011 ). However, creating 
such highly specifi c markers is not easy and remains an important research area in 
molecular imaging. 
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 Transgenic reporter animal approaches allow for tracking of cells in their native 
environment for prolonged periods. This approach is extremely valuable when 
studying the tumor associated stromal cells, including immune cells, fi broblasts, 
mesenchymal cells, endothelial cells, and recruited bone marrow cells (Fig.  12.1d ). 
Experiments with direct  in vivo  cell labeling and transgenic mice expressing GFP, 
YFP and RFP have shown that dendritic like cells, myeloid cells and carcinoma- 
associated fi broblasts migrate faster at the tumor periphery than within the tumor, 
whereas the regulatory T-cells (Tregs) mainly migrate near blood vessels (Egeblad 
et al.  2008 ). As these tumor stromal cells are involved in tumor lymphangiogenesis, 
immune surveillance, hypoxia response, ECM remodeling, tumor progression and 
metastasis (Mueller and Fusenig  2004 ; Tlsty and Coussens  2006 ; McMillin et al. 
 2013 ), these IVM studies can really help in understanding the dynamic interactions 
between stromal and tumor cells. The transgenic animal approach is also extremely 
useful in lineage tracing of heterogeneous tumor cells. As tumor cell heterogeneity 
can arise from genetic, epigenetic clonal evolution, environmental effects, or cancer 
stem cell differentiation (Magee et al.  2012 ), it is necessary to label a few tumor 
cells in their native environment and follow their fate for prolonged periods  in vivo . 
It has not been until recently, that the technology breakthroughs in lineage tracing, 
transgenic mouse models and imaging techniques have made it possible to perform 
such long-term cell fate tracking experiments  in vivo  (Livet et al.  2007 ). With 
“Brainbow” mosaic expressing multicolor fl uorescent proteins in individual cells 
and tracing their fates in the native environment (Fig.  12.4a ), it has become evident 

a b

  Fig. 12.4    Reporter genes ( a ) an example of the brainbow CRE/loxP site-specifi c recombination 
systems. In this brainbow system, DNA transcriptional STOP cassette and fl uorescent reporter genes 
(e.g.,  RFP ,  YFP ,  CFP ) are fl anked by pairs of mutually incompatible lox variants (three lox pairs 
here). The introduction of CRE results in random recombination between these loxP pairs. Each of 
these recombinations leads to the expression of a distinct XFP, such as RFP, YFP or CFP. This strat-
egy is extremely useful in long-term cell-lineage tracing experiments ( b ) an example of the inducible 
reporter gene systems. In this tetracycline (Tet)-or doxycycline (Dox)-inducible system, the tran-
scription of the gene of interest and the fl uorescent protein genes is under the control of Tet response 
element ( TRE ). In the presence of doxycycline, the reversed tetracycline transactivator ( rtTA ) binds 
to TRE and turns on the transcription of TRE-controlled genes. In the absence of doxycycline, rtTA 
can not bind to TRE and thereby prevents the transcription of TRE- controlled genes       
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that stem-cell-like cells that are long-lived and able to self-renew or divide to pro-
duce new progenitors do exist in papillomas, intestinal cancer, and glioblastoma 
models (Driessens et al.  2012 ; Schepers et al.  2012 ; Chen et al.  2012 ). These multi-
potent stem cells maintain human adenomas and the pattern of clonal expansion in 
tumor evolution (Humphries et al.  2013 ) and can also propagate glioblastoma 
growth after chemotherapy (Chen et al.  2012 ). These studies, for the fi rst time, pro-
vide solid data supporting the idea that a small subset of cells drives tumor growth, 
and that it is necessary to target these cells in cancer therapy.

12.3.2.2        Subcellular Components and Processes 

 Microscopy has been an essential tool to study the dynamics of molecular localiza-
tion, interaction and function of subcellular components during cell division, apop-
tosis, migration, metabolism, transcription and translation in vitro. Imaging 
subcellular processes  in vivo  is still very challenging due to the motion artifacts 
from live animals and the low signal to noise ratio  in vivo . However with recent 
technical advancement in minimizing motion effects and the availability of better 
imaging agents, subcellular IVM imaging has become possible. 

 IVM has been used to image cell division  in vivo . One of the classic methods for 
imaging cell division is to use GFP-tagged human histone H2B (H2B-GFP) to visu-
alize chromatin structure and nuclear dynamics (Fig.  12.1d ) (Hadjantonakis and 
Papaioannou  2004 ; Yamamoto et al.  2004 ; Orth et al.  2011 ; Janssen et al.  2013 ). 
This reporter gene can be further modifi ed to include a tetracycline regulatory ele-
ment such that H2B-GFP is only expressed when doxycycline is added (Fig.  12.4b ). 
With this inducible H2B-GFP reporter, the cell cycling time of stem cells and their 
progenitors, the repopulation potential of stem cells, and the interactions between 
stem cells within their niches have been studied  in vivo  (Foudi et al.  2009 ; Wilson 
et al.  2008 ). One of the drawbacks of these H2B-GFP reporter systems is the 
requirement for high resolution images to analyze the morphology of H2B-GFP 
tagged chromatin for accurate cell cycle staging. This is a great challenge for  in 
vitro  and  in vivo  work. Therefore, a more elegant cell cycle reporter system is to 
directly color code each G1, S, or G2/M phase. For example, the Fucci reporter uses 
the cell-cycle-dependent proteolysis of Cdt1 and Geminin to control the expression 
of mKO2 and Azami green, such that the nuclei of cells appear in different color 
when cells cycle though G1/S/G2/M phase (Sakaue-Sawano et al.  2008 ). This 
reporter gene makes it very convenient to track the cell-cycle stages in real-time  in 
vivo . 

 IVM and reporter genes have also been used to visualize the intracellular signal-
ing pathways involved in cancer cell migration, invasion, and metastasis. In these 
studies, tumors cells are engineered to express fusion proteins composed of proteins 
of interest with fl uorescent proteins, and injected into animals and tracked with 
IVM. Using these approaches, it has been found that ROCK regulates the phos-
phorylation and organization of myosin light chain and thus cancer cell motility  in 
vivo  (Wyckoff et al.  2006 ). Rac and Rho-kinase signaling control the switch between 

H. Yu and S.S. Gambhir



253

the mesenchymal and amoeboid movement of cancer cells  in vivo  (Sanz-Moreno 
et al.  2008 ) whereas TGFβ signaling is associated with single cell movement 
(Giampieri et al.  2009 ; Kardash et al.  2010 ). Similar work has revealed a series of 
important proteins regulating tumor invasion and migration  in vivo , which is impos-
sible to be studied in isolated cells. 

 Imaging caspase activity and apoptosis is another important area of IVM 
research. Some of this research takes advantage of genetically-encoded FRET 
imaging agents to report caspase activity under  in vivo  conditions. In these cases, 
the caspase sensor is constructed to have CFP and GFP linked by a caspase-3 cleav-
age sequence DEVD (Fig.  12.1c ). Tumor cells are engineered to express this reporter 
gene construct and then injected into animals. The non-apoptotic cells give FRET 
signals, but the apoptotic cells lose FRET signals as activated caspase-3 cleaves 
DEVD (Keese et al.  2010 ; Breart et al.  2008 ). Other studies use systemically admin-
istered imaging agents, such as near-infrared FLIVO™ and caspase-triggered nano-
aggregation imaging agent, to study apoptosis. The FLIVO™ imaging agent is a 
small molecule fl uorescent inhibitor for active caspases and can give red fl uores-
cence in apoptotic cells with little background (Tsai et al.  2007 ). Caspase-triggered 
nanoaggregation imaging agent has a DEVD caspase cleavage peptide linked with 
a polymeric fl uorescence backbone which can aggregate and self-amplify signal 
upon caspase cleavage (Shen et al.  2013 ). These imaging agents can be a good alter-
native when the introduction of reporter genes into cells is not feasible, and when 
FRET signals are diffi cult to quantify  in vivo . 

 FRAP, FLIM, photoswitching, etc. techniques have also been incorporated for 
IVM imaging of subcellular processes. For example, FRAP IVM imaging has 
shown that the immobile fraction of E-cadherin in cell-cell junctions is fi ve times 
more  in vivo  than  in vitro  and E-cadherin mobility correlates with cell migration 
(Serrels et al.  2009 ). FLIM has also been combined with IVM to study the meta-
bolic products in tumor cells  in vivo . For examples, NADH and FAD have very 
different two-photon fl uorescence life times depending on their bound states and 
can serve as reporters for mitochondrial activity. Mapping these endogenous NADH 
and FAD with FLIM-IVM within live cells has shown a stepwise change of intracel-
lular metabolic states during cancer development (Skala et al.  2007 ; Provenzano 
et al.  2009 ).  

12.3.2.3     Implications in Monitoring Drug Response 

 Currently, 70 % of oncology drugs that enter Phase 2 clinical trials fail to enter 
Phase 3. Among those drugs that do enter Phase 3 trials, 59 % fail (Kola and Landis 
 2004 ). This high failure rate is mainly due to the lack of drug effi cacy in the clinic, 
the lack of predictive animal models and the lack of understanding of drug mecha-
nisms  in vivo . IVM might be a valuable tool to address these issues. 

 One area of IVM research is in cancer immunotherapy. These IVM studies have 
disclosed that the infi ltration of cytotoxic T cells (CTL) in tumors is very heteroge-
neous and their tumor-elimination activities are limited by access to tumor cells 
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(Boissonnas et al.  2007 ). Additionally, CD44 has been found to mediate cell migra-
tion and stable interactions between killer cells and tumor cells (Mrass et al.  2008 ). 
Such IVM based work greatly contributed to the discovery of novel anti-tumor 
immune therapies. Another important area of study is the stroma mediated drug 
sensitivity and resistance in chemotherapies (McMillin et al.  2013 ). Many drugs, 
such as dexamethasone, doxorubicin, vemurafenib, ruxolitinib, can be affected by 
the tumor stroma. But the mechanisms are not clear. Recently, Nakasone et al. 
addressed the question with IVM and transgenic mouse models for breast cancer 
(Nakasone et al.  2012 ). Their imaging results have shown that the sensitivity to 
doxorubicin changes with tumor stage. This stage dependent drug sensitivity was 
found to be related to the leakiness of blood vessels and the recruitment of CCR2+ 
myeloid cells but not the intrinsic properties of tumor cells (Fig.  12.5a ). Further 

a

b

  Fig. 12.5    Example   s of IVM imaging at the cellular and subcellular levels ( a ) Spinning disk confo-
cal images show doxorubicin-induced cell death in exposed mammary tumors in real-time. 
Reporter mice are generated by crossing MMTV-PyMT and ACTB-ECFP and c-fms-EGFP mouse 
strains such that tumor cells express ECFP and stromal macrophage express EGFP ( left ). The death 
of tumor cells ( red arrow ) and stromal cells induced by doxorubicin is visualized by propidium 
iodide (PI) administered intraperitoneally. Doxorubicin also induces the infi ltration of stromal cells 
( white arrow ) (scale bar, 10 μm) (Nakasone et al.  2012 ) (Reprinted by permission from Elsevier, 
copyright 2012). ( b ) IVM images show PARP inhibitors ( PARPi ) distribution in a HT-1080 tumor 
implanted in a dorsal skin-fold window chamber. Proliferating tumor cells are labeled with H2B-
Apple, tumor associated macrophages ( TAM ) are labeled with Clio-680 nanoparticles, PARPi is 
synthesized with a fl uorescent group attached to the PARP1 targeted group ( left ). The PARPi is 
accumulated in most tumor cells and some TAMs (Thurber et al.  2013 ) (Reprinted by permission 
from Macmillan Publishers Ltd, copyright 2013)       
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studies have shown that infi ltrated CD11b + GR1+ myeloid precursors can also 
mediate the anti-VEGF resistance in colorectal cancer (Shojaei et al.  2007 ). 
However, the roles of myeloid cells in tumor drug response can be drug and tumor 
type specifi c (Germano et al.  2013 ). Therefore, more IVM studies are still needed in 
this area.

   Subcellular mechanisms are also important in drug sensitivity and resistance of 
tumor. Janssen et al. set out to understand the mechanisms of docetaxel-induced 
tumor cell death  in vivo  (Janssen et al.  2013 ). They expressed H2B tagged photo- 
switchable Dendra2 and FRET caspase-3 biosensor simultaneously in tumor cells to 
track the mitotic progression and the onset of apoptosis within tumors. They showed, 
in contrast to the in vitro conditions, that docetaxel-induced apoptosis was indepen-
dent of mitosis  in vivo  but rather dependent on the heterogeneous microenviron-
ment. This hypothesis was tested in a related IVM study with Src-inhibitor applied 
to a subcutaneously grafted p53-mutant pancreatic tumor (Nobis et al.  2013 ). With 
a FLIM-FRET Src sensor, dasatinib-inhibition of Src activity was found to be lim-
ited within 50–100 μm from the vasculature. Cyclopamine was then administered to 
modify ECM structure for enhancing dasatinib effects. Although dasatinib effi cacy 
was improved, it was mainly localized to the peri-vascular region (25–50 μm away 
from vessels) and the spatial limit remained similar as in the controls. This result 
suggests that tumor ECM may not be a limiting factor for dasatinib, which is in 
agreement with the recent fi nding from another group (Thurber et al.  2013 ). Imaging 
the intracellular kinetics of the PARP-1 inhibitor (PARPi) distribution in real time 
in live animals showed that the responses of tumor cells to PARPi are heterogeneous 
regardless of effi cient drug delivery and suffi cient nuclei accumulation of PARPi 
(Fig.  12.5b ) (Thurber et al.  2013 ). This result suggests PARPi effi cacy may be 
linked to both the intrinsic heterogeneity of individual cells and the stromal cells. 
These few cases together demonstrate that drug response  in vivo  is complicated and 
no single mechanism can explain all observations. In order to identify the exact 
mechanisms of drug response  in vivo , more thorough IVM work will be required. 

 In summary, using different models, drugs, and methods, these IVM studies all 
demonstrate that drug sensitivity and responses are strongly affected by the  in vivo  
environment and the cellular and subcellular heterogeneity. These initial studies 
have shown the great potential of IVM in these areas of investigation. With the 
advancement of imaging instrumentation, improved imaging techniques and imag-
ing agents, IVM will undoubtedly impact the development of anti-cancer therapy 
and ultimately assist in clinical cancer management.    

12.4     Future Directions 

 Although IVM has provided signifi cant gains in our understanding of basic in vivo 
biology, there are still many potential advances in instrumentation and imaging 
probes that may allow further insight and the full realization of IVM strategies. 
Improving imaging depth and increasing multiplexing capability is a major goal in 
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IVM work. Improvements in instrumentation are covered elsewhere in this book 
(See Chapter IVM: Principles and Technology). It will be important to expand our 
current library of IVM imaging agents, particularly IR and NIR fl uorescent imaging 
agents, because of their apparent benefi ts in deep tissue imaging. The ability to use 
multiple imaging agents, each one specifi c for a given process of interest, will be 
highly important. This will require a team science approach in which biologists, 
chemists, molecular pharmacologists, and IVM specialists work hand-in-hand to 
develop a larger library of well validated agents. It will be important to show that 
such developed agents actually measure specifi c processes of interest through care-
ful validation studies. In addition, it will be important to continue to make IVM more 
quantitative so that images obtained using specifi c imaging probes can be quantifi ed 
to show the levels of underlying molecular targets or processes of interest. 

 Another important future direction is multimodality imaging. In multimodality 
imaging, a single imaging agent is often used for imaging with different imaging 
modalities to maximize the information from complementary methods (James and 
Gambhir  2012 ; Gambhir  2013 ). The limited fi eld of view and imaging depth in IVM 
restrict its abilities to study the traffi c of tumor cells and tumor metastasis. Combining 
IVM and other whole-body imaging modalities can often overcome such limita-
tions. For these purposes, fusion reporter genes and reporter mice for luciferase-
GFP and for PET-luciferase-RFP are available (Cao et al.  2004 ; Ray et al.  2004 ; Yan 
et al.  2013 ) and some multimodality imaging agents have also been developed 
(Tsourkas et al.  2005 ). It is expected that there will be many more important appli-
cations of multimodality imaging in the future (Cherry  2006 ; Culver et al.  2008 ). 

 The development of novel endomicroscopy (e.g., Raman, confocal), microcath-
eters, etc. instrumentation is another exciting direction. These types of instruments 
will likely allow new ways of imaging mouse models in which different tissue com-
partments (e.g., gastrointestinal tract) can be accessed. By allowing microscopes 
that go into the body one may be able to open up entirely new ways to study molecu-
lar and cellular events that are currently quite diffi cult to perform. 

 In summary, many important questions in cancer pathology and drug response 
remain to be answered. IVM based imaging research has already shown its power in 
addressing some of these questions. We can foresee that IVM will continue to make 
even more signifi cant contributions in these research areas which hopefully will 
lead to a greater understanding of fundamental biology and for potential transla-
tional benefi t.     
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    Chapter 13   
 Imaging Drug Distribution and Effects 
at the Single Cell Level In Vivo 

                Randy     Giedt    ,     Katy     Yang    , and     Ralph     Weissleder     

    Abstract     Current pharmacokinetic and pharmacodynamic studies mostly focus on 
large scale organ-level measurements of drug distribution and performance. These 
approaches neglect the more refi ned single-cell and subcellular analyses that pro-
vide insight into how drugs truly function at the cellular level in an  in vivo  environ-
ment. Recently, improved methods in intravital imaging have introduced the 
possibility of  in vivo  single-cell pharmacokinetic and pharmacodynamic studies. 
Combined with improved modeling, these studies can reveal how drugs work or fail 
at single-cell resolution  in vivo .  

  Keywords     Drug delivery   •   Single cell imaging   •   Pharmacokinetics   • 
  Pharmacodynamics   •   Fluochromes   •   Fluorescent reporters   •   FLAP   •   FRET  

13.1         Introduction 

    Therapeutic drugs are often developed in stages. First, candidate biological func-
tions and chemical formulations are identifi ed and validated  in vitro . Promising 
compounds are then screened for distribution characteristics (pharmacokinetics, or 
PK); desired and undesired bioactivity effects as a function of dose (pharmacody-
namics, or PD); overall metabolism; and toxicity limits. The results of these studies 
are then utilized to predict human dosage. Finally, the compound moves into clini-
cal trials that assess its effects in humans. The process is expensive, its success rate 
is low, and system-level read-outs are often not obtained  in vivo . Furthermore, when 
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drugs fail in later clinical testing, extensive analyses of the underlying reasons – 
commonplace in other industries – are often not pursued. 

 Current PK models are typically coarse-grain, multi-compartmental models (Sun 
et al.  1999 ). While coarse-grain models typically incorporate patient-to-patient dif-
ferences in drug absorption and distribution, metabolics, physiological states, etc., 
they neglect more refi ned variability measurements at the single-cell level. Recent 
evidence of, for example, tumor heterogeneity, indicates that including single-cell 
PK may create more instructive models of tumor response for designing chemo-
therapeutic agents (Spencer et al.  2009 ; Campos et al.  2013 ; Heppner  1984 ). 
Similarly, current PD studies in both animal models and humans are often based on 
 in vitro  cell response data combined with  in vivo  large-scale physiological measure-
ments of therapeutic activity and drug toxicity. These large-scale calculations/
appraisals/evaluations often miss/exclude the factors and their dynamics that ulti-
mately govern effi cacy: specifi c signaling pathway analysis over time, emergence of 
resistance, unexpected bystander effects, immune response effects, and response 
heterogeneity among cell populations, among others. Improved knowledge of  in 
vivo  PD may not only expand our understanding and use of successful candidate 
drugs but also create an avenue for understanding the reasons behind unexpected 
drug failures. 

 Recent advances in intravital imaging techniques combined with novel chemis-
tries have shown tremendous promise in advancing drug development methods. 
Specifi cally, novel observable small-molecule fl uorescent drugs with similar affi n-
ity and PK to their therapeutic counterparts (Budin et al.  2011 ; Yang et al.  2012 ; 
Prescher and Bertozzi  2005 ; Reiner et al.  2012 ; Devaraj and Weissleder  2011 ) are 
being developed and utilized with fl uorescent pathway read-outs for more detailed, 
single-cell,  in vivo  PK/PD analyses (Fig.  13.1 ). We can now study drug PK at single- 
cell resolution in order to address questions such as, “What is the single-cell hetero-
geneity of drug distribution?”, “How does a drug distribute throughout a tumor?”, 
and “How do factors such as the state of the vasculature affect the effi cacy of thera-
peutic agents?”, among others. In addition, time-lapse information about drug dis-
tribution at the single-cell level opens the possibility for improved mathematical 
models of PK. These labeled drugs, advances in mouse models, and improved com-
putational approaches have opened new opportunities. In the future, we believe that 
intravital imaging will be used in  in vivo  environments to elucidate previously inac-
cessible PK/PD properties: measuring single-cell heterogeneity, improving drug 
dosing and toxicity analyses, studying closely related chemical structures  in vivo , 
and uncovering bystander effects will result in improved modeling of drug effects. 
The goal of this review is to summarize some of the foundational work in this 
emerging fi eld, thereby supplementing other recent reviews (Pittet and Weissleder 
 2011 ; Condeelis and Weissleder  2010 ).
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13.2        Technology Development 

13.2.1     Fluorescent Imaging Drugs 

 Table  13.1  summarizes common approaches to rendering therapeutic drugs fl uores-
cent (so-called “companion imaging drugs”, or CID). Large-molecular-weight 
drugs (e.g. therapeutic antibodies, nanoparticles) are often easily labeled with reac-
tive fl uorochromes (e.g. Cyanine type dyes, Alexa Fluor, and VivoTag dyes). Given 
the large size of these therapeutic compounds, single-fl uorochrome labeling gener-
ally does not signifi cantly affect biodistribution and/or function. Small-molecule 

  Fig. 13.1    SCPKI adds to conventional PK/PD analysis by providing single-cell resolution data. 
Whole-body pharmacokinetics ( top row ) are relatively standardized measurements taken in drug 
development. The drug is typically studied by mass spectrometry for drug detection in both animal 
models and the clinic. Data is analyzed using compartmental or non-compartmental plasma con-
centration analyses. Single cell pharmacokinetic imaging (SCPKI,  bottom row ) integrates cell sig-
naling pathway analysis and drug perturbation with therapeutic effi cacy ( bottom right ). Intravital 
microscopy techniques can use companion imaging agents to track drugs  in vivo  in individual cells 
with variable genetic and epigenetic backgrounds. Various cell signaling reporters can then be 
integrated into the framework to provide real-time feedback on signaling and drug effects       

 

13 Imaging Drug Distribution and Effects at the Single Cell Level In Vivo



266

drug labeling, on the other hand, can be more challenging, and the choice of fl uoro-
chrome and attachment strategies become more critical. Overall, two different 
approaches have been pursued: (i) directly attaching a fl uorophore to a drug (Reiner 
et al.  2012 ; Zhang et al.  2012 ) and (ii) bioorthogonal two-step systems with  in vivo  
recombination (Devaraj et al.  2009 ).

13.2.1.1       Direct Labeling 

 Direct labeling is a viable (and often preferable) option for many small molecules, 
particularly if non-critical anchor points can be identifi ed so that fl uorochrome 
labeling does not interfere with target binding (Fig.  13.2 ). A crystal structure within 
the drug bound to the intended protein target is particularly useful in designing 
attachment points. Occasionally it may be necessary to utilize short linkers to attach 
fl uorochromes, depending on the target. Ideal fl uorochromes are highly water solu-
ble, low molecular weight, cell-membrane permeable, bright, and stable. Several 
fl uorochromes fulfi ll these prerequisites: BODIPY-FL (including some more water- 
soluble derivatives), Fluorescein diacetate, and perhaps Oregon Green 488, among 
others (Lavis and Raines  2008 ). Undoubtedly, newer fl uorochromes will be devel-
oped to extend current capabilities and designs.

13.2.1.2        Bioorthogonal Labeling 

 A second method of producing CID utilizes the inverse Diels-Alder cycloaddition 
reaction between trans-cyclooctene (TCO) and tetrazine (Tz) (Devaraj et al.  2008 , 
 2009 ,  2010 ; Blackman et al.  2008 ). In this scheme, a drug of interest is labeled with 
TCO in a manner that minimizes alterations. A Tz-labeled fl uorophore is then used 
either to reveal the TCO-labeled drug  in vivo  or to label the drug  in vitro . Both the 
TCO and Tz are relatively small and non-perturbing moieties, which often simplifi es 
cellular delivery. The bioorthogonal reaction has extremely fast kinetics and highly 
selective conversion into a fl uorescent drug conjugate (Devaraj et al.  2009 ). Recent 
developments of activatable Tz-BODIPY dyes have further advanced this labeling 
scheme, as the Tz-BODIPYs are essentially non-fl uorogenic whereas the clicked 
product becomes brightly fl uorescent, vastly improving SNR (Carlson et al.  2013 ).   

   Table 13.1    Fluorescent companion imaging drugs   

 Type  Common tags  Examples 

 Small molecule  Direct labeling  BODIPY derivatives preferred (newer derivatives 
being developed); CFDA (carboxy-fl uorescein 
diacetate) 

 Two step bioorthogonal 
labeling 

 Activatable BODIPY; cell membrane permeable 
dyes (such as CFDA) 

 Antibody  Direct labeling  Many fl uorochromes; specifi c choice less critical 
 Nanoparticle 
drugs 

 Direct labeling  Many fl uorochromes and fl uorescent 
nanoparticles; specifi c choice less critical 
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13.2.2     Fluorescent Protein Reporters for PK/PD Imaging 

 Fluorescent reporters are essential to drug imaging. Fluorescent proteins (FP) are 
used for four different applications (Fig.  13.3 ): (i) to mark cells of interest (e.g. 
cancer cells and/or immune cells); (ii) to delineate cell boundaries in order to sim-
plify analyses (e.g. cell membrane FP and/or nuclear proteins); (iii) as pathway 
reporters (e.g. DNA damage or pERK); and (iv) as cell fate reporters (e.g. cell cycle, 
apoptosis, proliferation).

13.2.2.1       Generic Reporters 

 Generic reporters are used in the blue (e.g. Cerulean), yellow/green (e.g. EGFP), red 
(e.g. mCherry, mApple), and far red (e.g. iRFP) channels to label cells. One major 
consideration is how the reporters combine with fl uorescent drugs (often BODIPY 
labeled) and additional pathway read-outs. Supplemental systems to study cell-cell 
variation include Brainbow (Livet et al.  2007 ) and the Lentiviral Gene Ontology 
(LeGO) system. Using the LeGO method, cells are transduced with red (mCherry), 
green (Venus), or blue (Cerulean) fl uorescent proteins, either alone or in combina-
tion, to produce a palette of potential colors via an RGB color system (Weber et al. 
 2011 ,  2012 ). Applications of this system include probing questions related to how 

a

b

  Fig. 13.2    Fluorescently labeled drugs allow  in vivo  PK analysis. ( a ) Fluorescently labeled drugs 
are typically created by conjugating a fl uorescent tag with a precursor drug target for use in  in vivo  
imaging applications. ( b ) As an example of fl uorescently labeled drug PK analysis, a PARP inhibi-
tor was tagged with Bodipy-FL and observed over 3 h as it distributed from the vasculature into a 
tumor in an  in vivo  system (Image taken in part from Thurber et al. ( 2013 )       
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drug dosing affects the long-term proliferation rates of individual clonal popula-
tions (Weber et al.  2011 ; Malide et al.  2012 ); how cellular diversity changes under 
pharmaceutical treatment (Kreso et al.  2013 ); and the likelihood of specifi c cells 
metastasizing.  

13.2.2.2     Boundary Markers 

 Boundary markers include spatially localized FP expression to delineate cell mem-
branes and/or cellular structures of interest (e.g. nucleus, mitochondria). One exam-
ple of a nuclear marker, a probe based on fusing a fl uorescent protein (EGFP) with 
a core histone protein (H2B), has been used to monitor nuclear localization in single 
cells as well as mitosis  in vivo  (Orth et al.  2011 ). H2B is a histone protein involved 
in chromatin structure that, when fused to a fl uorescent protein, facilitates visual 
observation of chromosomal status (condensation, segregation, etc.), thereby/con-
sequently enabling interpretation of the relative cell cycle state as well as the gen-
eral nuclear localization in individual cells. Other useful boundary markers delineate 
the cell plasma membrane using either a FP to mark the entire cell (described above) 
or a membrane targeting sequence fused to an FP (such as the N-terminal 20 amino 
acids of neuromodulin (Skene and Virag  1989 )). On a smaller scale, mitochondria 

  Fig. 13.3    Genetic reporters allow PD analysis. H2B-GFP allows detailed analysis of nuclear mor-
phology, including arrests and apoptosis ( white arrows ). Mito-GFP is often used to delineate mito-
chondrial morphology. A particularly useful DNA damage marker is 53BP1-FP, which changes its 
phenotype from diffuse nuclear distribution ( top ) to punctuate nuclear staining ( bottom ) during 
DNA damage. Column three illustrates the use of MOMP markers, i.e. the use of IMS-GFP com-
bined with H2B-RFP to measure apoptosis. FUCCI is an example of a robust cell cycle indicator, 
and the LeGO system functions very well as a marker of clonal proliferation (Figure taken in part 
from Earley et al. ( 2012 ) and Orth et al. ( 2011 ))       
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have been imaged  in vivo  via genetically constructed mouse models with a Dendra2 
based (Gligorijevic et al.  2009 ) photoactivable construct that ubiquitously targets 
across cell types in the widely expressed Rosa26 locus (Pham et al.  2012 ). Using a 
photoactivatable probe in this  in vivo  setting allows the observer to monitor both the 
static condition of mitochondria as well as the movement, fusion, and fi ssion rates 
of these organelles at a single-cell level.  

13.2.2.3     Pathway Reporters 

 Pathway reporters potentially allow imaging of specifi c cellular pathways and their 
behavior in the presence of therapeutic interventions, which is critically important 
to understanding single cell  in vivo  PD. In recent years, advanced fl uorescent tech-
niques based on photobleaching and recovery methods, such as Fluorescence 
Recovery After Photobleaching (FRAP), Fluorescence Loss in Photobleaching 
(FLIP), Fluorescence Localization After Photobleaching (FLAP), and a molecular 
interaction tool, Fluorescence Resonance Energy Transfer (FRET), have come 
online  in vitro  and show promise for  in vivo  applications (Ishikawa-Ankerhold et al. 
 2012 ). These biosensors have numerous benefi cial characteristics, including rapid 
measurement acquisition and the ability to measure molecular interaction distances 
(Aoki et al.  2013 ). Komatsu and colleagues have recently developed a FRET back-
bone system, Eevee, that rapidly develops a variety of signaling molecule indicators 
in intracellular applications. Specifi cally, the lab used this system to create an array 
of biosensors to study cancer biology. One of these probes, a phospho-ERK indica-
tor, signifi cantly has  in vivo  applications (Komatsu et al.  2011 ). More traditional 
pathway reporters tag relevant proteins or sensors that indicate interaction with 
important molecules or ions. While many of these technologies have yet to be trans-
lated into a  whole mouse environment , indicators of relevant biological functions/
PD being used  in vivo  are emerging. One such probe is the genetically encoded 
calcium indicator (GECI), which has been utilized as an  in vivo  neuronal calcium 
signaling indicator (Watanabe  1997 ). With advances in underlying technologies 
(Zhao et al.  2011 ) and increased focus on neuronal research, these indicators will 
likely play an important role in general intravital imaging as well as PD analysis of 
calcium fl ux.  

13.2.2.4     Cell Fate Reporters Are Particularly Important 

 Cell fate reporters are particularly important for PD analyses, especially in studies 
dealing with chemotherapeutic agent development. Types of cell fate reporters 
include cell cycle indicators that visually map cell arrest or apoptosis. A probe in 
which β1-tubulin was fused to TagRFP, for example, was utilized  in vivo  to follow 
microtubule changes during mitosis (Orth et al.  2011 ). In another applicable exam-
ple, mitochondrial outer-membrane potential (MOMP), which is an early step in 
apoptosis, was measured by fl uorescently tagging a mitochondrial inner-membrane 
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protein (Smac mitochondrial import sequence residues 1–59) (Earley et al.  2012 ; 
Albeck et al.  2008 ; Du et al.  2000 ). This system quantifi ed apoptosis by observing 
the fl uorescent leakage from the mitochondria to the cytoplasm during mitochon-
drial depolarization. Furthermore, some of the reporters described as boundary 
markers may also serve as cell fate reporters. For example, while H2B-EGFP can 
delineate the cell nucleus, it can also function as a mitotic reporter, as described 
above. Additionally, because H2B localizes with chromatin, the fragmentation that 
occurs during apoptosis can be visualized using H2B-EGFP.   

13.2.3     Image and Data Processing 

 Analyzing intravital images is a particularly challenging image processing applica-
tion that blocks the acquisition and use of large amounts of data within a reasonable 
time frame. Automating image analysis to create and subsequently use large, robust 
data sets could dramatically improve applications that include modeling as well as 
SCPKI. Though the last decade has seen considerable progress in  in vitro  image 
analysis, intravital imaging involves unique challenges. Generally, image sets dis-
play highly complex and dense environments, constant cell movement and rear-
rangement in both the X-Y and Z planes, lower fl uorescent signal-to-noise ratios 
than are normally present in cell culture, and heterogenous feature appearance 
(Carpenter  2009 ). To date, relatively little work has been done in this fi eld due to its 
inherent complexities. 

 Recognizing predefi ned image properties is typically referred to as “segmenta-
tion”, which in this context refers to applying an algorithm to an image to create a 
binary image in which the background is separated from the foreground (Gonzalez 
et al.  2009 ). Different image segmentation methods (for example, thresholding 
methods (Sezgin and Sankur  2004 )) have been developed over the past 40 years to 
meet diverse modern image processing needs, with a wide range of implementation 
complexities depending on the specifi c image and application qualities. Simple 
image segmentation methods involve thresholding algorithms that separate pixels 
based on different techniques for global image property analysis. More complex 
and/or varied methods include local-area image segmentation (Long et al.  2009 ; 
Jaqaman et al.  2010 ), edge detection to elucidate desired image properties (Bergmeir 
et al.  2012 ), watershed and/or energy-function based methods (Lin et al.  2007 ), and 
model-based feature determination (Jaqaman et al.  2010 ), among many other 
strategies. 

 An image-processing pipeline for single-cell pharmacology (SCP) analysis 
involves several steps. First, single cells must be separated from one another, typi-
cally via a fl uorescent cellular or subcellular marker combined with a segmentation 
algorithm. Second, PK and/or PD recognition must be implemented. PK identifi ca-
tion could utilize fl uorescently-labeled drug imaging, as described above, and PD 
determination could employ a cell fate/outcome reporter. Third, PK and/or PD must 
be linked to the previously defi ned individual cells. This is done using some algo-
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rithm that consistently links moving cells from frame to frame, even with changes 
in cell appearance and/or 3-D movement (Jaqaman et al.  2008 ; Racine et al.  2007 ; 
Ponti et al.  2005 ). Combining these steps in a typically noisy environment presents 
a signifi cant challenge to creating robust and repeatable analysis methods that can 
answer specifi c biological or PK/PD questions  in vivo . 

 Analytic approaches to such data sets depend on the experimental designs and 
hardware used to acquire images. Obviously, generating these data sets requires 
coordinating genetic reporters to maximize the number of individual color channels. 
Further, cell tracking requires images to be acquired frequently enough to minimize 
the distance that cells move between images. Going forward, both software design 
and improved acquisition equipment will likely play a major role in advancing auto-
matic data analysis, since higher-quality data strengthens analysis. 

 One analysis strategy recently implemented for SCPKI used an adaptive thresh-
olding algorithm for cell segmentation in conjunction with a Bodipy-FL-labeled 
PARP inhibitor and the previously-described H2B nuclear marker to determine drug 
distribution  in vivo  (Giedt et al.  2013 ). Using this protocol, H2B-labeled cancer 
cells were fi rst segmented based on their nuclei via Ray’s thresholding method, 
which is an adaptive, iterative segmentation method that has several advantages for 
intravital microscopy image analysis (Ray and Saha  2009 ). First, using an adaptive 
thresholding method that segments images based on local characteristics rather than 
global image properties facilitates reliable and repeatable segmentation despite the 
presence of heterogenous nuclear marker expression (due to both biological sto-
chasticity and variability in the Z-height when segmenting single slice images). 
Second, the algorithmic iteration reduces the amount of user input required and 
consequently permits a more robust and easily repeatable segmentation procedure. 
This algorithm also allows intravital image segmentation and analysis using simple 
2-D images, as overlapping cells are separated by eliminating the dimmer of the two 
cells in a local thresholding framework. Following cancer cell nuclei segmentation, 
cells were linked frame-to-frame using a tracking algorithm (Jaqaman et al.  2008 ). 
After cell linking, the relative concentration of BODIPY-FL-labeled drug was mea-
sured by quantifying the fl uorescence intensity of the labeled drug in a defi ned area 
within specifi c cell nuclei. In this manner, drug concentration, distribution, and het-
erogeneity were monitored over time in an  in vivo  environment via/using an auto-
mated format (Fig.  13.4 ).

13.2.4        Orthotopic Organ Imaging 

 Imaging tissues at (sub)cellular resolutions in the native organ environment is a 
desirable goal for SCPKI. New water immersion “stick” and long working dis-
tance objectives (Lee et al.  2012a ), as well as microendoscopes, can access 
diffi cult-to- image tissues. In addition to improved objectives and faster imaging 
approaches, motion restriction methods are essential to (sub)cellular  in vivo  organ 
imaging. 
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13.2.4.1     Motion Suppresion 

 A well established and popular method of minimizing animal movement during 
imaging is the dorsal skinfold window chamber which can be immobilized on the 
microscope stage (Brown et al.  2001 ). Titanium or stainless steel window chambers 
are surgically implanted in mice to enable the injection and observation of human 
xenografts through a coverslip viewing area. This mechanical restraint normally 
creates suffi cient stability for detailed imaging and is thus well suited to pharmaco-
logical tumor biology applications, such as PK/PD analysis of chemotherapeutic 
treatments. 

 In addition to window chambers, simple external mechanical interventions can 
also be used to restrict movement in orthotopic settings. One such method utilizes 
an adjustable rigid metal stand with an attached circular or U-shaped metal ring 
containing a secured coverslip, all anchored on a base plate. By physically placing 
the end of this apparatus against the tissue area of interest (a surgically exposed 
organ, for example), motion in the X-Y plane can be restricted by the soft compres-
sion of the stabilizer’s outer ring against the tissue. Motion in the Z-plane can be 
similarly restricted by compression from the coverslip. As an additional benefi t, 

  Fig. 13.4    Combining labeled drugs with genetic reporters allows for automated analysis. To auto-
matically analyze PK/PD conditions, a cell indicator must fi rst be segmented, and after segmenta-
tion, population statistics can be analyzed. By tracking individual cells over time, it is also possible 
to delineate single-cell PK/PD analyses (Figure taken in part from Giedt et al. ( 2013 ))       
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incorporating a coverslip into the system simplifi es and improves image acquisition 
by increasing the sample’s in-focus range (Lee et al.  2012b ). 

 Mitigating or even eliminating motion artifacts can also be accomplished by 
using the improved, ultrafast confocal and 2-photon scanning microscopes (see 
(Tanaami et al.  2002 )) that have become commercially available. Adapted/
Augmented mechanical and acquisition methods, including new resonant scanners/ 
fast axis mirrors, in conjunction with new sample scanning methods, such as line or 
spinning disk excitation, now allow for image acquisition of  in vivo  samples at rates 
of ~400 frames per second or greater. By utilizing these technologies, motion arti-
facts caused by traditionally longer image acquisition times of ~500 ms to 2 s can 
be eliminated. In addition, these technologies permit  in vivo  acquisition of detailed, 
fast-action events at the single-cell level. 

 While mechanical stabilization methods are helpful, they often cannot com-
pletely eliminate motion defects, especially in high-movement areas such as the 
heart or lungs. A supplementary / ancillary strategy for image stabilization involves 
retrospectively gating temporally serial images in relation to some physiologic 
cycle (for example, the respiratory or cardiac cycle). Briefl y, retrospective gating 
schemes typically acquire a large number of images for post-processing/selection. 
These images are then sorted using an algorithm that determines movement and/or 
focus, and individual images are either selected or eliminated in order to create a 
coherent time-lapse sequence for an in-focus region. These retrospective method-
ologies can be combined with physical restraint to reliably image characteristics 
such as cell movement, cellular or intracellular behavior, and drug distribution, to 
name a few, over long time periods in high-motion environments. Some examples 
that combine retrospective gating with mechanical restriction of movement include 
the intravital imaging of kidney movement despite the animal breathing cycle (Lee 
et al.  2012b ) and viewing cardiomyocytes in a live, beating heart (Lee et al.  2012a ).    

13.3     Some Examples of PK/PD Imaging 

 Most recent examples of intravital PK/PD imaging have focused on cancer thera-
peutics. Emerging imaging techniques and model systems, however, also have the 
potential to evaluate drugs targeting cardiovascular (Lee et al.  2012b ) and neuro-
logical diseases. 

13.3.1     Taxol 

 One relevant study focused on the SCPDI of a classic chemotherapeutic agent. In 
this work, cells transfected with H2B-EGFP were observed  in vivo  following 
treatment with taxol, an anti-mitotic microtubule stabilizing agent. Time-lapse, 
high- resolution imaging at the single-cell level tracked cell division behavior in 
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the absence and presence of taxol treatment. A key fi nding of this study was that 
cells responded to treatment differently in  in vitro  versus  in vivo  environments. 
Specifi cally, while cells in culture underwent apoptosis following Paclitaxel treat-
ment, cells  in vivo  survived longer and in many cases became multinucleate. More 
broadly, this study demonstrated that multiple cellular PD phenotypes, including 
mitotic arrest, multinucleation, and apoptosis, could be observed  in vivo  (Orth 
et al.  2011 ). Taken as a whole, this research illustrates intravital microscopy’s abil-
ity to elucidate drug-mediated events at the cellular and subcellular level in single 
cells.  

13.3.2     Poly ADP Ribose Polymerase (PARP): Inhibitors 

 This class of candidate drugs inhibit DNA repair. These agents perform extremely 
well  in vitro , but recent clinical trials have not conclusively proven the effi cacy of 
the PARP inhibitor class. To study PK’s possible role in this failure, a fl uorescent 
(BODIPY-FL) version of AZD2281 was synthesized and validated. Breast and 
ovarian cancer cell lines were transduced with H2B, described above, fused to 
Apple fl uorescent protein (Reiner et al.  2012 ), which was used to identify cancer 
cell nuclei (the predominant localization of PARP1)  in vivo . Using both window 
chamber and orthotopic cancer models, SCPKI was observed and modeled, thereby 
illustrating the potential benefi ts of an intravital approach (Reiner et al.  2012 ; 
Thurber et al.  2013 ). Collectively, these studies show that the olaparib reached its 
cellular target in virtually all tumor cells and that drug distribution was an unlikely 
reason for observed clinical failures.  

13.3.3     Other Examples 

 Either labeled drugs or intravital imaging can be utilized to answer specifi c ques-
tions about drug development. For example, BI-2536, an inhibitor of Polo-like 
kinase 1 (PLK1) (Budin et al.  2011 ), and MLN8054, an inhibitor of Aurora Kinase 
A (Yang et al.  2012 ), have both been fl uorescently labeled using TCO-Tz bioor-
thogonal chemistry and have been shown to be effective agents  in vitro  for potential 
 in vivo  study. In another example, hepatic drug clearance has been monitored and 
modeled using intravital microscopy by observing the clearance of sodium fl uores-
cein or rhodamine 123, providing an  in vivo  framework for improving coarse-grain 
PK analyses (Weiss et al.  2013 ). A study focusing on pharmacokinetic factors 
explored nanoparticle delivery targeted to α(v) β(3) integrin (receptor for vitronec-
tin), which is overexpressed in tumor cells and tumor vasculature,  in vivo  (Shuhendler 
et al.  2012 ). These studies, among others, and reviews of nanoparticle imaging 
(Chen et al.  2013 ; Yu et al.  2013 ; Han et al.  2013 ) illustrate the wide variety of 
applications for intravital microscopy in the realm of drug development.   
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13.4     Future Needs 

 Advances in intravital imaging technologies and analyses have initiated PK/PD 
studies at the single-cell level. This newly emerging fi eld is expected to be a critical 
adjunct to conventional macroscopic PK/PD analysis and add to the understanding 
of drug action  in vivo . However, there are a number of challenges that the fi eld still 
faces. 

13.4.1     Improved Fluorochromes 

 An area of interest for both intravital microscopy and the wider biological com-
munity is improving fl uorochromes. Of particular concern for intravital imaging 
are a probe’s overall brightness, signal to noise ratio, quantum effi ciency, and 
photostability. Indeed, one of the most common diffi culties associated with devel-
oping genetic or chemical probes for intravital imaging is insuffi cient brightness 
and/or signal to noise ratio in  in vivo  applications. Intravital environments are 
noisy and motile, making typically benign image capture parameters critically 
important for successful imaging. Improved fl uorochromes would enable shorter 
image acquisition times and consequently allow for longer observation periods, 
thereby increasing the spatial resolution of both drug distribution and localized PD 
reporters and decreasing any potential system perturbation that fl uorophores may 
introduce.  

13.4.2     An Expanded Set of Robust Pathway Markers 

 Development of novel drugs necessitates corresponding pathway markers to moni-
tor drug action specifi city and potency. Indeed, the lack of fl uorophore-labeled 
drugs and the need for corresponding genetic pathway markers that function well  in 
vivo  are the major impediments to the more widespread use of intravital microscopy 
in drug development and analyses. Additionally, creating stable markers for general 
cancer pathways (i.e. not designed to correspond to the action of a specifi c drug) to 
be used in evaluating and/or screening candidate molecules for possible unexpected 
actions and/or general effi cacy would also be valuable for drug development. Well 
functioning apoptosis indicators for various stages of the apoptotic cycle would be 
particularly advantageous. Such indicators could serve as endpoints in drug effi cacy 
measurements and help decode how cancer cells survive chemotherapeutic treat-
ments. The combination of effective, easily identifi able markers of general cancer 
cell status and the PK single cell analyses described above would enormously ben-
efi t SCPKI and cancer drug development by aiding both drug creation/innovation 
and failure analyses.  
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13.4.3     Improved Open-Source Analysis Tools 

 Intravital imaging data sets are often visually complicated, with a diverse set of 
confounding factors. While it’s unlikely that there will ever be a “one size fi ts all” 
approach to dealing with cell segmentation and data acquisition, even for more spe-
cialized applications like  in vivo  imaging, there is a need for easily accessible and 
widely applicable open-source methods for handling intravital images and data. An 
open source platform with PK/PD analysis and other pertinent processing tools, 
such as cell segmentation, tracking etc., would be invaluable for advancing drug 
development. Additionally, the broader biological research community needs fur-
ther development of novel algorithms for the unique image processing issues 
involved with intravital imaging, including segmenting whole cells in contact with 
each other, tracking cells with high movement rates over long time periods in 3-D, 
and segmentation of 3-D data sets. In terms of intravital drug development, an ideal 
solution would be to create a system that combines real-time segmentation and cell 
tracking with relevant readouts (for example, fl uorescence intensity of cells in mul-
tiple channels) for use during imaging sessions. Such a system would increase the 
effi ciency and data yield of intravital imaging experiments. Finally, improved data 
sharing methods for intravital imaging experiments and biological knowledge 
would dramatically hasten research and drug development while conserving 
resources for the community at large. Approaches such as “GoogleCell” (Callaway 
 2012 ) would pool both data and resources to engender/precipitate more robust  in 
vivo  studies using a variety of equipment and data that would not otherwise be avail-
able to any single investigator.  

13.4.4     Organ Function Evaluation Methodology 

 While much work to date has relied on window chambers, other improved ortho-
topic imaging approaches would allow us to study native environments and entire 
organs that are not easily accessible via window chamber. Indeed, studies focusing 
on organs such as the brain, heart, pancreas, and kidneys, among others, would 
benefi t from improved orthotopic methods. For these organs, one of the largest 
problems is motion and related artifacts from both macroscale whole animal move-
ment and microscopic cell movement. Finding additional methods to deal effec-
tively with cell movement is a critical challenge. One potentially helpful area of 
study is the development of prospective gating strategies for use with intravital 
microscopy in real time. Such methods would greatly aid the study of high- 
movement areas such as the heart.  
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13.4.5     Modeling and Systems Biology Approaches 

 Continued advancement in intravital imaging methods and techniques that lead to 
improved single-cell quantitative data present us with the opportunity to create new, 
robust PK/PD models. In particular, incorporating single-cell measures of heteroge-
neity into the current coarse-grained, systemic PK/PD models could improve drug 
design by increasing knowledge of how drugs distribute in solid tumors and how 
diversely tumor cells respond to specifi c biological targets in an  in vivo  environment 
(Fig.  13.5 ). Improvements in these models will address tumor vasculature differ-
ences, individual cell location, cell heterogeneity in terms of both PK and PD, and, 
eventually, intracellular distribution and its respective heterogeneity  in vivo  (Thurber 
and Weissleder  2011 ). Practically, these improved models may help us determine 

  Fig. 13.5    Intravital microscopy improves single-cell PK/PD models. The fi rst step in creating 
models is to determine the relevant anatomy in the imaging area, typically by separating the vas-
culature from tumor/tissue areas. The tissue distribution area can then be simulated by a frame-
work for computer analysis (mesh). From this data, relevant PK analyses and simulations can be 
constructed and combined with single-cell PD outputs. This data facilitates the creation of 
improved single-cell PK/PD models that can/may/will improve drug development and analysis 
(Figure taken in part from Thurber et al. ( 2013 ))       
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optimal drug concentrations based on biological effi cacy rather than systemic toxic-
ity and conduct failure analyses of unsuccessful drug candidates. Additionally, data 
from these models may generate opportunities for utilizing systems biology 
approaches to identifying new drug targets (Sorger and Schoeberl  2012 ).
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Chapter 14
Nonlinear Endomicroscopy Imaging 
Technology for Translational Applications

Gunnsteinn Hall, Wenxuan Liang, and Xingde Li

Abstract Nonlinear endomicroscopic imaging technology has emerged as a strong 
candidate for potentially enabling clinical translation of the powerful multiphoton 
imaging microscopy technology. With the development of ultrafast light sources 
followed by the initial demonstration of multiphoton microscopy in 1990, the field 
of nonlinear optical imaging has been expanded rapidly towards assessing biologi-
cal tissue microstructures and functions. In this book chapter we present an over-
view of the underlying theory of nonlinear signal generation, tight focusing and 
resolution, and explore the multiple challenges associated with designing nonlinear 
ultracompact endoscopic probes that are needed for in vivo imaging of internal 
organs and the various solutions available. Specifically, we cover light delivery, 
beam scanning and signal collection. Finally, we review a few emerging applica-
tions, including preterm birth diagnosis, lung and breast cancer imaging.

Keywords Non-linear microscopy • Microendoscopy • Endogenous fluorescence •
Clinical imaging • Pre-clinical research • MEMS scanners • Breast cancer • Lung
cancer • Cervical imaging

14.1  Introduction

Nonlinear imaging covers a broad range of imaging modalities which involve 
 nonlinear optical processes. The term nonlinear optical process (or nonlinear optics) 
refers to cases where the dielectric material polarization depends nonlinearly on the 
electric field. This is typically only observed under high light intensities. At high 
intensities, photons can interact with each other and the surrounding material with 
an elevated probability, leading to a diverse range of nonlinear phenomena,  including 
multiphoton absorption, harmonic generation, coherent anti-Stokes Raman 
 scattering and stimulated Raman scattering (Shen 1984; Boyd 2003).
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Multiphoton (MP) and second-harmonic generation (SHG) imaging microscopy
have shown promise for clinical applications. Skala et al. (2007) showed that MP
intensity and lifetime measurements can be used to differentiate between cancerous 
tissue from normal tissue. Nadiarnykh et al. (2010) demonstrated that SHG micros-
copy can be sensitive to changes in the extracellular matrix during the development 
of ovarian cancer and Provenzano observed a change in the ECM during develop-
ment of breast cancer towards the onset of metastasis (Provenzano et al. 2008).

Coherent Anti-Stokes Raman Spectroscopy (CARS) and Stimulated Raman 
Scattering (SRS), involving three photons, can sensitively probe the vibrational sig-
natures of molecules, which can be very useful for visualizing lipids in tissues 
(Evans and Xie 2008; Saar et al. 2010). These techniques have shown some promise 
for tumor diagnosis (Saar et al. 2011), and CARS microscopy has been used to 
monitor drug delivery to tissues in vivo (Saar et al. 2011).

All of these previously mentioned studies were performed on excised tissues 
with large benchtop microscopes. In order to utilize these promising techniques for 
translational applications in vivo, miniaturization of the microscope is required. On 
the way to miniaturization, several engineering problems need to be resolved, par-
ticularly regarding light delivery and collection, as well as beam scanning for image 
formation. This chapter will review some key challenges and solutions.

The first small microscope was demonstrated by Helmchen et al. (2001) for the 
brain imaging of freely moving rats. The prototype was however quite bulky. 
Myiang et al. (2006) demonstrated the first, fully integrated fiber-optic scanning 
endomicroscope, which had a ultra-compact scanning head of an outer diameter of 
2.4 mm and a rigid length of ~3.5 cm with the rest fully flexible. Following this
demonstration the major emphasis has been mostly on improving the quality of the 
endomicroscope with a similar level of miniaturization.

More recently, Zhang et al. (2012) demonstrated the feasibility of SHG imaging 
endomicroscopy for monitoring changes in the mouse cervix during pregnancy and 
its potential for preterm birth diagnosis. The potential of endomicroscopy to access 
tissues with its unique contrast and 3D capability at high resolution is likely to lead 
to further translational applications in the near future considering many of the engi-
neering challenges have been resolved and thus the performance of the endomicro-
scope has been continuously improved.

The requirement for translational applications on the endomicroscope probe can 
vary greatly depending on the application. For preclinical small animal studies the 
size often needs to be smaller, for example, in mouse imaging. However, the major 
challenges remain the same in all cases. In this book chapter we will review the 
essential components of nonlinear endomicroscopy design and in the end some 
potential applications will be visited.

14.2  Fundamentals of Nonlinear Microscopy

The beginning of the nonlinear optics field can be traced back to theoretical work on 
two photon absorption by Maria Goeppert-Mayer (1931) in the 1930s in her doc-
toral thesis. Although the principles behind the various nonlinear imaging 
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modalities were known for a long time, the technology has only become available 
since around 1990. This chapter will be focused on multiphoton and SHG micros-
copy as these modalities have shown the most potential for endoscopic 
applications.

The main advantage of multiphoton imaging over a comparable linear modality 
such as confocal microscopy lies in the use of near-infrared light (NIR) for excita-
tion which scatters less in the tissue and thus allows deeper imaging. Studies com-
paring multiphoton and confocal imaging microscopy (Centonze and White 1998) 
have shown significant improvement in the depth penetration of multiphoton over 
confocal and improved viability due to the “confinement” of the excitation to the 
focal volume and NIR excitation avoiding the use of UV excitation (Squirrell et al.
1999). The resolution of the two are comparable, as in spite of multiphoton using a 
longer wavelength, it has a square dependence on the excitation power while confo-
cal imaging generally uses a larger than diffraction limited pinhole which trades off 
resolution for improved signal strength. In addition, multiphoton imaging can use 
full-field geometry for collecting the emission signal where a confocal pinhole is 
not needed.

SHG microscopy was demonstrated a few years following the establishment of 
multiphoton microscopy (Campagnola et al. 1999). In terms of the optical setup, 
SHG and multiphoton microscopy are almost identical. The only difference is 
that the emission of SHG occurs at exactly half the excitation wavelength. 
Therefore, with the appropriate choice of emission filters, the SHG signal can be 
isolated.

Other types of nonlinear contrast mechanisms have also been explored for endo-
microscopic applications, including CARS and SRS (Legare et al. 2006; Balu et al.
2010). The setups for these are quite different from that of MP and SHG and they
have not been explored widely, so the following discussion will only be focused on 
MP and SHG, although all of the design criteria apply to all nonlinear imaging
modalities.

The instantaneous two-photon fluorescence from a point-object excited with
focused light can be written (Denk et al. 1990; Xu and Webb 1996; Diaspro et al. 
2006) with units of photons s−1 (count rate)
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where δ2 is the two-photon absorption cross-section specified in units of Goppert- 
Mayer (GM) which is equivalent to 10−50 cm4 s photon− 1, NA is the numerical aper-
ture of the objective lens, λ is the center wavelength of the excitation laser, and η is 
the fluorescence quantum efficiency/yield representing the fraction of excited elec-
trons that return to the ground state by emitting a fluorescent photon; I(t) is the 
irradiance distribution at the geometric focal point (with units of photons cm−2 s−1) 
which is related to the instantaneous power P(t) (units of W). The relation can be 
obtained by writing the spatially varying irradiance in the transverse focal plane as 
I(r, t) = I(t)IPSF(r), where IPSF represents the intensity point-spread-function and
I(t) is the irradiance at the geometric focus. The total power can be found by 
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integration, e.g. P(t) = ∬ I(r, t)EphotondA = I(t)Ephoton ∬ IPSF(r)dA, where Ephoton = hc/λ. 
For focused beams, it can be shown (Born and Wolf 1999) that
   

in the focal plane. By analytical integration, we finally obtain the irradiance at the
focus as I(t) = πP(t)(NA/λ)2/Ephoton, which has been applied in the equation above.

The detected time-averaged fluorescence intensity with a collection efficiency ϕ 
can be written as
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where Pavg = 〈P(t)〉 and g = 〈P2(t)〉/〈P(t)〉2 represents an efficiency factor that is 
pulse- shape dependent and is generally higher for shorter and more highly peaked 
pulses. For a constant source (CW beam) g = 1, whereas for square pulses of with 
width τ and repetition rate R, g=1/(τR); for other pulse shapes this factor is multi-
plied by a shape-specific factor, which we will denote by gs (0.588 for sech2 pulses 
for instance). Therefore, we can write g = gs/τR for arbitrary pulsed shapes. For fem-
tosecond pulses the detected fluorescence from a point-object can be written
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For a pulsed laser, the relationship between average power and peak power can be 
estimated as follows. Let us assume that the laser outputs pulses with a repetition
rate of R, and each pulse has a pulse width τ. The average power measured can be 
written Pavg = PpeakτR (assuming square pulses). For typical cases of R=80 MHz and
τ = 100 fs, the ratio of the peak and average intensity is Ppeak/Pavg =125000. Therefore,
the peak power is significantly larger than the average power and is typically on the 
order of several kW assuming the average power on tissue is about few tens of mW.

For convenience and ease of measurement the two-photon absorption cross- section 
δ2 and the fluorescence quantum yield η are combined into σ2 = δ2η, which is defined as 
the action cross section (in units of GM). Strong fluorophores have a large σ2, for 
example GFP which is an important marker for gene expression has a cross section
ranging from ~10 to ~40 GM at 800 nm to its peak at ~920 nm (Blab et al. 2001). On 
the other hand intrinsic fluorophores have a relatively much lower cross section, for
example nicotinamide adenine dinucleotide (NADH) has a cross section ranging from 
0.02 to 0.09 GM from 690 to 730 nm and flavins such as FAD (flavin adenine dinucleo-
tide) about ~0.1–0.8 GM for 700–730 nm. Therefore, imaging of intrinsic signals with
similar excitation typically produce ~100–1,000 times lower signals than GFP and
require increasing the average power by 10–30 times for comparable signal levels.
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The overall fluorescence signal also depends upon the extent of the underlying
sample. In reality the detected signal is integrated over the full volume. For a homo-
geneous sample that is uniform throughout the focal volume, it has been shown that 
the dependence of the excitation on the NA is much less than for a point object, as 
for a homogeneous object, for a lower NA the focal volume would be larger and 
contribution would be obtained from more spatial regions than for a point object 
(Xu and Webb 1996; Dunn et al. 2000). So, in cases of small samples there is a 
strong dependence on the NA of the objective lens, whereas in homogeneous sam-
ples throughout the focal volume, the NA dependence is mostly through the collec-
tion efficiency. In practical cases, it is reasonable to assume that the situation is 
intermediate, and therefore it can be expected that there is a mild dependence of the 
collected fluorescence signal on the NA.

SHG imaging signal generation effectively follows the comparable equations as 
presented for two photon fluorescence, although as a coherent modality, the cross
section depends on electric dipole organization due to the strong dependence on 
phase-matching between the excitation and emission light, in addition to the dipole 
concentration (Moreaux et al. 2000). Furthermore, due to phase-matching condi-
tions SHG generation is mostly generated along the forward direction, although a 
backward-generated component also exists (Mertz and Moreaux 2001; Legare et al.
2007; Lacomb et al. 2008). Through tissue scattering, some of the forward gener-
ated SHG can be efficiently collected for image formation. SHG imaging can be 
performed with the same instrument as two-photon fluorescence imaging, whether
a benchtop microscope or an endomicroscope, with the proper emission filters.

Other nonlinear modalities, such as CARS and SRS, also have a nonlinear depen-
dence on the incident light for absorption of the pump and probe beams, and effec-
tively depend on many of the same factors as the formalism above for two-photon 
absorption. For a more detailed discussion, see (Evans and Xie 2008) for instance.

14.3  Endomicroscope System Design

14.3.1  Ultrafast Pulse Generation and Properties of Short 
Pulses

14.3.1.1  Ultrafast Light Source

As can be inferred from Eq. 14.3, a very high electric field is needed for nonlinear 
signal generation, and by using short pulses, the electric field inside the pulses can 
be made very high, while maintaining a much lower average power (due to the rela-
tively long time between pulses) to avoid burning or damaging the sample. A criti-
cal component for multiphoton microscopy is an ultrafast laser which can output 
pulses of ~100 fs with a repetition rate of typically ~80 MHz. The source for the
initial demonstration of multiphoton microscopy in 1990 utilized a mode-locked 
dye laser with pulsewidth of ~100 fs at 80 MHz (Denk et al. 1990).
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At present, the most commonly-used source is based on a solid state  mode- locked 
Ti:Sapphire laser. Initially these sources required significant maintenance, but 
recently they have been much improved such that they are sealed and completely 
based on computer control. These lasers typically have an output power above 1 W 
at 800 nm and modern versions are tunable approximately from 680 to 1,080 nm with 
a high output power. Solid state lasers are characterized by a metal- doped crystalline 
gain medium. They offer a high output power, and depending on the gain medium, 
are widely tunable in the near infrared range. Another example of a solid state laser 
is the chromium-doped forsterite laser with a 1,230–1,270 nm tuning range.

Fiber lasers, equipped with a doped fiber as the nonlinear gain medium, are 
another option (Murari et al. 2011). They are typically very compact and robust, but 
are less flexible in terms of wavelength selection and generally not tunable. In terms
of power they are typically limited to a few hundred milliwatts, which is satisfactory 
for many imaging applications.

14.3.1.2  Spectral and Temporal Pulse Relationship

The relationship between the temporal pulses and spectral properties is now exam-
ined. The electric field amplitude of a pulse e(t) in time-domain is conveniently 
expressed in terms of a slowly varying amplitude a(t) and an optical carrier function 
(Weiner 2009), i.e.
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The spectrum can be written as E(ω)=0.5[A(ω − ω0) + A*(−ω − ω0)], where A(ω) is 
the Fourier transform of the envelope function a(t). This relationship forms the basis 
of the relationship between the spectral and temporal properties of pulses.

The most widely used measure of pulse duration is the intensity full width at half 
maximum (FWHM), and can be denoted τ. The bandwidth is measured as the 
FWHM of the power spectrum and is denoted by Δν (in Hz), which is related to 

wavelength through c = νλ, and dν/dλ = − cλ− 2, so that ∆l l
n≈ ∆

2

c
. A commonly 

employed pulse shape is given in the time-domain as a(t) = sech(t/tp), where 
τ = 1.763tp. By Fourier transforming the pulse and examining its spectral form, the
time-bandwidth product (TBP) is determined to be τΔν=0.315 (Weiner 2009). 
A pulse is considered transform limited when the phase is flat in the spectral domain.
When this is fulfilled, the pulse width is optimal in the time domain. Under influ-
ences of spectral phase, the pulses can broaden temporally, reducing the nonlinear 
signal generation, as will be discussed for fibers in the next section. Figure 14.1 
shows transform limited relationships between Δλ and τ for sech pulses at three dif-
ferent central wavelengths ranging from 700 to 1,000 nm.

In practice, an optical autocorrelator is typically used to measure pulse widths, 
and the autocorrelator is either based on an interferometric autocorrelation or 
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 intensity autocorrelation (Weiner 2009), which are both based on splitting up the 
pulses and interfering in a nonlinear crystal in slightly different configurations. In 
order to obtain further information about the pulse shape, the autocorrelation tech-
nologies have been further expanded to methods such as frequency-resolved optical 
gating (FROG) (Trebino and Kane 1993) and spectral phase interferometry 
(SPIDER) (Iaconis and Walmsley 1998) which can fully determine the pulse shape 
(Weiner 2009).

14.3.2  Light Delivery and Excitation: Dispersion 
Compensation

One of the major challenges of in a miniaturized portable nonlinear endomicros-
copy system in comparison to a benchtop nonlinear microscope lies in the delivery 
of the excitation light to the sample. Endomicroscopes use a single-mode optical
fiber for excitation light delivery, where the single-mode beam emanating from the 
small core size is imaged onto the sample for diffraction-limited resolution. The 
fiber, like any glass material, has dispersive characteristics where light of shorter 
wavelengths (towards blue) travels slower than light of longer wavelengths (towards 
red), which temporally spreads out the ultrafast pulse. As the nonlinear signal pro-
duction efficiency scales inversely with the temporal pulse width, it is critical to 
compensate for this effect. This is accomplished by precompensating for the disper-
sion before the pulse enters the fiber by selectively speeding up the shorter wave-
lengths (blue) with respect to the longer wavelengths (red). A number of devices 
that exhibit anomalous dispersion such as prisms, diffraction gratings, chirped mir-
rors, photonic crystal fiber (PCF) and photonic bandgap fiber (PBF) can be used for
precompensation. PBF and PCF guide light based on photonic bandgap or closely
spaced air holes which is different from conventional optical fibers that are based on 
total internal reflection. The majority of the light is carried in lower refractive index
regions which can have a large area and minimal nonlinear effects, making these 

Fig. 14.1 Relation between 
spectral bandwidth and pulse 
widths in case of transform 
limited sech pulses at three 
different central wavelengths 
of 700, 900 and 1,100 nm
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types of special fibers suitable for delivering distortion-free pulses. However, they 
operate within a limited range of wavelengths and the amount of compensation 
depends on their physical length which is not tunable once fixed. Grating and prism 
pairs on the other hand are easy to tune and can operate over a broad wavelength 
range.

In addition to the linear dispersion of the pulses (and higher order dispersion), 
nonlinear effects also affect the pulses. At typical excitation wavelengths around 
~800 nm the fiber core is 3–5 μm in diameter. Due to the small area of the core and 
short pulse width, the excitation light fluence is very high, leading to nonlinear
effects such as self-phase modulation (SPM) which can further broaden the pulse
width (Agrawal 2001). This eventually limits the amount of power that can be used 
for delivery, as the broadening due to this effect depends nonlinearly on the photon 
density in the fiber core.

14.3.3  Light Focusing Through a Miniature Objective Lens 
for High Resolution

In order to focus the light to a small spot for high resolution, a miniature high 
numerical aperture (NA) objective lens is required. In addition, tight focusing 
helps create a high electric field in the focal volume as required for efficient non-
linear signal generation and 3D optical sectioning. The first demonstrations of 
miniature MP endomicroscopy utilized gradient-index lenses (GRIN) with an NA
of 0.46 resulting in a lateral and axial resolution of ~2 and ~20 μm, respectively 
(Myaing et al. 2006). Typical nonlinear imaging microscopy applications use 
NAs of ~0.8–1.0, and thus to a rough approximation have lateral/axial resolutions
of ~0.4/2 μm or up to ~0.3/0.75 μm for a high 1.2-NA lens (Zipfel et al. 2003). 
Furthermore, for coherent modalities such as SHG imaging it has been proposed 
that an NA of higher than ~0.80 can be severely affected by the Gouy phase shift 
(Moreaux et al. 2000). More recently, more advanced miniature objectives have
been designed (Zhang et al. 2012) that can have a design NA of ~0.8 (and practi-
cally an effective NA of ~0.5 due to underfilling the lens while scanning the
beam) for producing a comparable resolution as a benchtop microscope. However, 
due to the trade-off between focal length and aperture size, these typically have a 
relatively short working distance (WD) of a few hundred microns. That is satis-
factory for a large number of cases, as the depth in MP and SHG microscopy is
limited to 200–300 μm, depending on the tissue scattering properties (Helmchen 
and Denk 2005).

The theoretical diffraction-limited optical resolution for a generalized N 
photon absorption process can be approximated from the full-width at half 
maximum (FWHM) of the intensity point-spread function to the N-th power. 
Under the paraxial approximation (valid for NA≤ 0.7) we obtain (Born and
Wolf 1999):
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where n is the refractive index in the image space. The approximation sign stems 
from the estimation of the N-photon process width dependence as 1 / N , which in 
general does not have an analytic expression. We have verified numerically that the 
approximation is accurate to within 3.5 %. As an example for two-photon endomi-
croscopic imaging using a water-immersion based micro-objective with an NA of 
0.80, the theoretical transverse and axial resolutions at 890 nm are ~0.4 and ~2.3 μm, 
respectively. In practice the resolution is usually worse due to optical aberrations 
and by not filling the lens back aperture.

14.3.4  Collection and Detection of Emission Photons

The fluorescent emission is typically collected with a fiber and weakly focused on
a highly sensitive detector such as a photomultiplier tube (PMT) to match the
active area. This allows for the detector to be at the proximal end, which is critical 
for probe miniaturization as detectors are generally spacious and require cables 
and electronics. Two configurations exist for the fiber optic collection of light as 
illustrated in Fig. 14.2. In the first configuration (a) a single fiber is used for both 
excitation light delivery and emission collection, and in the second configuration 
(b) two separate fibers are used in the second configuration (b), where a single 
mode fiber for excitation light delivery and a multimode fiber for emission collec-
tion. The single fiber approach is easier to implement and help achieve a small size 
and flexibility, as the separate-fiber approach requires a miniature dichroic within
the probe for the separation of emission and excitation which needs to be mounted 
and aligned properly. However, when aligned properly, the use of a large area 
multimode fiber potentially allows a larger collection efficiency. This approach 
was used by Helmchen et al. (2001) in an early application. The single fiber 
method places higher constraints on the micro-objective, as it is critical to focus 
the emission back onto the fiber for collection. Since the emission is typically 
much lower wavelength than the excitation (for example 890 nm excitation and 
445 nm emission for typical SHG microscopy), this requires a highly achromatic
design. To reduce these requirements, a double clad fiber (DCF) is used which 
uses an extra cladding layer to guide the emission photons as first demonstrated by 
Myaing et al. (2006). The use of DCFs allows efficient excitation and emission 
collection. More recently, larger DCFs have been used to increase the collection
efficiency (Zhang et al. 2012). GRIN lenses have high chromatic aberrations and 
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therefore require a large collection area. Compound lenses have been  demonstrated 
to have lower chromatic aberration and improve collection efficiency (Wu et al. 
2009; Zhao et al. 2010) and recently a superachromatic micro-objective has been 
demonstrated for high resolution and very minimal chromatic aberration and high 
collection efficiency (Zhang et al. 2012). Figure 14.3 illustrates the benefits of 
utilizing a combination of chromatic correction and a large cladding DCF in con-
figuration (c) over that of a standard single-mode fiber and simple lenses with 
chromatic errors in (a).

14.3.5  Point Scanning for Image Formation

As a point-detection based modality, scanning of the focal point is needed for image 
formation along with synchronization between the scanning and detection. The 
scanner needs to be situated within the probe and therefore needs to be miniaturized 
as well. Two main types of miniaturizable scanners exist as described below.

a b

Fig. 14.2 Schematics of the two configurations for fiber-optic excitation light delivery and 
 emission collection, utilizing (a) a single fiber for both, and (b) two fibers, one for excitation and 
a second one for collection
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14.3.5.1  Piezoelectric (PZT) Scanners

This scanning mechanism uses a piezoelectric actuator to generate the mechanical 
deflection. The fiber is attached to the PZT actuator leaving a free-standing cantile-
ver, which amplifies the motion when driven at its mechanical resonance and dis-
places the fiber tip, causing a movement of the excitation spot.

The mechanical resonance frequency of a fiber cantilever is given by
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where β is the constant of the zeroth-order vibration mode of the cantilever and is 
given by 3.52, E and ρ are the Young’s modulus and mass density of the cantilever, 
respectively. For a typical application with a free standing length of 1 cm, the reso-
nance frequency is about 1 kHz. The mechanical resonance can be chosen to some 
degree by varying the length of the free fiber end, and by adding weight or changing 
the Young’s modulus to it as described by Huo et al. (2010).

There are at least two approaches, one based on a monolithic cylindrical 
 four- quadrant actuator (Smithwick et al. 2001; Liu et al. 2004; Myaing et al. 2006) 
and another one based on actuators that are often bimorph or trimorph. The cylindri-
cal actuator can be used to generate spiral, or Lissajous scan patterns by driving the
orthogonal electrode pairs with appropriately modulated or frequency- and phase- 
shifted sinusoidal waveforms. A piezoelectric bimorph is a cantilever consisting of 
two stacked piezoelectric layers, which can produce a one-dimensional displace-
ment through electrical activation where one layer extends while the other contracts. 
For larger deflections, the number of layers can be increased, as is done for example
in the trimorph. More layers are also possible (Ballas 2007). A single bending 
actuator with some structural modifications may also be used to generate a Lissajous

a

b

c

Fig. 14.3 Illustration of 
collection efficiency for 
different combinations of the 
single-fiber and lens design. 
(a) Poor collection with
combined chromatic 
aberration and small diameter 
collection of a single-mode 
fiber. (b) Improved collection 
through the use of a double 
clad fiber (DCF) with a large 
cladding area for collection. 
(c) Further improvement is 
achieved by combining an 
improved lens design with a 
DCF
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scan (Helmchen et al. 2001; Flusberg et al. 2005). Another design using two  bending 
actuators arranges them orthogonally and has a fast and slow axis based on the con-
struction (Le Harzic et al. 2008; Rivera et al. 2011). It can be used to generate a 
raster scan pattern by driving the fast and slow actuators with sinusoidal and ramp 
waveforms, respectively. Scanners using bending actuators offer more flexibility in
the scan patterns but often require a much higher drive voltage. The cylindrical 
scanner on the other hand is easier to fabricate and due to its symmetric nature and 
it is also easier to integrate with the overall probe.

14.3.5.2  MEMS Scanners

MEMS-based scanners (Piyawattanametha et al. 2006; Tang et al. 2009) are built 
around reflective coatings deposited on micromachined silicon plates with gimbal
mounts. These plates act as mirrors which can then be rotated around the mounts 
using electrostatic forces generated by a comb drive or by electrothermal forces. 
Additionally circuits for driving the mirrors can be fabricated on the same silicon 
die, leading to monolithic scanners. MEMS scanners can implement raster scans
very easily and have the potential for region-of-interest windowing but are signifi-
cantly more complicated to fabricate. Also, MEMS scanners tend to be larger than
piezoelectric scanners due to the decoupling between light delivery and scanning. 
Thus the light beam often needs to be folded, which requires some free space for 
operation. This also makes the design asymmetric and more complicated to inte-
grate into the distal end of an endomicroscope.

14.3.5.3  Scan Patterns

Based on the kind of scanner used, several two-dimensional scan patterns can be
achieved for moving the focused excitation spot on the sample. Three common 
examples are spiral, Lissajous and raster scans. The spiral scan, shown in Fig. 14.4a, 

a b c

Fig. 14.4 Examples of three commonly used scan patterns for endomicroscopy: (a) Spiral scan, 
(b) Lissajous scan pattern (here with drive frequency ratio of 4:5 for illustration), and (c) Raster 
scan

G. Hall et al.



293

consists of opening and closing spiral trajectories requiring amplitude modulation 
of the PZT drive waveforms leading to a circular field-of-view. Such scanning is
easy to implement on tubular PZT actuators which are compact and easy to inte-
grate with the probe. Image reconstruction is also relatively straightforward. 
However, it suffers from highly non-uniform spatiotemporal characteristics due to 
the fact that the tangential velocity of the excitation spot increases as it gets further 
away from the center of rotation although the angular velocity is maintained. In 
practice this leads to higher incident flux and oversampling in the center and lower
incident flux and less sampling at the periphery.

The drive signals for one “circle” of spiral scanning can be given by
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where m(t) = tri(t/Tframe) (triangular modulation with width 2Tframe) and f0 is the reso-
nance frequency. Each circle has a period defined by f0, and the number of points per 
circle depends on the sampling density which should be comparable to the optical 
resolution. For proper sampling the sampling should oversample the optical resolu-
tion by at least a factor of ~2 (the Nyquist theorem). The number of circles per 
frame should be chosen based on similar considerations. The overall time per frame 
is determined from Tframe = Ncircles/frame/f0. The open-loop phase refers to each frame 
where the spiral is scanned outward from the origin, whereas the closed-loop phase 
refers to the scanning towards the origin. These are repeated periodically for con-
tinuous operation.

The Lissajous scan pattern is based on driving the two axes with sinusoidal
waveforms at slightly different frequencies at constant amplitude. In order to 
obtain a closed curve, the frequency ratio must be rational. Figure 14.4b shows an 
example of a Lissajous pattern for a drive frequency ratio of 4:5. The advantage of
Lissajous scanning over spiral scanning includes improved sampling uniformity,
more uniform fluence distribution and a near rectangular field-of-view (Liang
et al. 2012). However, the disadvantage is that reconstruction is computationally 
intensive due to the complex trajectory, and it is more sensitive to drive perturba-
tions. It has been noted that employing frequencies relatively far from resonance 
(semi-resonant), improved stability can be achieved (Moon et al. 2010) yet limit-
ing the scanning amplitude to only 25 % of the maximal displacement and thus
requiring 4 times higher driving voltages. The Lissajous drive signals can be writ-
ten as
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where t is from 0 to the end of one period Tframe, and the periods of the two axes are 
given by Tx = 2π/fx and Ty = 2π/fy. When the drive frequency ratio fx/fy can be written 
as a fully reduced fraction fx/fy = Ty/Tx = m/n (where m and n are natural numbers), the 
scan pattern forms a closed loop and repeats itself retracing another frame with a 
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frame period given by TFrame = mTx = nTy. Additionally, in order to obtain a dense 
enough scan trace, and for both axes to stay close to the resonance frequency of the 
fiber cantilever, usually both m and n should be at least several hundred, which means 
the typical frame rate will be several Hz if the drive signal frequency is on the order 
of kHz. As a specific example, selecting Tx = 734 μs (fx ~ 1.362 kHz) and Ty = 736 μs 
(fy ~1.359 kHz) corresponds to a fully reduced drive frequency ratio of m/n=368/367,
which yields a frame period of 368 × 734 μs = 367 × 736 μs = 270.1 ms, corresponding 
to a frame rate of ~3.7 Hz.

Scanners to implement raster scanning are relatively harder to fabricate – requir-
ing asymmetric piezoelectric structures or MEMS mirrors, which are also typically
larger than tubular piezoelectric actuators and more complicated to integrate with 
the overall probe design. The required drive voltage is often very high (e.g. more 
than 200 V peak-to-peak). However, the scan pattern, shown in Fig. 14.4(c), can be 
easily described in Cartesian space making image reconstruction very simple. In 
addition, raster scans have excellent spatiotemporal characteristics with uniform 
incident flux and sampling density within the field-of-view.

For raster scanners, the two axes are ramped with different frequencies, one with 
a slow scan (frame scanning) whereas the other axis obtains a line scan. The drive 
signals can be represented in terms of sawtooth waveforms as follows
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where sawtooth(t) = t−floor(t/T) represents a sawtooth waveform with period T. Tline 
and Tframe are the periods for the fast line scan (x) and slower frame scanning axis (y), 
respectively. In this representation the signal can repeat itself, as it retraces itself 
back and forth. For nonresonant operation the waveform can be jerked back to the 
initial point at the end of a scan and repeated. Figure 14.4c shows example wave-
forms. In practice the sawtooth waveform is often low-pass filtered to match the 
bandwidth of the galvanometer which cannot make instantaneous stops and turns. 
Raster scanning can also be achieved with triangular and sinusoidal drive signals as 
discussed by Duma et al. (2011). Another desirable feature of nonresonant raster 
scanners is the ability for random access scanning, where the probe can be quickly 
pointed or scanned over a given area (Sawinski and Denk 2007). This is also gener-
ally limited to the more involved asymmetric scanners.

Figure 14.5 shows a photograph of a tubular, four-quadrant monolithic piezo-
electric beam scanner with a 250 μm diameter DCF fiber threaded through the cen-
tral hole. The overall diameter of the scanner including a housing unit is 2.1 mm and 
the cantilever has a mechanical resonance frequency of 1.1 kHz. With a peak-to- 
peak drive voltage of about 80 V, the fiber scan range is about 500 μm. The overall 
field of view (FOV), representing the extent of the endomicroscopy images, is
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 determined by the maximal displacement of the scanned fiber dfib and the 
magnification of the micro-objective lens, i.e. FOV=dfib/M. For high resolution 
imaging M is about ~4–5 and therefore the overall imaging FOV is typically around
100 μm.

14.3.5.4  Axial Scanning and 3D Image Formation

As nonlinear imaging methods have an inherent optical sectioning capability, where 
the signal generation localized at the focus, the incorporation of a mechanism for 
scanning the focal point along the optical axis (Z-scanning) enables the construction
of a three-dimensional image of the sample. Z-scanning can also be useful for locat-
ing a feature or region of interest.

Multiple approaches can be taken for accomplishing this. One approach is to use
a piston-cylinder based design with either pneumatic or mechanical actuation 
(Rouse et al. 2004). This requires very high precision manufacturing. A more 
straightforward way is to use a micromotor (Helmchen et al. 2001; Flusberg et al. 
2005; Le Harzic et al. 2008) which offers low-voltage operation. However, these 
can be difficult to miniaturize. An alternative is to use a MEMS-based linear actua-
tor for moving the objective lens such as demonstrated by Liu et al. for 3D confocal
endomicroscopy (Liu et al. 2013). Another technique that is easier to implement is 
using a shape memory alloy (SMA) wire in conjunction with a helical spring (Wu
et al. 2010). The SMA wire can be contracted by low-voltage, low-power (~5 mW
at 100 mV) electrical heating, compressing the spring. Interrupting the current
relaxes the wire and allows the spring to recover, providing bidirectional motion 
for moving the lens. In addition, methods based on tuning the lens focal length 
(such as with a deformable lens) can be used for performing Z-scanning (Grewe
et al. 2011). Additionally, thermomechanical scanners have been demonstrated 
previously (Choi et al. 2006). Recently, miniature MEMS based designs with a
scanning and deformable mirror surface have been made for full 3D imaging 
(Strathman et al. 2013).

Fig. 14.5 Photograph of a 1.3-mm-diameter monolithic, four-quadrant, tubular piezoelectric
 actuator mounted on a 2.1 mm-diameter housing tube. The double clad fiber (with a diameter of 
250 μm) is threaded through the actuator and is being scanned at its mechanical resonance 
frequency
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14.4  Translational Applications

14.4.1  Cervical Imaging for Preterm Birth Diagnosis

Preterm birth (PTB) accounts over 12.7 % of all births in the United States. PTB is
one of the leading causes of infant mortality and frequently leads to severe problems 
for surviving infants (Behrman et al. 2007). The causes of PTB are not well under-
stood. However, studies indicate that changes occur in the cervix prior to the onset 
of uterine contractility in both term and PTB (Behrman et al. 2007). Premature
changes in the cervix could be indicative of impending PTB. The cervix is rich in
connective tissue largely composed of collagen fibers that have an intrinsic SHG 
contrast and thus can be visualized with SHG microscopy (Williams et al. 2005; 
Akins et al. 2010; Campagnola 2011). The progressive structural changes in fibrillar 
collagens are directly related to cervical mechanical strength and thus potentially 
can serve as a diagnostic indicator for women at risk for PTB. Zhang et al. devel-
oped a portable fiber-optic SHG endomicroscope system for studying changes in 
the cervix during pregnancy with mouse models (Zhang et al. 2012). A schematic 
of the setup is illustrated in Fig. 14.6. A custom microobjective with an NA of 0.80 
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was used, achieving a lateral and axial resolution of 0.76 and 4.36 μm respectively 
(FWHM). The field of view on the sample was 110 μm. As shown in Fig. 14.7, the 
image quality of cervical SHG images obtained with the endomicroscope is compa-
rable with ones obtained on a benchtop microscope. The changes in the cervical 
collagen fiber architecture throughout pregnancy can be visualized using SHG 
endomicroscopy as shown in Fig. 14.8. This study was performed on excised mouse 
cervices and indicates that significant remodeling occurs in the cervix from start of 
pregnancy towards birth. The collagen fiber sizes change from small to large and the 
overall collagen content is higher as represented by the fractional area coverage and 
these changes were shown to be statistically significant and verified by histology 
(Zhang et al. 2012). Figure 14.9 shows the increase in collagen fiber diameter and 
overall fiber coverage (A) and (B), as well as overall increase in intensity (C). This
shows clearly that the fiber architecture is modified throughout pregnancy which is 
in agreement with the known cervical ripening prior to birth (Timmons et al. 2010). 
To become clinically useful it needs to be shown that in cases of preterm birth the 
progression in the fiber architecture is abnormal or resembles that of late stages at 
an early time point. The SHG endomicroscopy technology could also potentially 
serve as an enabling tool for assessing PTB treatment outcomes, thus ultimately
promoting the development of PTB therapeutics.

14.4.2  Lung Cancer Imaging

It has been demonstrated that multiphoton microscopy can be used for label-free 
diagnosis of lung cancer. Wang et al. through the combined use of SHG and multi-
photon were able to differentiate lung adenocarcinoma (LAC) and squamous cell

a b

Fig. 14.7 Comparison of cervical images obtained with an endomicroscope (a) and a bench-top 
microscope (b) (Image reproduced from Zhang et al. (2012) with permission)

14 Nonlinear Endomicroscopy Imaging Technology for Translational Applications
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(SCC) carcinoma from normal lung tissue (Wang et al. 2009). Recently, Rivera 
et al. have demonstrated endomicroscopic imaging of ex vivo lung tissue with com-
parable image quality between the endomicroscope and benchtop microscope as 
compared in Fig. 14.10 (Rivera et al. 2011) using a power of 75 mW at the sample.
With further work, it should be possible to utilize the endomicroscope to  differentiate 
between normal and diseased lung tissue.

14.4.3  Breast Tissue Imaging

As mentioned above, SHG imaging microscopy has been shown to have the potential 
for early detection of breast cancer and evaluating metastatic potential based on 
changes in the collagen fiber architecture (Provenzano et al. 2008; Conklin et al. 
2011; Kakkad 2012). The feasibility of using an SHG endoscope to diagnose these 
changes lies in its potential use in the clinic, both during biopsy retrieval and poten-
tially for guiding surgery and delineating cancer margins. Figure 14.11 demonstrates 
representative examples of SHG endoscopic images from human breast cancer tissue 
and underlines the potential of using this technology for clinical applications. The 
collagen fiber architecture can be visualized clearly using about ~40 mW excitation.

14.4.4  Other Potential Applications

In addition to these highlighted endomicroscopic studies, many other potential 
applications have been demonstrated on benchtop microscope platforms that could 
be extended to endoscopy as well. For an overview of other applications targeted 

Fig. 14.10 Imaging comparison of ex vivo mouse lung tissue as captured with a multiphoton 
endomicroscope (a) and benchtop microscope (b) (Reproduced from Rivera et al. (2011) with 
permission)

G. Hall et al.
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towards cancer, see for example the review by Perry et al. (2012). Another review 
more focused on clinical applications of SHG imaging was written by Campagnola 
(2011).
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15.1  Introduction

15.1.1  Current Clinical Practices for Cancer Diagnosis 
and Treatment

When a patient has symptoms that could be indicative of cancer a clinical  oncologist 
will perform a series of tests to reach an accurate diagnosis. The gold standard 
method for reaching a final diagnosis frequently involves locating and extracting 
tissue biopsies, which are then processed and studied at the cellular level by a 
pathologist. From this procedure a pathology report will be compiled that contains 
the diagnosis of the cancer type and grade. Deep penetration, low-resolution, imag-
ing tests (e.g., magnetic resonance imaging MRI) scans, computed tomography 
(CT) scans, Ultrasound, etc.) can track the extent and spread of disease and serve as 
an initial screen for disease in tissues that are not easily accessed using conventional 
biopsy or optical imaging techniques (e.g. periphery lung, pancreas, small intes-
tine). However, to date, these low-resolution imaging tests have not been able to be 
used as stand alone diagnostic tests because they lack the ability to visualize disease 
at the cellular level and thus have been unable to match the sensitivity and specific-
ity of diagnosis based upon biopsied tissue processed into histopathology slides. 
Finally, by compiling the data obtained from all these tests, the oncologist can deter-
mine the stage of the cancer (i.e., the severity or extent of the cancer) and use this 
information to provide the patient with a prognosis and course of treatment.

Currently, the pathological analysis of tissue biopsies is one of the most effective 
methods for cancer diagnosis. In the clinic several types of biopsies are often per-
formed, including:

1. Needle biopsies, in which a few cells (i.e., fine needle aspiration biopsy) or a
small piece of tissue (i.e., core biopsy) is removed from the lesion,

 2. Endoscopic or laparoscopic biopsies, in which a part of the lesion or the entire 
lesion is removed by a miniature surgical tool that is passed through the working 
channel of the endoscope/laparoscope or through a secondary incision, and

 3. Surgical biopsies, in which a part of the lesion (i.e., incisional biopsy) or the 
entire lesion (i.e., excisional biopsy) is surgically removed (Young et al. 2011).

During diagnostic and surgical clinical procedures biopsy samples are typically 
located using some type of low magnification imaging modality. For example, needle 
biopsies are often guided using ultrasound, x-rays, CT or MRI scans, while endo-
scopic and surgical biopsies use white light imaging as guidance. After extraction, the 
biopsy samples are prepared for pathological analysis in a series of steps. For postop-
erative pathological analysis the biopsy samples are: (1) fixed, (2) dehydrated and 
cleared, (3) embedded with paraffin, (4) sectioned by a microtome, (5) mounted onto 
a microscope slide and (6) stained (Gartner and Hiatt 2007; Young et al. 2006). For 
intraoperative pathological analysis the biopsies are processed into frozen sections, 
whereby they are: (1) frozen, using compressed carbon dioxide or by immersion in a 
cold fluid, (2) sectioned by a microtome inside of a cryostat and (3) stained (Ross and 
Pawlina 2011). For intraoperative diagnosis, frozen sections are used in place of tra-
ditional sections since they allow for faster pathological analysis (e.g., ~10–30 min 
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vs. several days), but they often are of poorer quality than the traditional sections 
(Young et al. 2006; Ross and Pawlina 2011). Furthermore, frozen sections are often 
used intraoperatively for margin assessment during tumor resection.

Staining is a vital step in the tissue preparation process because it allows the 
pathologist to visualize and distinguish between the many cellular and tissue com-
ponents, as well as accurately grade the cancer. Although a variety of stains have 
been developed Hematoxylin and Eosin are the most commonly used stains for 
routine pathology (Young et al. 2011). After processing is complete, a pathologist 
examines the tissue sections at the cellular level using a white light microscope and 
compiles the pathology report, which contains the final diagnosis. Note that if this
routine histopathological analysis is unable to specifically identify the disease, then 
the pathologist can use supplementary techniques such as immunohistochemistry 
and electron microscopy (Young et al. 2011).

Although there are a number of cancer treatment options (e.g., chemotherapy, 
radiation therapy, photodynamic therapy, etc.), a particularly effective treatment is 
surgical resection of the tumor from the body. Depending on the cancer type this 
therapeutic procedure can be performed through traditional open surgery or a mini-
mally invasive laparoscopic/endoscopic approach. In the open surgery approach the 
tumor is accessed and resected via a long exterior surgical incision. Using a mini-
mally invasive laparoscopic/endoscopic approach, the tumor is resected by surgical 
tools controlled directly by the surgeon or with robotic assistance (e.g. da Vinci 
 system) through several smaller exterior incisions. In both procedures the resection 
is guided using low-magnification white light imaging. Since this low- magnification 
imaging is unable to resolve cellular details, the resected tissue mass is prepared into 
frozen sections and analyzed intraoperatively by a pathologist to determine whether 
more tissue will need to be resected (i.e., tumor margin assessment) (Ross and 
Pawlina 2011). Although these practices are effective and widely adopted in the 
clinic, there are several limitations concerning the pathological analysis of endo-
scopic biopsies.

15.1.2  Limitations of Endoscopic Cancer Diagnosis 
and Tumor Resection

Frequently the clinical assessment of tissue health requires a physician to use a low- 
magnification, white-light (LMWL) endoscope that penetrates into the body to directly 
image the tissues in situ. Using this LMWL imaging as guidance, biopsy samples are 
extracted, processed into histopathology sections, and analyzed. Although LMWL 
endoscopy is widely used and effective for cancer diagnosis and tumor resection, these 
procedures have several limitations (Makino et al. 2012; Jain et al. 2012), including:

 1. delayed diagnosis, due to the time required for biopsy processing and pathologi-
cal analysis,

 2. high procedural costs, due to the time delays imposed by intraoperative patho-
logical analysis, which is necessary to determine how the biopsy/resection 
procedures will proceed in the operating room,
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 3. patient discomfort and health risks, due to the numerous (including many benign) 
biopsies that are necessary to rule out carcinoma,

 4. inaccurate cancer diagnosis due to incorrect biopsy sampling, because the biop-
sies are located using low-magnification, white-light (LMWL) imaging, which is 
often unable to locate early lesions as well as distinguish between benign and 
malignant lesions, and

Table 15.1 Tissue components visualized via multiphoton excitation of intrinsic emitters  
(Rivera 2013)

Process Source
Tissue components 
visualized Ref.

2PE NADH, flavins,
retinol, folic Acid

Cell cytoplasm, striated 
muscle fibers (i.e., skeletal 
& cardiac muscles)

Zipfel et al. (2003b), Huang 
et al. (2002)

2PE Elastin Eelastic fibers (e.g., 
connective tissue, blood 
vessel walls)

Zipfel et al. (2003b)

3PE Serotonin, melatonin, 
tyrosine, tryptophan, 
5-HIAA, 5-HTOL

Cell cytoplasm, cell nuclei Zipfel et al. (2003b)

SHG Collagen Collagen fibers (e.g., 
connective tissue, blood 
vessel walls, components of 
neuronal tissue & muscle 
tissue)

Zipfel et al. (2003b), Friedl 
et al. (2007), Campagnola 
et al. (2002), Rehberg et al. 
(2011)

SHG Tubulin Microtubules (e.g., cilia, 
mitotic spindles), cell 
cytoskeleton

Friedl et al. (2007), 
Campagnola et al. (2002), 
Dombeck et al. (2003)

SHG Myosin Striated muscle fibers (i.e., 
skeletal & cardiac muscles)

Zipfel et al. (2003b), Friedl 
et al. (2007), Campagnola 
et al. (2002), Rehberg et al. 
(2011), Both et al. 2004)

THG Myosin Striated muscle fibers (i.e., 
skeletal & cardiac muscles)

Friedl et al. (2007), Rehberg 
et al. (2011)

THG Lipids & Lipid 
Bodies

Neuronal tissue (e.g., axons,
dendrites, myelin sheaths), 
cell cytoplasm

Friedl et al. (2007), Witte 
et al. (2011), Débarre et al. 
(2006), Farrar et al. (2011)

THG Hemoglobin RBCs, blood vessels Friedl et al. (2007), Rehberg 
et al. (2011), Witte et al. 
(2011)

THG Collagen Collagen fibers (e.g., 
connective tissue, blood 
vessel walls, components of 
neuronal tissue & muscle 
tissue)

Friedl et al. (2007), Rehberg 
et al. (2011)

THG Elastin Elastic fibers (e.g., 
connective tissue, blood 
vessel walls)

Sun et al. (2007)
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 5. Inaccurate tumor resection, because LMWL imaging is unable to precisely 
define the boundaries of the tumor. Therefore, it is highly beneficial to develop 
new microscopic imaging tools that can provide minimally invasive, real-time, 
accurate disease diagnosis.

15.1.3  Multiphoton Microscopy

Multiphoton microscopy has the potential to be a versatile tool for clinical cancer 
diagnosis and treatment. Specifically, multiphoton microscopy provides several 
advantages over standard one-photon microscopy, including: (1) inherent optical 
sectioning, (2) ability to image deeper into tissues due to longer wavelength 
 excitation and (3) reduced photodamage (Denk et al. 1990; Zipfel et al. 2003a; 
Helmchen and Denk 2005). Additionally, multiphoton excitation has the unique 
ability to generate fluorescence from intrinsic molecules (e.g., NADH, flavins) as
well as produce harmonic generations (e.g., second harmonic generation (SHG) &
third harmonic generation (THG)) within tissues, thereby producing real-time
images of unprocessed, unstained tissues with resolution and detail comparable to 
gold standard histology (Makino et al. 2012; Jain et al. 2012; Pavlova et al. 2012; 
Zipfel et al. 2003b). Table 15.1, details the types of tissue components that can be 
visualized using multiphoton excitation of intrinsic emitters, while Table 15.2 and 
Fig. 15.1 provide a comparison between multiphoton imaging and histology. 
Furthermore, multiphoton microscopy has demonstrated the ability to accurately 
identify a variety of lesions within tumor-laden tissues in a manner comparable to 
conventional histopathological analysis (Makino et al. 2012; Jain et al. 2012; 
Pavlova et al. 2012).

Table 15.2 Tissue components visualized by histopathology and multiphoton excitation of 
intrinsic emitters (Rivera 2013)

Histopathological stain
Multiphoton imaging of 
unstained tissue

Cell nuclei Hematoxylin, Masson’s Trichome, Van 
Gieson, Iron Hematoxylin

Dark-appearing, no 
fluorescence

Cell cytoplasm Eosin, Masson’s Trichome, Van Gieson, 2PE, 3PE
Collagen fibers Eosin, Masson’s Trichome, Van Gieson,

Periodic Acid-Schiff
SHG, THG

Elastic fibers Weigert’s, Orcein’s, Verhoeff’s 2PE, THG
Striated 
muscle

Hematoxylin & Eosin, Masson’s Trichome, 
Iron Hematoxylin

2PE, SHG, THG

Blood cells RBC’s: Giesma, Eosin, Masson’s Trichome,
Iron Hematoxylin

THG (RBC’s & WBC’s)

WBC’s: Giesma, Hematoxylin & Eosin
Myelin Hematoxylin & Eosin, Iron Hematoxylin THG

15 Intravital Multiphoton Endoscopy
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a b

c

e f

d

Fig. 15.1 Common tissue components visualized via histology and multiphoton excitation of 
intrinsic emitters. (a, b) Comparison of cell nuclei & cytoplasm: liver hepatocytes radiating out-
ward from a central vein (V). (a) H&E, the nuclei (N, blue) and cytoplasm (pink) of the hepato-
cytes are visible. (b) MPM, the nuclei (N) of the hepatocytes appear black (non-fluorescent), while 
the cytoplasm is brightly fluorescent via 2PE (green pseudocolor) (Makino et al. 2012). (c, d) 
Elastin & collagen comparison: artery in cross-section, displaying characteristic layers of the 
artery wall. (c) Trichome w/Verhoeff’s elastic stain, elastic fibers (black) and collagen fibers (pink) 
are visible. (d) MPM, 2PE of elastin (red pseudocolor) and SHG of collagen (green pseudocolor) 
are visible (Zipfel et al. 2003a). (e, f) Striated muscle comparison: longitudinal images of cardiac 
muscle cells, where the characteristic striations (i.e., vertical banding pattern) are visible. (e) H&E, 
the nuclei (N, blue) and extensive cytoplasm (pink) of the myocytes are visible (Young et al. 2006). 
(f) MPM, the nuclei (N, black) and extensive cytoplasm (2PE of NADH, red pseudocolor) of the 
myocytes are visible along with collagen connective tissue components (SHG, green pseudocolor) 
(Zipfel et al. 2003a)
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311

The ability to acquire diagnostic quality images solely from intrinsic tissue 
 fluorophores and harmonic generations is a significant advantage for multiphoton 
imaging because to date, few contrast agents have been approved for use in live 
patients due to dye toxicity concerns. Additionally, multiphoton imaging of intrinsic 
fluorophores can provide valuable spectroscopic information in terms of changes in 
the intensity and emission wavelength as tissues develop abnormalities (Pavlova 
et al. 2012; Zipfel et al. 2003b). Therefore, multiphoton endoscopes (MPEs) that 
enter the body via a natural orifice or a small surgical incision and are capable of 
providing real-time, cellular level images from unstained tissues would be valuable 
clinical tools. These endoscopes could be used clinically to provide real-time surgi-
cal margin assessment during tumor resection, and serve as either guides or replace-
ments (i.e., optical biopsy) for conventional biopsies.

15.1.4  Multiphoton Endoscopy

A challenge faced in the realization of a clinically useful multiphoton endoscope is 
achieving multiple imaging parameters (e.g., high resolution, fast frame rates, large 
field of view (FOV), axial sectioning, etc.) within a compact device size that is suit-
able for minimally invasive procedures. High spatial resolution is necessary to 
resolve cellular details within tissues that can be used to assess the tissue health state. 
A large image FOV is useful so that a clinician can survey a large region of tissue
and identify sites of interest. Fast frame rates are necessary to mitigate in vivo motion 
artifacts that are caused by natural bodily functions (e.g., respiration, heart beats, and 
smooth muscle contractions) and can be generated using distal resonant optome-
chanical structures. Finally, axial sectioning is valuable for clinical diagnostics since 
it enables the visualization of informative three-dimensional structural tissue details.

To date, several research groups have developed multiphoton endoscopes 
(Engelbrecht et al. 2008; Myaing et al. 2006; Wu et al. 2009a, 2010; Le Harzic et al. 
2008; Sawinski and Denk 2007; Helmchen et al. 2001; Bao et al. 2008; 
Piyawattanametha et al. 2006; Piyawattanametha et al. 2009; Tang et al. 2009; Hoy 
et al. 2011). These devices consist of a distal miniaturized scanning mechanism and 
lens assembly that are encapsulated in a protective outer housing. The current gen-
eration of distally scanned endoscopic instruments is progressing towards reducing 
instrument size while improving instrument performance, however, limitations of 
the current generation of endoscopes do exist including: non-uniform laser scanning 
(Engelbrecht et al. 2008; Myaing et al. 2006; Wu et al. 2009a, 2010), slow frame 
rates (Le Harzic et al. 2008; Sawinski and Denk 2007; Helmchen et al. 2001; Bao
et al. 2008), large device sizes (Bao et al. 2008; Piyawattanametha et al. 2006; 
Piyawattanametha et al. 2009; Tang et al. 2009; Hoy et al. 2011), and slow axial 
sectioning (Wu et al. 2010; Le Harzic et al. 2008; Helmchen et al. 2001; Bao et al.
2008; Piyawattanametha et al. 2009). To date, these devices have been unable to 
demonstrate the ability to acquire in vivo images of tissues solely from intrinsic 
fluorescence and harmonic generation. Table 15.3 displays a comparison between 
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current MPEs and the instruments described in this chapter. The majority of the 
limitations of current MPEs are in part due to the design of the distal scan mecha-
nisms. Within these endoscopes, various distal miniaturized scanners have been 
demonstrated, including resonant-based (e.g., spiral (Engelbrecht et al. 2008; 
Myaing et al. 2006; Wu et al. 2009a, 2010) or Lissajous (Helmchen et al. 2001) scan 
pattern) and non-resonant-based cantilever fiber scanners (Le Harzic et al. 2008; 
Sawinski and Denk 2007; Bao et al. 2008) as well as microelectromechanical sys-
tems (MEMS) scanning mirrors (Piyawattanametha et al. 2006; Piyawattanametha 
et al. 2009; Tang et al. 2009; Hoy et al. 2011).

Of these scanners, the resonant-based spiral scanners are most successful in
terms of high performance optomechanical design (Brown et al. 2006) resulting 
small dimensions (e.g., scanner outer diameter (o.d.) ≈ 1, rigid distal tip ≈ 12 mm) 
and fast image acquisition speeds [e.g., 8 frames/s with 512×512 pixels per frame,
approximately 200-μm diameter field-of-view (FOVxy)] (Engelbrecht et al. 2008; 
Lee et al. 2010). However, spiral scanners are limited and in multiphoton imaging 
applications by non-uniform spatial coverage and sampling time, in comparison to a 
raster scanner, resulting in the acquisition of images that are highly uneven in terms 
of the two-photon excitation generated throughout the frame. For example, the pixel 
dwell time of a typical spiral scanner is non-uniform with differences as high as 800
times between the center and periphery of the scan (Engelbrecht et al. 2008), mean-
ing that the power at the periphery must be much higher (>10×) than that at the 
center to achieve equivalent two-photon excitation throughout the image frame.

Although a raster scan pattern provides a more uniform spatial coverage, current 
miniaturized fiber raster scanners are limited in terms of their physical dimensions and/
or scan speeds. Le Harzic et al. previously demonstrated a piezodriven X-Y scanner
(length=34 mm, width=1.9 mm) capable of a uniformly sampled FOVxy up to 420 μm 
by 420 μm, but this device is limited by its frame rate (i.e., 0.1 frames⁄s with 
512 × 512 pixels per frame) and size (i.e., 1 cm outer diameter) (Le Harzic et al. 2008). 
Sawinski and Denk demonstrated a piezo lever fiber raster scanner, however this device 
is also limited by its frame rate (i.e., up to 0.5 frames/s with 512 × 512 pixels) and size 
(i.e., all dimensions >1 cm) (Sawinski and Denk 2007). Additionally, Bao et al. dem-
onstrated a fiber raster scanner that is driven by an electromagnetic tuning fork (length 
=43 mm, width=5 mm), resulting in a uniformly sampled FOVxy up to 475 μm by 
475 μm, but this device is also limited by its frame rate (i.e., 0.8 frames⁄s with
1,024×1,024 pixels per frame) (Bao et al. 2008). Slow image acquisition speeds and 
large device sizes are not ideal for minimally invasive, in vivo imaging procedures. 
Recently, MEMS scanning mirrors have been developed as an alternative to optical 
fiber scanning, capable of fast raster (Piyawattanametha et al. 2006, 2009; Tang et al. 
2009) and Lissajous scanning (Hoy et al. 2011). Although 2D MEMS scanning mirrors 
with miniature dimensions (e.g., 750 × 750 μm mirror size) have demonstrated fast line 
acquisition rates on the order of 1–3 kHz, the overall miniaturization of these MEMS 
scanners (i.e., their probe O.D.s) is limited by the die size of the actuator, which is typi-
cally 3 × 3 mm (Piyawattanametha et al. 2006, 2009; Hoy et al. 2011). To that end, 
MPEs that use MEMS scanners have device dimensions ~1 cm or greater, which is not 
ideal for minimally invasive procedures within a live patient (Piyawattanametha et al. 
2006, 2009; Tang et al. 2009; Hoy et al. 2011). As stated previously, axial sectioning is 
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a useful ability for a MPE. To date, axial sectioning in flexible MPEs has been achieved 
through the use of built-in one-dimensional actuators (e.g., shape memory alloys, DC 
motors) that mechanically move the two-dimensional scanner and optics within the 
distal housing (Wu et al. 2010; Le Harzic et al. 2008; Helmchen et al. 2001; Bao et al.
2008; Piyawattanametha et al. 2009). However, these one-dimensional actuators are 
slow and add additional size to the endoscopes. During in vivo imaging, tissues move 
rapidly in three dimensions relative to the imaging device due to natural bodily move-
ments. Therefore, ideally an MPE should acquire multiple axial sections simultane-
ously to acquire meaningful 3D images from live tissues.

In this work, we detail our efforts to improve upon the shortcomings of current MPEs, 
and develop endoscopes that are capable of translating the benefits of multiphoton 
microscopy into the clinic. We will focus predominately on three different approaches:

 1. A compact and flexible raster scanning MPE (Rivera et al. 2011, 2012a, b; Brown
et al. 2012),

2. A rigid GRIN needle based MPE (Huland et al. 2012, 2013),
3. A dual modality MPE with variable magnification and field of view (Ouzounov

et al. 2013a, b).

In summary, this work describes our efforts to develop clinically useful, compact 
multiphoton endoscopes capable of providing a minimally invasive, real-time 
 diagnosis of a patient’s tissue health state.

15.2  Compact and Flexible Raster Scanning MPE

15.2.1  Introduction

A number of groups have demonstrated miniaturized instruments capable of 
confocal, optical coherence tomography (OCT), TPF, and SHG imaging
(Engelbrecht et al. 2008; Myaing et al. 2006; Wu et al. 2009a, b, 2010; Le 
Harzic et al. 2008; Sawinski and Denk 2007; Helmchen et al. 2001; Bao et al.
2008; Piyawattanametha et al. 2006, 2009; Tang et al. 2009; Hoy et al. 2011; 
Seibel and Smithwick 2002; Hendriks et al. 2011; Goetz et al. 2007; Dickensheets 
and Kino 1996; Hofmann et al. 1999; Fu et al. 2007). The primary constituents 
of these devices are typically a miniaturized scanning mechanism and lens 
assembly that is encapsulated in a protective housing with dimensions suitable 
for minimally invasive procedures (i.e. a probe outer diameter on the order of a 
few millimeters with a rigid length of several centimeters). Within these micro-
endoscopes, various distal miniaturized scanners have been demonstrated, 
including resonant-based [e.g., Lissajous (Helmchen et al. 2001; Wu et al. 
2009b) or spiral (Engelbrecht et al. 2008; Myaing et al. 2006; Wu et al. 2009a; 
Seibel and Smithwick 2002; Hendriks et al. 2011) scan pattern] and non-reso-
nant-based cantilever fiber scanners (Le Harzic et al. 2008; Sawinski and Denk 
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2007; Hendriks et al. 2011; Goetz et al. 2007) as well as microelectromechani-
cal systems (MEMS) scanning mirrors (Piyawattanametha et al. 2006, 2009; 
Tang et al. 2009; Dickensheets and Kino 1996; Hofmann et al. 1999; Fu et al. 
2007). Of these scanners, the resonant-based spiral scanners are the most suc-
cessful in terms of their miniaturized dimensions (e.g., o.d. ≈ 1 mm) and fast 
image acquisition speeds [e.g., 8 frames⁄s with 512 × 512 pixels per frame,
approximately 200-μm diameter field-of view (FOVxy)] (Engelbrecht et al.
2008); however, these resonant devices are fundamentally limited by non-uni-
form spatial coverage and sampling time in comparison to current miniaturized 
raster scanners. Current miniaturized raster scanners are, however, limited in 
terms of their physical dimensions and/or scan speeds. Slow image acquisition 
speeds are not ideal because of the motion artifacts typically faced in real-time 
in vivo clinical imaging environments. Additionally, although 2D MEMS scan-
ning mirrors with miniature dimensions (e.g., 750 × 750 μm mirror size) have 
recently demonstrated fast line acquisition rates on the order of 1–3 kHz, the 
overall miniaturization of these MEMS scanners (i.e. probe o.d.) is limited by 
the die size of the actuator, which is typically 3 × 3 mm (Piyawattanametha et al. 
2006; Tang et al. 2009).

Here, we present an endoscope that utilizes a miniaturized resonant/nonreso-
nant cantilever fiber raster scanner design that is compact (width/thickness 
≤1 mm, total length ≈ 2.6 cm), achieves ≥650 μm fiber-tip deflection for both 
the resonant and non-resonant axes, and allows for imaging at approximately 
4.1 frames/s (512 × 512 pixels). The fiber scanner’s small dimensions enable it 
to be packaged along with a miniaturized high N.A. gradient-index (GRIN)
assembly to form a compact and flexible TPF/SHG endoscope, with an outside
diameter of 3 mm and a rigid length of 4 cm. The temporal pulse widths at dif-
ferent endoscope output  powers were characterized as well as the imaging reso-
lution of the device. Finally, we demonstrate that our multiphoton endoscope 
prototype is able to obtain ex vivo and in vivo tissue images solely based on 
intrinsic fluorescence and SHG signal. These results show the potential for our
endoscope prototype to be used as a real-time in vivo diagnostic tool for medi-
cal diagnostics.

15.2.2  Design and Characterization

15.2.2.1  Miniaturized Raster Scanner

The miniaturized fiber raster scanner is driven by high-performance two-layer 
piezoelectric actuators or bimorphs (T215-A4CL, Piezo Systems, Inc.). These 
bimorphs are suitable for the fabrication of a miniaturized scanning mechanism 
because of their small dimensions (e.g., width = 0.5–1 mm, thickness = 380 μm) 
and ability to achieve deflection on the order of hundreds to thousands of microns. 
In our device, two bimorphs are aligned such that their bending axes are 
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perpendicular to each other and serve as the resonant and non-resonant drivers for 
the lateral X-Y scanning. A commercial double clad optical fiber (DCF
SM-9/105/125-20A, NuFern) is mounted as a cantilever onto these axes and is
driven resonantly in one dimension and non-resonantly in the other. The DCF has 
a core, inner cladding, and an outer cladding with diameters of 9, 105, and 125 μm, 
respectively. The length of the cantilevered DCF that would enable high speed 
resonant scanning on the order of 1 kHz was determined from (Kinsler et al. 
1982):
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where E is the Young’s modulus (silica), ρ is the density (silica), R is fiber radius, 
L is the cantilever fiber overhang length, and β is a constant that is dependent upon 
the boundary conditions of the cantilever and the vibration mode number. In our 
calculation, we use the boundary condition of a fixed-free cantilever beam and the 
zeroth- order vibration mode (β ≈ 3.52). From this calculation, we chose a fiber 
overhang length of approximately 9 mm for our scanner resulting in a measured 
resonant frequency of 1.05 kHz. A 3-mm length piezo bimorph was sufficient to 
provide a fiber-tip deflection range of over 1 mm at a peak-to-peak drive voltage 
(Vpp) of 50 V. In order to achieve large non-resonant fiber-tip deflection, while 
minimizing the overall rigid length of the cantilever, we optimized the active 
length of the nonresonant piezo bimorph using the following equation:
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where D is the non-resonant fiber-tip deflection (μm), c is a proportionality constant, 
L1 is the free length of the non-resonant piezo bimorph, and L2 is the total length of 
the resonant piezo bimorph and the overhang length of the optical fiber (i.e., 12 mm). 
Using this calculation as a guide, we chose a non-resonant piezo length of 14 mm, 
which theoretically predicted deflection up to 763 μm at 200 Vpp. Although the appli-
cation of relatively high voltage to the piezo bimorphs is necessary for high fiber-tip 
deflection (i.e., 200 Vpp to achieve non-resonant fiber-tip deflection up to 650 μm), 
we note that the electrical current within these bimorphs is small, with estimated cur-
rents of 30 and 1 μA for the resonant and non-resonant bimorphs, respectively.

It should be noted that in order to generate a purely linear fiber-tip motion in 
our resonant axis with minimal displacement out of the plane of actuation, we 
incorporated a small stiffening rod into the scanner to break the cylindrical sym-
metry of the optical fiber. Additionally, we note that our scanner has the ability 
to arbitrarily position the resonant axis line-scans in a direction orthogonal to the 
non-resonant axis by applying a dc offset voltage to the non-resonant bimorph. 
This may be of clinical use for measuring fast, dynamic physiological 
phenomena.
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15.2.2.2  Three-Millimeter Outer Diameter Multiphoton Endoscope

The prototype miniaturized raster scanner has a width/thickness ≤1 mm, a total 
length of approximately 2.6 cm, and is capable of fiber-tip deflection of 
1.0 mm × 0.65 mm. The small width and thickness of the scanner allow it to be pack-
aged, along with a commercial multi-element GRIN lens assembly (GT-MO-
080-018-810, GRIN-TECH), into a waterproof stainless steel housing with an outer
diameter of 3 mm and a rigid length of 4 cm. The 0.8-N.A. GRIN assembly has a
total length of 7.62 mm and is protected by a 1.4-mm o.d. stainless steel housing. 
The miniature size of the scanner and lens assembly enable the distal end of the 
endoscope to have dimensions that are well suited for a minimally invasive probe. 
Figure 15.2a shows a mechanical assembly diagram of the distal end, and Fig. 15.2b 
shows a photograph of the external protective housing that encapsulates the minia-
turized scanner and lens assembly. Within the protective housing, the double-clad 
fiber tip is centered laterally and separated approximately 200 μm axially from the 
1-mm diameter back aperture of the GRIN assembly (Fig. 15.2c). For endoscopic 
imaging, a tabletop setup is used (Fig. 15.2d).

15.2.2.3  Pulse Characterization

We pre-compensate the fiber dispersion by imposing an appropriate quadratic chirp 
on the input pulses with a rotating cylindrical lens and grating (Le Harzic et al. 
2008), which has the advantage of allowing continuous tuning of the second-order 
dispersion over a large range without perturbing the spatial alignment. Figure 15.3a 
shows the second order autocorrelation traces of the initial laser output as well as at 
50-mW output from our endoscope. We are able to achieve a 290-fs pulse width at 
50-mW output from the core of the DCF. The measured optical spectra are shown 
in Fig. 15.3b. The characteristic spectrum narrowing due to the optical nonlinearity 
and the normal dispersion of the fiber is clearly visible. Figure 15.3c shows the 
measured pulse widths over a range of endoscope power outputs. These results are 
in close agreement with numerical simulations based on the nonlinear Schrodinger’s 
equation (Sawinski and Denk 2007).

15.2.2.4  Optical Resolution

The lateral and axial resolutions of our device are characterized by the transmis-
sion image of a high-resolution United States Air Force (USAF) test target and 
the axial response of the two-photon excited fluorescence signal from a 500-nm 
thin film of Rhodamine B (RhB) dye, respectively. Figure 15.4a shows a trans-
mission image of a high-resolution USAF test target, where the smallest line-
width group (group 9) is displayed. The group 9 elements have line widths 
ranging from 977 nm (group 9, element 1) down to 775 nm (group 9, element 3) 
and are all discernible in this image. Figure 15.4b shows an inverted 
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components of the distal end. 
(d) Tabletop endoscope 
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line-intensity profile across the vertical lines in group 9, element 1. Given the
line widths of 977 nm and the measured peak-to- trough ratio of 0.46, we deter-
mine a one-photon lateral resolution of approximately 1.1 μm full width at half 
maximum (FWHM), which corresponds to a two-photon lateral resolution of 
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approximately 0.8 μm (FWHM). Figure 15.4c shows the intensity profile pro-
duced as a result of stepping a 500-nm RhB thin film axially through the focal
plane of the endoscope prototype. The FWHM of the intensity profile is approxi-
mately 10 μm. Using the magnification of the endoscopic lenses (M = 1⁄4.8) and
the measured mode field diameter (MFD) of the DCF (MFD ≈ 9.1 μm at 800 nm),
the theoretical two-photon lateral and axial resolutions are approximately 0.8 μm 
(FWHM) and 9.4 μm (FWHM of the thin film response), respectively. The dem-
onstrated lateral and axial resolutions should be sufficient for resolving 
 subcellular details in biological tissues.

15.2.2.5  Scan Uniformity Characterization

A raster scan pattern is superior to a spiral or Lissajous scan pattern because of the 
uniformity in its spatial scan pattern and pixel dwell time throughout the sample. In 
order to demonstrate the high uniformity in our raster scanner, Fig. 15.5a shows a 
transmission image of a 400 line-pair per mm (LP/mm) Ronchi ruling, without any 
image processing. The large deflection range in the resonant scan is evident by the 
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appearance of the black regions on the horizontal edges of Fig. 15.5a, which indi-
cate that the fiber tip is scanning well past the 1-mm back aperture of the GRIN lens.
The visible FOVxy that is contained within the GRIN lens is approximately
208×110 μm. We measured the line widths horizontally across the Ronchi ruling as 
shown in Fig. 15.5b. Over a horizontal range of approximately 110 μm, there is a 
line-width deviation of approximately ± 7.5 %. Thus, a uniform pixel dwell time 
over a reasonably large FOVxy (110×110 μm) can be achieved (dashed region 
within Fig. 15.5a).

In the Ronchi ruling image (Fig. 15.5a), it is apparent that the 1.25 μm width 
vertical lines do not appear to be perfectly straight throughout the entire image. This 
imperfection is attributed to a slight variation in our scanner's resonant deflection, 
which is dependent upon the non-resonant scan position. Although it leads to image 
distortions if uncorrected, such an imperfection has negligible impact on the sam-
pling uniformity of the scanner. We observe that the variation in the resonant axis 
deflection is consistent, stable and repeatable between frames for given drive param-
eters (i.e., drive frequency and applied voltage to the piezos). The repeatability of 
the scan pattern enables us to develop an image remapping algorithm to correct the 
original unprocessed Ronchi ruling image (see Fig. 15.5c for the corrected Ronchi 
ruling image), which can then be applied to correct subsequently acquired images 
(e.g., Fig. 15.5d).
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For comparison, the pixel dwell time of a typical spiral scanner is nonuni-
form with differences as high as 800 times between the center and periphery of
the scan (Friedl et al. 2007). It is impractical to compensate for such large scan 
nonuniformities with power modulation because of the following factors: (i) To 
achieve equivalent two-photon excitation between the center and periphery of the 
spiral scan, the power at the periphery must be much higher (>10×) than that at the 
center; a single dispersion compensation setup cannot provide optimal compensa-
tion over such a large power variation because of the nonlinear pulse broadening 
effects within the optical fiber (see Fig. 15.3c). (ii) The high power levels required 
at the periphery of the spiral scan will add significant cost and complexity to the 
laser source, and may preclude the use of fiber-based laser sources, which are widely 
considered to be an ideal source for use in the clinical setting because of their 
robustness, small footprint, and low cost.

15.2.2.6  Ex Vivo Intrinsic Fluorescence Imaging

An ideal optical diagnostic tool will acquire high-quality images with minimal 
frame averaging and without tissue staining or processing. The use of tissue stain-
ing, although common for ex vivo imaging (e.g., in the laboratory setting), is not 
ideal for many in vivo clinical imaging applications; therefore, we demonstrate the 
potential of our device to be used as an in vivo imaging instrument by acquiring 
intrinsic TPF/SHG signal from label-free ex vivo mouse tissue. Because of the ras-
ter scanner’s highly uniform pixel dwell time, minimal frame averaging was neces-
sary in order to obtain high quality images. Figure 15.6a shows unaveraged ex vivo 
images of SHG from collagen fibers taken from a mouse tail at three representative
depths within the tissue. In these images, individual strands are discernible. 
Figure 15.6b shows unaveraged intrinsic fluorescence images of ex vivo mouse lung 
at different depths where anatomical details such as the alveolar walls and lumens 
are visible. Figure 15.6c shows five frame-averaged images at three different axial 
depths of the two-photon excited intrinsic fluorescence from ex vivo mouse colon 
tissue. Mouse colon tissue consists of closely packed tubular glands (crypts) cov-
ered by a layer of columnar absorptive cells and mucus secreting goblet cells. The 
cellular structures in Fig. 15.6c represent the intrinsic fluorescence emitted from 
these epithelial cells. The morphological details present in the unstained images 
displayed in Fig. 15.6 indicate that our prototype shows potential for future clinical 
use. No tissue damage was observed during the course of the ex vivo imaging ses-
sion, and the imaging conditions were comparable to those shown by other investi-
gators to have negligible tissue mutagenicity (Helmchen et al. 2001). For comparison, 
we imaged two-photon excited intrinsic fluorescence from ex vivo mouse tissue 
using a commercial multiphoton microscope (Fluoview FV1000D, Olympus).
Figure 15.7 shows unstained images acquired from both systems at comparable 
depths within the tissue. This figure was obtained with comparable amounts of two- 
photon excited fluorescence at the sample per frame in each system. These images 
demonstrate that the multiphoton endoscope is capable of acquiring images of ana-
tomical features that are similar in appearance to those obtained from a conven-
tional multiphoton microscope.
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15.2.3  In Vivo Imaging of Unstained Tissues

15.2.3.1  In Vivo Imaging Setup

In this experiment, the imaging apparatus was housed inside a light-tight enclosure to 
reduce background signal detected by the device (Fig. 15.8). Inside the enclosure, 
MPME position was controlled remotely by mounting the device on a flexible arm 
(FLEX- BAR Positioning Arm, Flexbar Machine Corp.) allowing for six degrees of

a1 a2 a3

b1 b2 b3

c1 c2 c3

Fig. 15.6 TPF/SHG images of ex vivo mouse tissue. (a) Unaveraged SHG images of mouse tail
tendon at 10, 20, and 30 μm from the surface. (b) Unaveraged intrinsic fluorescence images of 
mouse lung at 50, 60, and 70 μm from the tissue surface. In b1, alveolar walls (w) and lumens (a) 
are clearly visible; in b2, a bronchiole (b) is distinguishable. (c) Five frames averaged intrinsic 
fluorescence images of mouse colon at 35, 45, and 55 μm from the surface. In c1, enterocytes (e) 
are visible; in c2, crypts (c) and goblet cells (g) are present. Scale bars, 10 μm. All images were 
acquired at 4.1 frames⁄s, 800-nm excitation, and the uniformly sampled FOVxy of approximately
110 × 110 μm is displayed. For the images in a, the power at the sample is approximately 30 mW; 
for the images in b and c, the power at the sample is 75 mW (Rivera et al. 2011)
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freedom of gross movement. The flexible arm was mounted on a precision motorized 
micromanipulator (MP-285, Sutter Instrument Co.) allowing for submicron XYZ axis
motion control of the endoscope. An infrared (IR) imaging system was used to assist 
with navigation of the endoscope and monitor the respiration rate of the anesthetized rat 
to ensure normal breathing during the imaging procedure. The imaging system used two 
IR (illumination wavelength 940 nm) LEDs (M940L2, Thorlabs) to illuminate the ani-
mal while acquiring images from two CCD camera systems. Illumination light from the 
IR LEDs was blocked from the MPME PMTs using a short-pass filter (FF01-720/SP-25, 
Semrock). The IR filter, combined with the poor quantum efficiency of the PMTs at the 

a1 a2

b1 b2

a

b

Fig. 15.7 Imaging comparison between the multiphoton endoscope and a commercial  multiphoton 
microscope. (a) Unaveraged intrinsic fluorescence images of ex vivo mouse lung. a1 shows the 
image acquired from the multiphoton endoscope, and a2 shows the image acquired from the 
Olympus multiphoton microscope. (b) Five frames averaged intrinsic fluorescence images of 
ex vivo mouse colon. b1 shows the image acquired from the multiphoton endoscope, and b2 shows 
the image acquired from the Olympus multiphoton microscope. Scale bars, 10 μm. Comparable 
amounts of two- photon excited fluorescence at the sample per frame were maintained in each 
system. The displayed images were acquired with 800-nm excitation and a FOVxy of approxi-
mately 110 μm × 110 μm (Rivera et al. 2011)
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IR illumination wavelength, allowed for simultaneous MPME and IR widefield imaging 
during the experimental procedure. Together, the two IR imaging systems allowed for 
10× and 2× magnification IR imaging of the device and anesthetized rat (Fig. 15.9).

15.2.3.2  Animal Preparation for In Vivo Imaging

A male rat (250–350 g, Sprague–Dawley, Charles River Laboratories International, 
Inc.) model was used in this experiment. Prior to surgery, the rat was sedated in an 
induction chamber with a gas anesthetic (~5 % isofluorane-oxygen mixture). After 
reaching the appropriate level of sedation for surgery, the animal was fitted with a 
nose cone to maintain the sedation (~2–3 % isofluorane-oxygen mixture), placed on 
a temperature-controlled heat pad (set to 36 °C) to maintain body temperature and 
mechanically restrained in a dorsal recumbent position. A small ventral-midline 
abdominal incision was made to expose the internal organs to the MPME. After 
imaging the kidney and the liver, a second incision was made in the colon to expose 
its inner surface to the device. Prior to imaging each organ, the organ was isolated 
then elevated with tongue depressors to reduce motion artifact (Fig. 15.9). The 
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Fig. 15.9 Infrared camera images: (a) 10× view of 3 mm OD endoscope acquiring in vivo kidney
image; (b) 2× view of rat and mounted endoscope (Brown et al. 2012)
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endoscope was then maneuvered into position for image acquisition using the flex-
ible arm and micromanipulator. A total of 10 rats were imaged using these proce-
dures. After the initial iterations, we achieved a consistent procedural throughput 
for the last several runs where the entire imaging session (e.g., imaging kidney, 
liver, and colon) required approximately 40 min. All animal procedures were con-
ducted in accordance with a Cornell University Institutional Animal Care and Use 
Committee approved protocol and relevant standard operating procedures.

15.2.3.3  In Vivo Results, Discussion and Conclusion

During the in vivo imaging sessions, the image plane of the MPME was positioned 
~20 to 30 μm below the tissue surface to obtain the en face unstained, unaveraged 
in vivo MPME images shown in Figs. 15.10 and 15.11. Due to axial motion of the 
live tissue relative to the MPME image plane, images acquired may be above or 
below this depth. The recognizable tissue features were highly consistent in all 
imaged rats. These images show many features that are recognizable in histological 
tissue samples (Gartner and Hiatt 2007). Figure 15.10a shows an image of intrinsic 
fluorescent signal in the rat kidney. In this image, optical cross-sections of tubular 
nephrons are visible in the periphery of the organ along with features such as cells, 
renal tubules, renal interstitium, and renal lumen. Figure 15.10b shows an image of 

a b

Fig. 15.10 Unaveraged, unstained multiphoton endoscope images of rat kidney and colon. Images 
show intrinsic fluorescence emission (420–690 nm): (a) Image of superficial kidney renal cortex, 
approximately 20 μm below the surface of the organ showing epithelial cellular nuclei (N) 5 to 
10 μm in diameter, renal tubules (RT) composed of epithelial cells, renal interstitium (RI)—the 
loose connective tissue and vascular supply in the kidney, and renal lumen (L) inside the renal 
tubules; (b) image 20–30 μm below the surface of the interior colon showing a cross-sectional 
view of a crypt (C) and a variety of enterocyte cells lining the intestine (E). Note that dark cellular
nuclei are viewable in many of these cells (Brown et al. 2012)
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intrinsic fluorescent signal from the interior wall of the rat colon. This image shows 
an optical cross-section of a colon crypt. Figure 15.11a and 15.22b show intrinsic 
fluorescence (pseudocolored green) and SHG (gray) images ~20–30 μm below the 
surface of the rat liver. These images show hepatocytes (i.e., functional liver cells) 
surrounded by a collagenous tissue capsule. The hepatocytes are arranged in cords, 
forming structural units. The blood-filled spaces between the cords are sinusoids. 
Since blood is a strong light absorber, we see an absence of intrinsic signal in the 
sinusoid. Strong SHG signal can be seen in the septa of the liver. Images in
Figs. 15.10 and 15.11 were interpreted with the assistance of a certified pathologist. 
When imaging kidney, liver, and colon tissue with this device, over ~75 % of 
recorded images were free of streaking or warping of features within the image 
frame even though the organ moves relative to the MPME due to respiration and 
cardiac motion. This can be credited to rigid mounting of the endoscope during 
image acquisition, isolating tissue while imaging, the 4.1 frame/s image acquisition 
speed, and the high uniformity of the resonant-nonresonant fiber scanner. The dem-
onstrated device can be further improved by achieving faster frame rates with high 
signal-to-noise ratio, distal axial sectioning, larger image FOVs while maintaining
high-image resolution, and decreasing the device size. Several developments can be 
used to address these issues and are discussed below. For example, by incorporating 
lensed fibers a larger FOV can be achieved in a miniature endoscope (Rivera et al.
2012a). Furthermore, a higher frame rate and axial sectioning can be achieved by 
incorporating a multifocal approach in the MPME (Rivera et al. 2012b). To the best 

a b

Fig. 15.11 Unaveraged, unstained multiphoton endoscope images of rat liver located approxi-
mately 20 μm below organ surface. The pseudo-color images show grey SHG signal (<405 nm)
and green intrinsic fluorescent emission (420 to 690 nm). (a) Liver image shows 20–30 μm diam-
eter hepatocytes with a dark 5–10 μm diameter nucleus (N) and bright surrounding cytoplasm (C), 
hepatic chords (HC) composed of chains of hepatocytes, and a hepatic sinusoid (HS)—the blood 
filled space between hepatic chords. (b) Liver image shows features including: bile ductile (BD),
bile salts (BS), septa (S)— a fine fibrillar connective tissue that covers the surface of the hepato-
cytes, and a hepatic venule (HV) (Brown et al. 2012)
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of our knowledge, this research demonstrates the first multiphoton images from 
unstained tissue in a live animal using a compact and flexible MPME device. These 
images show many of the features that are commonly seen in biopsied histopathol-
ogy slides from these tissues, indicating the potential of the MPME device for 
in vivo diagnostics of tissue health.

15.2.4  Multifocal Multiphoton Endoscope

15.2.4.1  Introduction

To achieve fast frame rates necessary to mitigate in vivo motion artifacts and to 
provide high procedural throughputs, these endoscopes use miniaturized two 
dimensional scanners capable of fast scan speeds. Although a variety of miniatur-
ized scanners have been demonstrated, the resonantly actuated, single optical fiber, 
spiral scanners have been the most successful due to their small size and ability to 
achieve fast scan speeds (e.g., 8 Hz with a 200 μm diameter field of view (FOV),
512 × 512 pixels) (Engelbrecht et al. 2008). However, while increasing the resonant 
frequency of a single optical fiber enables fast frame rates, this also decreases the 
amount of two-photon excited fluorescence per image frame, which results in a low 
signal-to-noise ratio (SNR) per frame. Although SNR is improved by frame averag-
ing, this reduces the effective frame rate for image acquisition. To achieve axial 
sectioning within tissue, endoscopes require distal mechanical motion. Axial sec-
tioning is valuable for clinical diagnostics since it enables the visualization of infor-
mative three-dimensional structural tissue details. To date, axial sectioning in 
flexible multiphoton endoscopes has been achieved through the use of built-in one- 
dimensional actuators (e.g., shape memory alloys, DC motors) that mechanically 
move the two-dimensional scanner and optics within the distal housing (Wu et al. 
2010; Helmchen et al. 2001; Bao et al. 2008). However, these one-dimensional 
actuators are slow and pose limitations to overall device miniaturization.

To obtain a multiphoton endoscope capable of a fast frame rate without reducing 
the SNR per frame and axial sectioning, we translate a well-established technique of
microscopy, multifocal multiphoton microscopy (MMM) (Bewersdorf et al. 2006; 
Kim et al. 2007; Carriles et al. 2008), into a multifocal multiphoton endoscope 
(MME). The demonstrated MME is capable of longitudinal parallel image acquisi-
tion, while maintaining good SNR per frame. Multiple focal points are achieved by
incorporating three parallel but axially offset double clad fibers (DCF) into a previ-
ously demonstrated miniaturized raster scanner (Rivera et al. 2011). This fiber array 
scanner is paired with a high NA gradient index (GRIN) lens assembly. The fabri-
cated MME prototype has an outer diameter (o.d.) of 3 mm with a rigid distal length 
of 4 cm. It achieves lateral and axial resolutions, for two-photon imaging, of 0.8 and
10 μm, respectively, matching our previous results (Rivera et al. 2011). For a proof 
of principle, we demonstrate simultaneous axial image acquisition (4 frames/s per 
focal plane) at three depths by obtaining images of ex vivo mouse lung solely from 
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the intrinsic signal of endogenous tissue fluorophores. To the best of our knowledge, 
this is the first endoscope to demonstrate spatial multiplexing.

15.2.4.2  MME Fabrication and Specifications

The primary constituents of the MME are a miniaturized multi-fiber raster scanner 
and a commercial 1.4 mm o.d. GRIN lens assembly (GT-MO-080-018-810,
GRINTECH). The miniature raster scanner is fabricated by mounting three DCFs
(SM-9/105/125-20A, NuFern) onto two piezo bimorphs, with perpendicular bend-
ing axes. The DCFs are bonded alongside each other to form a rectangular fiber 
array that is simultaneously driven resonantly along the thin dimension at 1 kHz and 
nonresonantly along the thick dimension at 4 Hz (i.e., 4 frames⁄s). The DCF array 
has a core-to-core separation distance of 125 μm. The end faces of the DCFs are 
offset axially by ≥75 μm and are focused by the GRIN lens assembly to achieve
three focal points with ≥4.8 μm axial separation (Fig. 15.12a, c). A schematic of the 
internal components of the fabricated MME is displayed in Fig. 15.12a.

15.2.4.3  MME Imaging Setup

The experimental setup for the multifocal multiphoton imaging is shown in 
Fig. 15.12b. The entire setup (including the laser) is housed on a mobile optical 
table. Femtosecond excitation pulses at 800 nm from a Ti:Sapphire laser (MaiTai,
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Fig. 15.12 (a) MME components. Inset: Close-up of the axially offset DCFs. (b) MME imaging 
setup. (c) Axial intensity profile of the thin film response from each DCF. The “Front” DCF is 
focused the furthest distance in front of the lens, followed by the “Mid” and “Back” DCF, which is
focused the shortest distance (Rivera et al. 2012b)
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Newport) are pre-compensated for fiber dispersion and divided into three beam
paths that independently couple the excitation light into the cores of the 1 m long 
DCFs. The three fibers are actuated by the miniaturized resonant/non-resonant 
scanner and imaged by the GRIN lens assembly to produce three raster-scanned
image planes separated by ≥4.8 μm axially and ∼ 25 μm laterally. The multiphoton 
excited signal generated by a particular illumination fiber is epicollected through 
the GRIN lens to the core and inner clad of that particular DCF (i.e., the fiber array
also serves as a descanned array detector). Signals transmitted through the DCFs are 
reflected by dichroic beam splitters (DM, FF705-Di01-25 × 36, Semrock), transmit-
ted through a pair of 720-SP filters (FF01-720/SP-25, Semrock) to an Ultra Bi-Alkali
photomultiplier tube (PMT) (R7600U- 200, Hamamatsu). Image acquisition is done 
with a modified version of ScanImage (Pologruto et al. 2003). Note that the DCFs
used here are not strictly single moded at 800 nm, but by optimizing the launch
conditions and using two-photon excitation we have not observed degradation of 
image quality under typical experimental perturbations.

15.2.4.4  Axial Separation of Foci

To measure the axial separation distance of the three illumination fibers, a 500 nm 
Rhodamine B (RhB) thin film was stepped axially through the focal planes of the
three fibers, and the epi-fluorescence signal was re- corded. The results of the 
measurement are displayed in Fig. 15.12c, and show that at the sample the 
“Front” DCF’s focal point is separated by ∼ 4.8 μm from that of the “Mid” DCF, 
which is separated by ∼ 5.6 μm from the focal point of the “Back” DCF. The
three fibers’ focused illumination maintains ∼ 10 μm two-photon axial resolution 
(FWHM of the thin film response). In fact, we observed that the fibers could be 
placed up to ∼ 2 mm away from the front surface of the GRIN lens without
degrading the axial resolution. This indicates that future MMEs could incorpo-
rate a larger number of axially offset illumination fibers than the three fibers 
demonstrated herein.

15.2.4.5  Lateral Separation of Foci

Since the transverse magnification of the GRIN lens is∼ 0.2 and the core-to core 
separation of the DCFs is 125 μm, there is a lateral separation of ∼ 25 μm between 
each foci at the sample. To show the lateral shift in the FOV between the three fibers
we acquired transmission images of a U.S. Air Force test target whereby for each 
fiber the distance to the target was optimized to focus the displayed feature 
(Fig. 15.13a). In Fig. 15.13a the number 6, from group 6 of the target, is positioned 
so that it is at the top of the image acquired using the “Front” DCF. By keeping the
target in this position and then alternating the other two fibers as the illumination 
source, the lateral shift between the fibers becomes apparent.
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15.2.4.6  Simultaneous Axial Sectioning of Ex Vivo Mouse Lung

For a proof of principle, we demonstrate the ability of our MME to acquire  multiphoton 
images simultaneously at three axial depths by imaging unstained ex vivo mouse lung 
(Fig. 15.13b). In order to illustrate the differences in the images obtained from the 
three fibers, we performed an axial scan of the mouse lung sample through the focal 
planes of the illumination fibers. Figure 15.13b shows multiphoton images at two 
representative stage depths into the tissue. Note that z=0 μm (not shown) is the stage 
position where the surface of the lung comes into focus in the image obtained by the 
“Front” DCF. The indicated features come into focus initially in the image obtained 
from the “Front” DCF (z = 30 μm) and then come into focus 10 μm deeper (z = 40 μm) 
for the image obtained from the “Back” DCF, but are shifted laterally by∼ 50 μm.
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Fig. 15.13 (a) Approximately 25 μm lateral shift in FOV: Transmission images of a U.S. Air
Force test target acquired from the illumination of each of the three DCFs. The FOV≈ 100 × 100 μm 
(b) Simultaneous axial sectioning: Intrinsic fluorescence images of ex vivo mouse lung (2 frames 
averaged) obtained from each fiber at different stage depths into the tissue. The indicated features 
come into focus initially in the image obtained from the “Front” DCF (z = 30 μm) and then come 
into focus 10 μm deeper (z = 40 μm) for the image obtained from the “Back” DCF, but are shifted
~50 μm laterally. Images are acquired at 4 frames⁄s with an FOV≈ 130 μm × 100 μm. The power 
from each fiber focused at the sample is ~50 mW. Scale bars are 10 μm for all images in (a) and 
(b) (Rivera et al. 2012b)
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15.2.4.7  MME Crosstalk Assessment

Much like MMM, crosstalk between neighboring foci is a concern for our MME, 
particularly for imaging deep into scattering tissues. We measured the crosstalk in our 
MME by illuminating one fiber at a time and measuring the fluorescence collected 
from all fibers. For a non-scattering medium (RhB thin film) we found that the fiber
crosstalk is less than 1 %. For highly scattering lung tissue where previous investiga-
tors report scattering lengths averaging ∼ 42 μm for illumination wavelengths averag-
ing ∼ 590 nm (Cheong et al. 1990), we found that crosstalk was minimal (≤10 % up 
to ∼80 μm imaging depth) when imaging mouse lung ex vivo as shown in Fig. 15.14. 
Figure 15.14 displays images of ex vivo mouse lung obtained by illuminating the 
“Front” fiber only, and collecting the fluorescence through all three fibers simultane-
ously. The displayed image is ∼80 μm beneath the tissue surface, and shows that 
crosstalk is tolerable in the adjacent fiber (“Mid” DCF) as indicated by the appearance 
of a weak “ghost” image, and crosstalk between non- adjacent fibers (i.e., the ghost 
image collected by the back fiber) is below the noise level of the system. The observed 
negligible crosstalk between nonadjacent fibers provides support for the use of a 
larger number of illumination fibers in future MMEs. We also note that there are sev-
eral solutions to further mitigate channel crosstalk. It was previously demonstrated 
that crosstalk in MMM can be reduced by using de-scanned detection with a matched 
array of detectors, whereby each focus is imaged onto a separate detector with an 
optimized detection area (Kim et al. 2007). This detection technique has demonstrated 
significant imaging depth in ex vivo mouse brain tissue (Kim et al. 2007). Since our 
fiber array scanner also acts as a matched, descanned array detector, the  crosstalk in 
our MME could be further mitigated by optimizing the size and separation of the fiber 
detector area (i.e., optimizing the size of the inner cladding layer as well as the separa-
tion between the fibers). Furthermore, fiber crosstalk could also be suppressed by 
utilizing nanosecondtime decorrelated excitation and detection. Time multiplexing 
has been previously implemented in MMM to improve imaging depth and acquire 
images simultaneously from multiple axial planes (Carriles et al. 2008).
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Fig. 15.14 Channel crosstalk imaging comparison. MPM images of mouse lung (~80 μm below 
surface) obtained via illumination solely from the “Front” DCF and collection from all fibers. The 
inset image obtained from the “Mid” DCF is a magnified image of the indicated central feature. 
The inset image’s intensity values are multiplied by an additional factor of 5 from the original 
image to better display the “ghost” feature. The power from each fiber focused at the sample is 
~50 mW. Scale bars are 10 μm (Rivera et al. 2012b)
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15.2.4.8  MME Tissue Damage Discussion

A clinically applicable multiphoton endoscope should acquire diagnostic quality 
multiphoton images without tissue staining. However, obtaining multiphoton 
images solely from the fluorescence of weakly emitting, endogenous tissue fluo-
rophores (e.g., NADH), requires the use of highly energetic femtosecond pulses at
the sample (Xu et al. 1996). A major concern of using high excitation intensities 
is tissue photodamage. Multifocal multiphoton microscopy has proven to be par-
ticularly valuable if photodamage is dominated by higher order (n > 2) nonlinear 
processes at the excitation wavelength (Bewersdorf et al. 2006). At multiphoton 
excitation wavelengths (e.g., 750–800 nm) used to excite endogenous fluoro-
phores, one-photon heating is negligible (Schönle and Hell 1998), and photodam-
age is likely a higher order (n > 2) non- linear process (Hopt and Neher 2001). The 
effects of additional foci on sample heating is expected to be small due to the large 
foci separation distance and the shallow imaging depths (limited by crosstalk) that 
is best suited for MME. Furthermore, the lateral separation distance of the foci 
could be increased significantly to reduce the heating contributions from the 
neighboring foci. Experimentally, no tissue damage was observed in our ex vivo 
imaging sessions, and previous groups have imaged deep within mouse brain 
in vivo at excitation powers up to 300 mW (λexc = 830 nm) without damaging the
tissue (Kleinfeld et al. 1998).

15.2.4.9  Parallel Transverse Image Acquisition

The rigid length of our prototype is 4 cm. However, MME provides a possible solu-
tion to significantly reduce the rigid length. For example, the multifoci can be posi-
tioned to illuminate the same focal plane (i.e., parallel transverse image acquisition). 
The non-resonant scan range can then be reduced to the inter-fiber distance. By
stitching together the sub-fields of the fibers, the total FOV is maintained. The
smaller scan range can be achieved by a shorter piezo scanner, providing a pathway 
for reducing the rigid length of the endoscope. Therefore, MMEs not only improve 
the image acquisition rate without sacrificing SNR but also reduce the rigid length
of the device without reducing the FOV.

15.2.4.10  Conclusions and Outlook

In conclusion, we have demonstrated an MME that uses a fiber-array scanner to 
achieve parallel longitudinal image acquisition. The demonstrated parallelism is 
essential for multiphoton endoscopes to acquire high SNR images at a high frame
rate without excessive tissue photodamage. Although only three fibers are demon-
strated in our fiber scanner, it is straightforward to increase the number of fibers so 
that further improvement in frame rate can be achieved. Such a multifocal approach 
is valuable for multiphoton endoscopes to become practical tools in the clinic.
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15.2.5  Use of a Lensed Fiber

15.2.5.1  Introduction

In fiber-scanning microendoscopes, light is delivered through an optical fiber that is 
mounted to a miniaturized actuator (e.g., piezoactuator (Wu et al. 2009a, b; Rivera 
et al. 2011; Seibel and Smithwick 2002), or electromagnetic tuning fork (Goetz
et al. 2007)), which deflects the fiber tip in a two-dimensional scan pattern (e.g., 
Lissajous (Wu et al. 2009b), spiral (Wu et al. 2009a; Seibel and Smithwick 2002), 
or raster (Rivera et al. 2011; Goetz et al. 2007)). In order to acquire high resolution 
images, the scanned light is then focused onto the sample by endoscopic lenses, 
which also limits the FOV of the device. Therefore, the lateral resolution of the
device is determined by the output spot size of the scanning fiber (Dspot) and by the 
transverse magnification (M) of the endoscopic lenses: resolution = M × Dspot. 
Meanwhile, the FOV of the probe is defined by the distance swept by the scanning
fiber tip (dtip) and by the transverse magnification (M) of the miniature lens used: 
FOV=M × dtip. Because both the lateral resolution and the FOV have the same
dependence on the lens magnification, it is not possible to optimize the fiber- 
scanning endoscope to obtain a large FOV and high spatial resolution simultane-
ously. To quantify the performance of a fiber-scanning endoscope, we define the 
following figure of merit (FOM): FOM=FOV/resolution. This FOM essentially
corresponds to the number of independently resolvable points in the transverse 
direction of the FOV.

Here, we propose to reduce the size of the fiber output beam (Dspot) through the 
use of a lensed fiber, thereby requiring less lens demagnification to achieve high 
lateral resolution. The reduced requirement for high lens demagnification has the 
added benefit of allowing for a larger image FOV. The output beam size and diver-
gence of the lensed fiber are characterized and compared to that of its normal single- 
mode fiber counterpart. Additionally, for a proof of principle, we use a previously 
demonstrated miniaturized raster scanner to scan a normal single-mode fiber, along 
with its lensed counterpart, to show that although both fibers have the same image 
FOV, the lensed fiber’s lateral resolution is higher by more than a factor of 2 (Rivera
et al. 2011). Finally, in order to prove that the lensed fiber can be used  simultaneously 
as an excitation delivery and epifluorescence collection fiber, in a similar fashion to 
the double-clad fibers (DCFs) used in fiber-scanning fluorescence endoscopes, we 
measured comparable fluorescence collection to that of a normal DCF with the 
lensed DCF.

15.2.5.2 Output Beam Reduction

The lensed fibers used here were manufactured by fabricating a high performance 
miniature conical lens directly at the tip of the optical fiber via a precise laser lens-
ing process; see Fig. 15.15a (OpTek Systems, Oxford, UK). This type of lensed
fiber and its manufacturing process is well-known in the fiber-optic 
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communication industry (Presby et al. 1990). The formed miniature lens occurs 
over the final ∼ 100 μm of the distal tip of the optical fiber and focuses the excita-
tion light at a distance in front of the lens apex that is ∼ twice the lens radius of 
curvature (ROC), thereby reducing the output beam. To quantify the beam reduc-
tion between normal and lensed fibers, we measured the beam radius for each fiber 
type at several positions in the far field and determined the beam divergence and 
waist diameter, assuming that the output beams are well approximated as a 
Gaussian beam [Fig. 15.15b]. In this measurement, lensed and non-lensed versions 
of two types of fibers were investigated with 980 nm CW illumination: single-
mode fibers at 980 nm (SM980-5.8–125, Thorlabs) and DCFs (DCF SM-9/105/125-
20A, Nufern). The lensed fibers reported herein contained lenses with 4 μm ROC,
as measured by an optical microscope [see Fig. 15.15a]. We measured a beam 
waist diameter of 5.6 μm with a divergence angle of ∼ 0.11 rad for the normal 
SM980. For the lensed SM980 fibers, we determined that the lens reduced the
normal SM980 beam diameter by a factor of∼ 2 times (beam waist diame-
ter ∼ 2.6 μm, located ∼8 μm in front of the fiber tip, divergence angle ∼ 0.23 rad). 
Therefore, we conclude that these lensed fibers achieve the appropriate reduction 
in the output beam for our application. Although lensed fibers have been utilized 
previously in nonlinear imaging probes (Bao and Gu 2009), they were not fabri-
cated to achieve a high-resolution, large FOV device.

Although there are other solutions for reducing the output beam of the optical 
fiber, lensed fibers are currently the best solution for endoscopy applications. For 
example, tapering the distal end of the optical fiber could also reduce the output 
beam. However, fiber tapers typically occur over distances much longer than the 
100 μm length occupied by the miniature lens. These long tapers cause tapered 
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Fig. 15.15 (a) Microphotographs of the lensed SM980 fiber. The ROC of the lens is 4 μm. (b) 
Plots of the beam radius measured in the far field (from the fiber tip) for the normal (blue) and 
lensed (red) SM980. Inset, image of the beam spatial intensity distribution of the lensed SM980
(4 μm ROC) obtained with a beam profiler (LBP-HR, Newport) (Rivera et al. 2012a)
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fibers to be fragile, which makes them not ideal for the fabrication of a robust clini-
cal device. Alternatively, an optical fiber with a tiny core could also achieve a small 
output beam. However, for clinical use, optical delivery fibers must be several 
meters in length and be able to effectively deliver the energetic femtosecond pulsed 
excitation that is necessary for fluorescence imaging (i.e., multiphoton imaging). 
These conditions are particularly problematic for small core optical fibers. In par-
ticular, multiphoton excited fluorescence signal is inversely proportional to the 
pulse width of the excitation source. Additionally, it is well established that fiber 
nonlinearity and dispersion broaden the excitation pulses delivered over meters of 
optical fiber (Agrawal 2007).

Although effects of dispersion can be negated by compensation techniques, 
fiber nonlinearity is not easily compensated. Because fiber nonlinearity increases
dramatically with the reduction of the core size, a small core fiber that is several 
meters in length suffers from large pulse broadening as the excitation power is 
increased (Ouzounov et al. 2002). Therefore, the incorporation of a several 
meters long, small core optical fiber into a fluorescence endoscope is not practi-
cal. This is a particularly serious issue in the case of acquiring multiphoton 
images from the fluorescence of weakly emitting, endogenous tissue fluoro-
phores (e.g., NADH), which require the use of high illumination powers at the
sample (Xu et al. 1996). Because the miniature lens fabricated at the tip of a
lensed fiber occurs over a length of 100 μm, the effects of nonlinearity are mini-
mal, thereby making lensed fibers ideal for nonlinear fluorescence imaging 
applications.

15.2.5.3 High Resolution and Large Field of View Lensed Fiber Scanner

We have previously demonstrated a miniaturized resonant/non-resonant fiber 
raster scanner that was incorporated into a compact and flexible multiphoton 
endoscope (3 mm OD, 4 cm rigid distal tip), capable of acquiring images of
unstained ex vivo mouse tissue (Rivera et al. 2011). To show the high-resolution 
and large FOV that lensed fiber scanners are capable of, we incorporated lensed
(4 μm ROC) and non-lensed SM980 fibers into the raster scanner and paired it
with a miniature gradient-index (GRIN) assembly (GT-MO-080-0415-810,
GRINTECH). The multielement GRIN assembly is well suited for use with the
lensed fiber due to its large input N.A. of 0.4. For this measurement, a 980 nm
CW source was coupled to each optical fiber and a transmission imaging setup 
was used to image a high-resolution U.S. Air Force test target (Fig. 15.16). 
Transmission images of the target with the same 440 μm diameter FOV were
obtained using each fiber type, whereby for each fiber the distance to the target 
was optimized to properly focus the displayed features. The displayed images 
contain the smallest group that each fiber type could resolve, groups 8 and 9
[Fig. 15.17a, c]. To quantify the lateral resolution for each fiber at the target, we 
analyzed the intensity line profiles across the indicated image feature 
[Figs. 15.17a, c]. The intensity profile at the edge of the feature is the step-
response function, and its derivative is the cross section of the point spread 
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function (PSF). In Fig. 15.17b, d, we show the intensity profile across the feature 
and its derivative. We determined that the one-photon lateral resolution (FWHM 
of the PSF) is approximately 1.1 μm for the lensed SM980 and 2.4 μm for the 
normal SM980. The FOM for the lensed fiber scanner (FOM = 440⁄ 1.1 = 400) is
more than twice that of lensed fibers.

15.2.5.4 Fluorescence Collection Using Double Clad Lensed Fibers

A number of groups have utilized DCFs into fluorescence microscopy/endoscopy 
because they enable simultaneous delivery of excitation illumination and collec-
tion of emitted epifluorescence (Wu et al. 2009a; Rivera et al. 2011; Fu et al. 2005). 
To show that these lensed fibers are suitable for fluorescence endoscopy, we com-
pared the collection ability of a Nufern double-clad lensed fiber (4 μm ROC) to that
of a normal Nufern DCF. For this measurement, 800 nm Ti:sapphire illumination
was initially precompensated for fiber dispersion and then independently coupled 
into the core of a normal Nufern DCF and a lensed Nufern DCF, each 1 m in
length. Each fiber was then independently aligned to a pair of 0.4 N.A. microscope
objectives (RMS10X, Olympus), which focused the illumination into a cuvette
containing 6.5 μM Fluorescein dye. The epifluorescence emitted from the sample 
was then refocused back to the fibers, reflected off of a 705 nm dichroic mirror 
(DM) and delivered to an Ultra bialkali PMT for the photon counting measure-
ments. We observed that the fluorescence signal collected by each fiber, as a func-
tion of the power delivered to the sample, was comparable. This measurement 

SM980

Scanner

GRIN
assembly

GRIN
assembly

4 mm

Miniaturized fiber raster scanner

Top view:
LSM980 & SM980

fiber tips

Lensed
SM980

CW laser
λ = 980 nm

100 µm 200 µm

1 m
m

Focusing
lens

Photodiode
USAF
target

a

b

Fig. 15.16 (a) Transmission imaging setup. (b) Alignment diagram of the scanner and GRIN
assembly. Inset, top view showing the lensed SM980 (LSM980) and normal SM980 fiber tips
(Rivera et al. 2012a)
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indicates that lensed double-clad optical fibers are well suited for use in fluores-
cence endoscopy. We note that for this measurement, the same pulse widths were 
maintained for each fiber. Furthermore, we note that the miniature GRIN lens used
in the resolution and FOV measurements has significant chromatic aberrations.
For this reason we used well-corrected Olympus objectives for the collection
measurements.

15.2.5.5 Conclusion

In conclusion, we have demonstrated the application of lensed fibers to reduce the 
output beam of an optical fiber, thereby enabling the construction of a compact 
fiber-scanning fluorescence endoscope that is capable of a large FOV and high 
spatial resolution.

20

200

100

0
40 80

Pixel number

In
te

ns
ity

 [a
. u

.]

60

20

200

100

0
0

40 80
Pixel number

In
te

ns
ity

 [a
. u

.]

60

b

d

a

c

Fig. 15.17 Transmission images of groups 8 and 9 from a high-resolution U.S. Air Force test
target acquired using the lensed SM980 (a) and the normal SM980 (c). (b, d) Plots of the intensity 
line profile (red) across the feature indicated in (a) and (c), respectively, and its derivative (blue). 
The one-photon lateral resolution (FWHM) is 1.1 and 2.4 μm for the lensed and the normal SM980,
respectively (Rivera et al. 2012a)
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15.3  Multiphoton Endoscopy Using Gradient  
Index Lens Systems

15.3.1  Introduction

While MPE using compact and flexible endoscope systems, such as the one 
described in part 2, have made great progress in the past years, their design 
becomes very challenging when attempting to push the outer diameter of the 
device below 2 mm. This is due to the need to encapsulate a miniaturized scanning 
mechanism inside the distal protective housing. This design requirement further 
poses several challenges including uniformity of the scan and sensitivity, durabil-
ity and reliability of the scanner. Gradient index (GRIN) lenses, while rigid, can
be manufactured in diameters as small as 350 μm and thus offer a potential for use 
inside a biopsy needle to either guide and/or replace the biopsy entirely. They can 
be used to relay the excitation light and the MP signals to and from an external 
microscope deep into soft tissue. As only the GRIN lens penetrates the tissue, the
remaining scanning and collection optics do not need to be miniaturized to the 
same extent as in the flexible devices and larger, higher quality and more reliable 
optics can be used.

GRIN lenses use a radially decreasing refractive index from the center of the
lens to the outside edge to bend and focus light. This is achieved by nonuniformly 
doping the lens with a cation species with a decreasing concentration towards the 
outer side of the lens. The resulting refractive index profile declines approxi-
mately  quadratically with radial distance from the central axis of the lens. As a 
result light rays travel in an approximately sinusoidal path down the axis of the 
lens. A lens that allows for exactly one full sine wave would be characterized as 
having a pitch of 1 (Fig. 15.18). Whereas a lens with a pitch of 0.25 would take a 
collimated beam and focus it to a point on the other surface. The gradient index 
profile of the lens can be manipulated allowing for lenses of different numerical 
aperture (NA).

¼ pitch
½ pitch

1 pitch

Fig. 15.18 Pitch length of a 
GRIN lens
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Various previous systems have been used together with multiphoton microscopy 
to image rodent brains (Flusberg et al. 2005a; Levene et al. 2004; Jung et al. 2004; 
Jung and Schnitzer 2003) and in a clinical study for non-penetrative imaging of 
chronic leg ulcers with delayed wound healing (König et al. 2007). Further, GRIN
systems have been used to image deep inside soft tissue via hypodermic needles 
(Pillai et al. 2011). However, these studies generally involved the use of short GRIN
systems (<4 cm) intended for small animals and external clinical use. For a human
clinical application significantly longer systems would be required. Biopsy needles
can be as long as 25 cm in the case of a prostate biopsy, for example. We therefore 
investigated the effect of GRIN system length on the multiphoton imaging perfor-
mance and integrated these systems into a compact and portable device that has the 
potential to be used in a clinical setting.

15.3.2  GRIN Endoscope Design and Long GRIN Systems

Previously reported GRIN multiphoton endoscopes use a combination of a relay
and objective GRIN lenses in either a doublet (relay/objective) or triplet (objective/
relay/objective) configuration. The lower NA relay lens serves to avoid a tight focus
of the high energy excitation pulses within the glass while adding length to the 
endoscope system. The relay lens is designed to deliver collimated light to the back 
of the objective lens. The higher NA of the final objective lens allows for high reso-
lution multiphoton imaging. In our studies we decided on the use of doublet systems 
over triplet as they have been shown to provide similar fields of views at reduced 
lens cost, greater image magnification, lower NA for coupling the laser beam and
lower autofluorescence at the endoscope surface (Jung et al. 2004). With the help of 
GRINTECH GmbH, we designed several different doublet systems of 1 and 2 mm
diameter for 800 nm excitation light. The different systems are summarized in
Table 15.4. Each system is composed of a 0.1 NA relay lens of varying length and
pitch and a 0.5 NA objective lens of pitch <0.25. Working distances were 100–
140 μm in air on either side and the lenses are protected by a stainless steel tube of 
0.1 mm thickness yielding a total system outer diameter of 1.2 and 2.2 mm.

Our initial goal was to characterize the multiphoton imaging performance of the
longer GRIN lenses. To achieve this we used a custom built horizontal multiphoton
microscope together with a Ti:Sapphire laser (Tsunami, Spectra Physics, Inc.) at 
800 nm. The lateral and axial resolution of the GRIN lens systems was measured in
air using the full width at half maximum (FWHM) two-photon excited fluorescence 
from subresolution (0.2 μm) fluorescent beads and a 500 nm thin film of Rhodamine 
B (RhB) dye, respectively. The results are summarized in Table 15.4. An example 
of the obtained beam profiles is shown in Fig. 15.19 using the longest GRIN system
(2C). As is evident from this data, the lateral resolution deteriorates only minimally 
with increasing relay length and relay pitch. The axial resolution, however, is 
affected significantly more with the longest GRIN system (2C) having an axial
FWHM of 25 μm. The majority of this deterioration is probably due to  accumulation 
of spherical aberrations with increasing relay length, as suggested by the  asymmetric 
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thin film response in Fig. 15.19 (b). The field of view for all systems is, as expected 
from the chosen relay/objective combination, close to a five times magnification of 
the diameter of the lens.

The results in Table 15.4 and Fig. 15.19 summarize the on axis performance of 
the systems. A significant concern with the use of these lenses for medical applica-
tions, however, is their off-axis performance as well. Imaging a z-stack of our thin 
film RhB slide through the entire FOV of the GRIN systems allows us to obtain this
data efficiently for the axial resolution. We can identify and fit individual off-axis 

Table 15.4 Summary of optical characterization results

GRIN
system Part number

Diameter 
(mm)

Length 
(mm)

Relay 
lens 
pitch

FWHM (μm)
Diameter of 
FOV (μm)Lateral Axial

1A GT-ERLS-
100-075-11- 
50-NC

1.00 35.9 0.75 0.94 10.8 199

1B GT-ERLS-
100-175-11- 
50-NC

1.00 79.9 1.75 0.97 12.0 195

2A GT-ERLS-
200-075-11- 
50-NC

2.00 81.4 0.75 0.99 12.6 370

2B GT-ERLS-
200-125-11- 
50-NC

2.00 132.6 1.25 1.05 15.6 365

2C GT-ERLS-
200-275-11- 
50-NC

2.00 285.0 2.75 1.17 25.0 359

Five different doublet grin systems were designed by and purchased from Grintech GmbH. The
lateral and axial two-photon resolution were determined in air using subresolution fluorescent 
beads and a thin rhodamine film respectively (Huland et al. 2012)

a b

Fig. 15.19 Two-photon lateral and axial resolution of GRIN system 2C (285 mm length). (a) 
Lateral intensity line profile across a subresolution fluorescent bead with a Gaussian fit in black.
(b) Axial intensity profile across a thin film rhodamine slide with a Lorentzian fit in black (Huland 
et al. 2012)
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areas of ~6 by 6 μm size and fit a Lorentzian function to each individual area to 
produce a plot that characterizes the axial resolution across the entire FOV. An
example using GRIN system 2C is shown in Fig. 15.20. Off-axis lateral resolution
was also measured for system 1B using sub-resolution fluorescent beads and the
FWHM remained below 1.2 μm up to the edge of the FOV. These results indicate
that off-axis performance of the GRIN systems remains within ~20 % of the on-axis
performance for most of the FOV (~80 % of the area).

For multiphoton imaging through long GRIN systems, another concern is
whether we can maintain ultrashort pulses at the sample after passing through long 
lengths of glass. To ensure this, we tested the effect on the excitation pulses of the 
longest GRIN system (2C). An initial 80 fs pulse width was broadened to 740 fs
after passing through the system without dispersion compensation. We were able to 
recover an 85 fs pulse width at the sample though using a precompensation setup
with a rotating cylindrical lens and grating (Durst et al. 2009), suggesting that a 
setup that accounts for the second order dispersion is sufficient for sub 100 fs pulses.

15.3.3  Compact and Portable GRIN Endoscope Design

The initial characterizations above were conducted using a custom built benchtop 
multiphoton microscope. The use of this in a clinical setting would not be practical so 
we designed a compact, portable fiber-coupled multiphoton system that can be used 
together with our GRIN endoscope systems to form a potentially clinical multiphoton
GRIN endoscope. The design for this device is shown in Fig. 15.21 and fully described 
in (Huland et al. 2012). In summary, a Ti:Sapphire is used to deliver a 800 nm femto-
second source via a hollow core PCF fiber of 2 m length (HC-800B, Thorlabs, Inc) to
the device. Anomalous dispersion in the fiber is precompensated for by a 10 cm rod 
of dispersive glass (SF10). An aspheric lens on the endoscope collimates the 
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excitation pulses to a ~2 mm diameter beam, before it is delivered to small aperture 
(3 mm) galvo scanning mirror system (6210H, Cambridge technology. These scan-
ners provide a reliable, uniform, and fast imaging rate (up to 4 frames/s at 512 by 
512 pixels). Two scan lenses (LSM02-BB and LSM03-BB, Thorlabs, Inc.) and an
objective lens (0.3NA RMS10X-PF, Thorlabs, Inc.) couple the excitation beam into
the proximal side of the GRIN lens system. The design is compatible with any of the
characterized GRIN systems with 0.l NA relay lens. Unless otherwise noted, we used
our longest 1 mm diameter GRIN system (1B) for all characterizations and demon-
strations. Fluorescence signal from the sample is epi-collected through the GRIN lens
system and the microscope objective and separated into two channels for detection of 
autofluoresence (~410–680 nm) and second harmonic generation (SHG) (~400 nm)
by ultrabialkali photomultiplier tubes (Hamamatsu, Inc.).

The resulting system weighs less than 2lbs and is able to image a ~200 μm FOV
at 4 frame/s (512 by 512 pixels). The device was measured, as described above, to 
have an axial resolution of 6.5 μm FWHM in air and 7.4 μm FWHM in water and a 
lateral resolution of 0.85 μm FWHM in both air and water. The resulting pulse 
width at the sample is ~120 fs.

15.3.4  In Vivo GRIN MPE Imaging

To demonstrate the capabilities of the portable and compact GRIN MPE we tested
it on several organs in unstained tissues of live rats using a similar method as 
described in part 2. All animal procedures were reviewed and approved by the Cornell 
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Fig. 15.21 Portable GRIN endoscope. Optical drawing (a) and solidworks drawing (b) of the 
GRIN based endoscope system. Total system length of the portable device is 10.6” (including
GRIN system) (Huland et al. 2012)
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Institutional Animal Care and Use Committee. To rapidly move the endoscope 
between organs, it was mounted on a flexible mechanical arm (18041-XL-Special,
Flexbar Machine Corporation), which in turn, was mounted on a 3D stage (MP-285,
Sutter Instruments) for fine movement control during imaging of the selected organ. 
Images were obtained with approximately 75 mW excitation power at the sample 
and at a rate of 4 frames/s. Signal was collected into two channels and pseudo-col-
ored with autofluorescence in green and SHG in red. The same IR imaging system
described in part 2.3.1 was used to guide the endoscope during imaging and monitor 
animal anesthesia.

A male rat (250–350 g, Sprague–Dawley, Charles River Laboratories 
International, Inc.) was anesthetized using a ~2–5 % isofluorane-oxygen mixture. 
A feedback controlled heat blanket set to 36 °C was used to help maintain rat body 
temperature. As described before, the abdominal organs were exposed using a 
ventral- midline incision and the kidney and liver were isolated and elevated using 
tongue depressors. The GRIN MPE obtained images of the surface of these organs.
The inner lining of the colon was exposed with another incision and imaged in a 
similar fashion. Example images are shown in Fig. 15.22.

A significant challenge in these in vivo experiments is to overcome the motion 
artifacts evident when imaging at high resolution. The strongest source for these 
was motion due animal respiration originating predominately from the movement 
of the diaphragm. As a result, images obtained from the colon (furthest away from 
the diaphragm) suffered significantly less with >90 % of the images obtained show-
ing little to no motion artifacts, while for the kidney this decreased to ~70 % and for 
the liver ~65 % at normal anesthesia respirations of around 45 breaths per minute. 
Increasing the isofluorane percentage in the anesthesia gas mixture allowed us to 
temporarily reduce the animals respirations to ~25 breaths/min. This improved the 
amount of high-quality liver images to ~80 %. While human respiratory rate is sig-
nificantly lower than that of rodents at around 12–20 breaths/min and can be more 
easily controlled in a clinical setting, we note that motion artifacts due to cardiac 
and circulatory motion could be significantly more challenging to overcome in a 
human patient.

Overall, these images show great promise for clinical GRIN endoscopy.
Throughout our imaging experiments we did not observe any laser induced tissue 
damage and our imaging conditions were comparable to those previously shown to 
have negligible tissue mutagenicity (Dela Cruz et al. 2010; Ramasamy et al. 2011). 
We can identify many of the important tissue features and our obtained images 
reveal similar anatomical features as seen in histology slides making them poten-
tially useful for in vivo diagnosis of tissue health (Gartner and Hiatt 2007).

15.3.5  Three-Photon GRIN Endoscopy

A significant advantage of the GRIN lens approach to MPE is that it is not limited
to a single imaging modality. As we can utilize larger external optics, we can utilize 
different imaging techniques to scan the back of the GRIN lens system. Therefore,
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we decided to explore the use of our compact and portable GRIN endoscope as a 3
photon (3P) endoscope (Huland et al. 2013). This allows the use of longer excitation 
wavelengths which have been shown to have several advantages. For a clinical set-
ting the previously described used of a Ti:Sapp laser may be impractical as an exci-
tation source. At longer wavelengths, however, we can use more compact and more 
reliable, and less expensive fiber based laser systems. Additionally, studies have 

a b

c d

Fig. 15.22 Unaveraged in vivo images of unstained rat tissue. The pseudo-color images show red 
SHG signal (<405 nm) and green intrinsic fluorescent emission (405–700 nm). (a). Image of the 
superficial kidney renal cortex shows dark renal interstitium (RI), dark cellular nuclei (N) and 
bright intrinsic fluorescent cytoplasm (CY) that form the epithelial cells in the renal tubules (RT), 
SHG signal from the tough fibrous layer that forms the renal capsule (RC), and the dark blood 
filled lumen (L) inside the renal tubules. (b). Image of the inner colon wall shows bright intrinsic 
fluorescent signal from enterocytes (E) surrounding dark circular crypts (C). (c) Image of the rat 
liver showing ~ 20 μm diameter hepatocytes (coarse dashed line) with dark nuclei (N, solid line)
chained together to form hepatic chords (HC), a dark bile duct (BD, fine dashed line) and bright 
intrinsically fluorescent bile salts (BS), as well as SHG emission from the septa (S) a fibrous tissue 
bands that separates hepatocyte nodules. (d). Image of the rat liver without figure labels shown for 
clarity. In these images, scale bars are 20 μm (Huland et al. 2012)
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indicated that use of longer wavelengths could lead to reduced phototoxicity (Chen 
et al. 2002; Fu et al. 2006).

For 3P endoscopic imaging we used a fiber based laser at 1,040 nm (IMRA 
μJewel, 1 MHz repetition rate). The compact and portable GRIN endoscope as
described above is mostly compatible with this new wavelength. Changes only had 
to be made to the pulse delivery. For this demonstration we used a 1.6 m long hollow 
core photonic band-gap fiber (HC-1060-2, NKT Photonics). Dispersion compensa-
tion is achieved using a 65 cm of dispersive SF11 glass resulting in a pulse width of 
~510 fs. The use of the longer wavelength decreased the imaging performance of 
the device only slightly as we could take advantage of the improved point spread 
function of the three photon process (Fig. 15.23), yielding a lateral FWHM of 
1.0 μm and axial FWHM of 9.5 μm. To test the capability of this setup for imaging 
of unstained tissue, we imaged ex vivo mouse lung. A 3 month old female, wild type 
mouse (Jackson Labs) was euthanized and a lung lobe removed. The sample was 
not stained and imaged within 1 h of euthanasia, by mounting it on a microscope 
slide using agarose gel. Due to the decreased repetition rate, we were able to obtain 
images at 5.9 mW average excitation power at a frame rate of 2 frames/s (512 by 
512 pixels). Signal was separated into two channels using a 532 nm notch dichroic 
(NFD01-532, Semrock Inc.) into autofluorescence and SHG. It is noteworthy, that
third harmonic generation could potentially be added as another imaging contrast, 
but was not possible in our experiments due to the GRIN lens transmission dropping
significantly below ~370 nm. Resulting images and a confirmation of 3P autofluo-
rescence generation are shown in Fig. 15.24. On these images we can identify strong
SHG originating presumably from the pleura on the surface of the lung as well as
individual circular alveoli, demonstrating that these images could potentially pro-
vide diagnostic information on the tissue health.

To the best of our knowledge, this is the first demonstration of 3P imaging of 
unstained tissues through a compact and portable system with the potential for 
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endoscopic tissue diagnosis. The combination of longer wavelength and 3P excita-
tion, together with the convenient fiber-based excitation source, may make 3P 
endoscopy a valuable alternative to the conventional 2P approach.

15.3.6  Conclusions

While GRIN lens based endoscopic approaches are limited to rigid applications,
they offer several advantages over the flexible multiphoton endoscopes. The diam-
eter of GRIN endoscope probes can be as small as 350 μm, which would allow them 
to be inserted into needles as small as 22 gauge (inner diameter of 413 μm). This 
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Fig. 15.24 Unaveraged image of ex vivo unstained mouse lung acquired at 2 frames/s. Green: 3P 
autofluorescence. Red: SHG. Scale bar is 20 μm. Images taken at (a) 20 μm, (b) 30 μm, and 
(c) 40 μm below the tissue surface. (d) Log-log plot of autofluorescence signal as a function of 
excitation power at the sample. The slope is 2.9, indicating that the signal is generated by 3P exci-
tation (Huland et al. 2013)
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would decrease the FOV (to ~70 μm when using the doublet design described here), 
but otherwise we would expect similar imaging performance. The GRIN lens sys-
tems described here are also inexpensive enough, that one could imagine them 
becoming a disposable probe tip, eliminating the need to sterilize the endoscope 
between procedures. Further, the ability to use larger optics allows for the use of 
durable galvo based scanning mirrors, more efficient collection optics, and the 
potential to use other imaging modalities in combination with multiphoton imaging. 
As such, this approach shows great promise to guide and/or replace current biopsy 
procedures to diagnose tissue health.

15.4  Dual Modality Endomicroscope with Variable 
Magnification and Field-of-View

15.4.1  Introduction

Imaging with our successful flexible and rigid prototypes, we realized that the prac-
ticality of the devices is severely constrained by the lack of zoom capability The 
FOV of high-spatial resolution probes is relatively small and as result it is difficult
and time consuming to investigate large area of interest. More importantly, the 
restricted FOV does not allow examining the tissue architecture which contains
essential diagnostic information. For example, well established clinical practice is 
to extract tissue sample (Fig. 15.25a), processed it into histology sections and study 
them ex vivo under conventional light microscope using at least two magnifications: 
low magnification (Fig. 15.25c) for architecture viewing and high magnification 
(Fig. 15.25d) for cellular details. Variable magnification and FOV are essential for
the proper diagnostic.

All high-spatial resolution imaging modalities such as optical coherence tomog-
raphy (Huang et al. 1991), multiphoton microscopy (Denk et al. 1990; Zipfel et al. 
2003b), and confocal microscopy (Minsky 1988), when incorporated into compact 
endoscope (Bao et al. 2008; Rivera et al. 2011; Brown et al. 2012; Seibel and 
Smithwick 2002; Flusberg et al. 2005a; Kiesslich et al. 2005; Xi et al. 2012; Wu 
et al. 2009c; Kim et al. 2010) they provide a relative small FOV (hundreds of
microns, typically), which significantly reduces their utility in clinical applications. 
Miniature objective lens cannot simultaneously provide high-spatial resolution and 
large FOV, therefore optical zoom capability is essential functionality for a practical
endoscope. Whereas, optical zoom is easy implemented a conventional, tabletop 
light microscope by switching among multiple objective lenses (Fig. 15.25b), this 
approach is difficult, if not impossible, to implement in a miniature endoscopic 
probe due to stern size limitations.
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15.4.2  Miniature Varifocal Lens Design, Fabrication, 
Characterization and Testing

Various high-spatial resolution optical imaging modalities as MPM (Denk et al. 
1990), OCT (Huang et al. 1991) and confocal (Minsky 1988) have been imple-
mented in small endoscopic probes. Nevertheless that all these techniques derive
their signal from different physical processes, the endoscopic devices have similar 
architecture (Flusberg et al. 2005b) that includes fiber delivery of the excitation 
light and collection of relevant signal, a scanning mechanism, a miniature objective 
lens. A large number of different types of objective lenses have been reported and 
demonstrated: simple monolithic gradient-index lens (GRIN) (Myaing et al. 2006; 

a

c d

b

Fig. 15.25 Tissue biopsy. (a) The tissue is examined with a colonoscope and a sample is excised 
from the area of interest. (b) The sample tissue is prepared into histology slides and then studied 
under an optical microscope at different magnifications to assess the tissue health. Optical zoom is
trivial with conventional microscopes; physically switching multiple objective lenses with differ-
ent magnifications. (c) Low magnification (20×) H&E image. (d) High magnification (200×) H&E 
image (Colon H&E imaged courtesy of Dr. Mukherjee, Weil Cornell Medical College)
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Wu et al. 2009a; Fu et al. 2007; Bird and Gu 2003; Liu et al. 2009), compound 
GRIN lenses (Engelbrecht et al. 2008; Rivera et al. 2011; Barretto et al. 2009), com-
pound spherical (Bao et al. 2008; Liang et al. 2002), or aspherical (Bao et al. 2008; 
Liang et al. 2002), micromachined lenses (Dickensheets and Kino 1996) and glass 
or plastic lenses (Carlson et al. 2005; Kester et al. 2007). These objective lenses 
satisfy the functional requirements in terms of resolution, size and cost, but achiev-
ing optical zoom capability in endoscopes has been elusive. A zoom endoscopic 
lens based on a dual zone lens was reported (Chen et al. 2010), but nearly half of the 
excitation power incident on the sample does not produce useful information. An 
endoscope probe that provides high-spatial resolution imaging with optical zoom 
capability has never before been demonstrated.

Traditional varifocal/zoom lenses, including catadioptic lenses (Ermolaeva et al. 
2012; Shafer 1995; Shen et al. 2012; Betensky 1997), achieve their functionality by 
moving one or more of its components. This approach is not practical for endo-
scopic devices which distal end has very small size and is not easily accessible dur-
ing normal operation. We developed a miniature catadioptric varifocal lens based on 
the principle of wavelength division multiplexing, i.e. separating the optical paths of 
excitation light with different wavelengths. The lens provides two magnifications 
and FOVs and the zoom operation is achieved by switching the wavelength of the
excitation light without any mechanical adjustments of the lens components.

The objective lens, 3 mm outside diameter (OD) and~8 mm in length, includes
3 optical elements (Fig. 15.26a). The FOV and magnification variation is enabled by
two dichroic coatings deposited at the central part of the front surface of element #3 
and at the peripheral region of the front surface of element #2. Note, that the central
part of the front surface of element #2 is uncoated. The excitation light emerges 
from the tip of the fiber to the left in Fig. 15.26a, then it is directed by element #1 to 
the dichroic coating at the central part of the front surface of element #3. What hap-
pens next depends on the excitation/incident light wavelength. The light is either 
reflected (if the wavelength is within the reflection region of the coating, e.g., 
λi =800 nm) toward the patterned dichroic coating on the outer region of the front
surface of element #2 and then focused to the sample with high numerical aperture 
(NA), or transmitted (if the wavelength is within the transmission region of the coat-
ing, e.g., λi =406 nm) and focused to the sample with low NA. Therefore, the change
of magnification/FOV is achieved by switching only the wavelength of the excita-
tion light, no mechanical adjustments of lens elements are required.

The design parameters are listed in Table 15.5. High-resolution multiphoton 
imaging mode is designed to operate between 800 and 900 nm. At λi =800 nm, the
calculated full width at half maximum (FWHM) of the lateral point spread function 
(PSF) is ~0.7 μm (Fig. 15.28a), and the Strehl ratio is approximately 1 over the 
central 160-μm FOV, indicating diffraction limited optical performance. The low-
magnification imaging mode operates between 350 and 730 nm. At λi = 406 nm, the 
lateral resolution (FWHM) is ~4.5 μm, and the FOV is 1.3 mm. The imaging planes
of the miniature varifocal lens have small curvature in both imaging modalities. 
Such a curved image plane allows significantly better aberration correction than a 
planar image plane, and is inconsequential for in vivo tissue imaging. The radius of 
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Fig. 15.26 (a) Lens design layout, drawn to scale. (b) Transmission spectrum of the patterned 
dichroic coating deposited on the proximal surface of element #2 (shown in the inset). The pat-
terned structure of the coating is clearly seen. (c) Transmission spectrum of the dichroic coating 
deposited on the proximal surface of element #3 (shown in the inset). (d) 3D lens layout, indicating 
the positions of the plastic fibers for signal collection. (e) Photograph of the objective lens assem-
bly (Ouzounov et al. 2013b)

Table 15.5 Design 
specifications for miniature 
zoom objective (Ouzounov
et al. 2013b)

Parameters High-mag mode Low-mag mode

Sample space Water Air
Magnification −0.2× −1.47×
NA 0.55 (at 800 nm) 0.075 (at 405 nm)
FOV 160 μm 1.3 mm
One-photon
resolution

0.7 μm 4.5 μm

Wavelength 800–900 nm 350–730 nm
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curvature of the image surface is −1.09 mm and −2.01 mm for high magnification 
and low magnification mode, respectively. For in vivo imaging, this is not an issue 
because tissue features are not flat anyway. The curvature of the imaging plane sur-
face will have little effect on signal collection, because the POFs collect through
non-imaging pathways. The tolerance analysis we performed is based on  calculating 
the root-mean-squared (rms) wavefront error, i.e., deviations from an ideal spherical 
wavefront. The nominal error of the lens design is 0.007.

The dichroic coatings on elements 2 and 3 (Fig. 15.26a–c) that enable the varifo-
cal operation lead to non-reciprocal propagation of the excitation and the fluores-
cence light. Therefore, epi-collection of the two-photon excited fluorescence signal 
through the excitation pathway is inefficient. As a result, we use 10 large-core 
(500 μm OD) plastic optical fibers (POFs) (ESKA® acrylic, Mitsubishi) located next 
to the proximal surface of element 2 (Fig. 15.26d) to collect the fluorescence signal 
and the scattered light at low magnification mode. Different locations of the imag-
ing planes results in different collection efficiency, which is smaller for the low 
magnification mode due to the longer working distance. However, the much higher 
signal level at low magnification mode, due to the linear contrast mechanism, over-
comes the collection efficiency reduction.

The optical elements were manufactured (Fig. 15.26e) and assembled by Optics
Technology Inc, Pittsford, NY.

The performance of this miniature objective was characterized by transmission 
imaging a US Air Force (USAF) test target. Figure 15.27 shows the experimental 
setup. A mode-locked Ti:Sapphire laser (Tsunami, Spectra Physics) operating at 
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Fig. 15.27 Lens characterization and imaging setup (Ouzounov et al. 2013b)
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800 nm was used for characterization and imaging in high-resolution mode.
For low-magnification, large FOV imaging, we use a fiber-coupled continuous
wave (CW) semiconductor laser operating at 406 nm (LP406-SF20, Thorlabs). The 
laser beam is raster-scanned by a pair of galvo mirrors and is focused to the object 
plane of the zoom endoscope lens by a low NA objective (Olympus, 0.1 NA, 4×).
To quantify the lateral resolution, for both modes, we analyzed the intensity line 
profile across the edge of a target feature (Fig. 15.28a, the feature used for high- 
magnification mode). The intensity profile at the edge of the feature is the edge- 
response function and its derivative is the line-spread function, which corresponds 
to the cross section of the point spread function (PSF). The lateral resolution of the 
high-magnification mode (FWHM) is ~0.75 μm (Fig. 15.28a), which corresponds to 
a two-photon resolution (FWHM) of ~0.5 μm. The obstruction at the center of the 
back aperture causes the side lobes of the PSF, a well-known feature for a reflective 
objective lens. However, the quadratic dependence on the excitation intensity in 
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Fig. 15.28 (a) Calculated (red solid line) and measured (blue dashed line) lateral point spread 
function for the high-resolution imaging mode. Inset: Group 9 of USAF resolution target imaged
using the high-resolution imaging mode at 800 nm. Inset: Intensity line profile across the indicated 
feature and its derivative. (b) USAF resolution target imaged using the high magnification mode 
(λi=800 nm). (c) USAF resolution target imaged in transmission using the low magnification 
mode (λi =406 nm). (d) Axial scan of a thin Rhodamine B film showing the two-photon axial reso-
lution (FWHM) of 10.5 μm (Ouzounov et al. 2013b)
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two-photon excitation process will suppress significantly these side lobes. The FOV
of the high-magnification mode is ~160 μm (Fig. 15.28b). The output beam of the 
miniature zoom lens operating in high-magnification mode has an annular profile, 
which reduces the axial resolution (Gu et al. 1993; Sheppard 1977). We character-
ized the two-photon axial resolution of the high-magnification mode by stepping a 
500-nm Rhodamine B thin film through its focus. The measured FWHM of the thin
film response is ~10.5 μm (Fig. 15.28d), which is sufficient for resolving cellular 
layers in biological tissues. Using the USAF test target, the one-photon lateral reso-
lution of the low-magnification mode was measured to be ~4.5 μm. The low- 
magnification imaging mode achieved a large FOV of 1.3 mm (Fig. 15.28c).

The transmission of the varifocal lens is ~40 and ~70 %, respectively, for the 
high and low magnification modes. In this prototype, the only coatings deposited 
were the patterned dichroic coatings on the proximal surfaces of elements #2 and #3 
(Fig. 4.4) needed for varifocal operation. Anti-reflection coatings on the other opti-
cal surfaces will result in significantly higher power transmission.

To test the imaging capabilities of the dual magnification objective, we acquired ex 
vivo images from various unstained mouse tissues. The two-photon fluorescence and 
one-photon reflected/scattered light emitted from these tissues was epi- collected using 
the ten large core plastic optical fibers, and detected by an ultra bi-alkali (R7600U-200, 
Hamamatsu) PMT, which has an active area of ~ 400 mm2. Short pass filters (FF720-
SDi01-25 × 36, Semrock) were used in front of the PMT. The PMT output current was 
amplified and converted to voltage (C7319, Hamamatsu), and then digitalized at 16 
bits at 10 MHz by a data acquisition card (NI PCI-6115, National Instruments). Prior
to imaging, the excised tissue samples (i.e., a segment of colon, a single lung lobe and 
a whole kidney obtained from an adult CD-1 mouse) were embedded in agarose gel 
and mounted on microscope slides. The slide was mounted on a 3D translation stage 
(MP-285, Sutter). Low magnification images were acquired first. To acquire high
magnification images, the site of interest was placed at the center of the FOV, and then
the sample was moved axially to the image plane of the high magnification mode. 
Image acquisition is performed with the software ScanImage.

We show a high-resolution two-photon image of unstained mouse colon tissue 
(inner epithelial lining of the colon) in Fig. 15.29a. Typical features (e.g., enterocytes, 
goblet cells and crypts) are visible. A corresponding low magnification, reflection/scat-
tering image of mouse colon is shown in Fig. 15.29b. Figure 15.29c shows a high-
magnification multiphoton image of unstained mouse lung, where characteristic 
features including alveolar walls and lumens are clearly  distinguishable. The corre-
sponding low magnification image is shown in Fig. 15.29d. All images were acquired 
at a rate of 2 frames/s. The average power at the sample  during multiphoton imaging 
was ~ 25 mW.

We show a low magnification image of unstained mouse kidney in Fig. 15.30a. 
High magnification two-photon fluorescence and second harmonic generation 
(SHG) images of unstained mouse kidney at the surface and ~ 80 μm below the 
surface are shown in Fig. 15.30b, c, respectively. In Fig. 15.30b, the fibrous com-
ponents of the kidney capsule are visible. Figure 15.30c displays optical cross sec-
tion of the proximal convoluted tubules, which are separated by renal interstitium 
(i.e. dark, non-fluorescent spaces containing sparse amount of connective tissue).
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15.4.3  Endomicroscope Probe Design, Fabrication, 
Characterization and Testing

15.4.3.1 Endomicroscope Design

We integrated the varifocal miniature lens described above with a previously dem-
onstrated (Rivera et al. 2011) miniaturized resonant/non-resonant fiber raster 
scanner into a fully functional endomicroscope probe with 5 mm OD and 5 cm
rigid length (Fig. 15.31 (a)). The scanner consists of two scanning optical fibers 
that are bonded alongside each other: a hollow-core photonic band-gap fiber 

a b

dc

Fig. 15.29 High-magnification two-photon intrinsic fluorescence images of unstained ex vivo mouse 
colon (a) and lung (c). Lung image is un-averaged; colon image is averaged over 3 frames. In (a), 
enterocytes (e), goblet cells (g) and crypts (c) are visible. In (c), alveolar walls (w) and lumens (L) are 
distinguishable. (b) Low magnification reflection/scattering image of unstained mouse colon (b) and 
lung (d). All images are acquired at 2 frames per second. Average power at the sample during multi-
photon imaging was ~ 25 mW. The white circle in (b) and (d) indicates the approximate location of 
the site from which the multiphoton image shown in (a) and (c) is obtained (Ouzounov et al. 2013b)
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a b c

Fig. 15.30 (a) Low magnification reflection/scattering image of unstained mouse kidney. 
High-magnification two-photon intrinsic fluorescence and SHG image of unstained ex vivo
mouse kidney at the surface (b) and approximately 80 um below the surface (c). In (b), the col-
lagen fibers of the kidney capsule are well distinguishable. In (c), cuboidal epithelium (CE) and 
the renal interstitium (RI) are visible. The white circle in (a) indicates the approximate location 
of the site from which the multiphoton images shown in (b) and (c) is obtained (Ouzounov
et al. 2013b)

Miniaturized Fiber
Raster Scanner

5
mm

HC-800B
NKT Photonics

S405-HP

SSMFHC-PBGF

a

b

Fig. 15.31 Dual modality 
endomicroscope. (a) 
Photograph of the 
endomicroscope with optical 
zoom. (b) Schematic 
illustration of the optical and 
mechanical configurations of 
the endomicroscope 
(Ouzounov et al. 2013a)

D.M. Huland et al.



357

(HC-PBGF) with a transmission window at 800 nm (HC-800-2, NKT Photonics)
for high- resolution multiphoton imaging, and a standard single mode fiber (SSMF) 
at 400 nm for large FOV, one-photon reflectance imaging. The fibers are bonded
with instant adhesive (Loctite 495) and the distal end faces of the two fibers lie in 
the same plane. The schematic of the endomicroscope is shown in Fig. 15.31b.

15.4.3.2 Endomicroscope Characterization

The experimental setup used for instrument characterization and for tissue imaging 
shown in Fig. 15.32 is similar to the one used for stand-alone lens. To compensate 
for the anomalous dispersion of HC-PBGF, the femtosecond pulses are positively
pre-chirped by passing through a piece of SF11 glass and then coupled into the 
HC-PBG fiber (~1 m long, Fig. 15.25b) of the endomicroscope. The CW laser out-
put fiber is spliced to the SSMF of the endomicroscope (Fig. 15.25b).

The device performance was characterized by imaging a US Air Force (USAF) 
test target in transmission. The lateral resolution (FWHM of PSF) of the high- 
magnification mode is ~0.75 μm (Fig. 15.33a), which corresponds to a two-photon 
resolution (FWHM) of ~0.5 μm. The side lobes of the PSF are caused by the obstruc-
tion at the center of the back aperture, which is a well-known feature of reflective 
objective lenses. These side lobes are significantly suppressed during two- photon 
imaging due to nonlinear nature of the signal. The FOV of the high-magnification
mode is ~160 μm (Fig. 15.33b). The low-magnification mode one-photon lateral 
resolution was determined to be ~4.5 μm. The FOV of the low-magnification imag-
ing mode is 1.15 mm (Fig. 15.33c). The output beam of the miniature zoom lens 
operating in high-magnification mode has an annular profile], which reduces the 
axial resolution (Gu et al. 1993; Sheppard 1977). We characterized the two-photon 
axial resolution of the high-magnification mode by stepping a 500-nm Rhodamine B
thin film through its focus. The measured FWHM of the thin film response is 

Ti:Sapphire laser
(λ = 800 nm)

SF11

HC-PBGF

Zoom
endoscope

SMF
@ 406 nm

CW laser diode
(λ = 406 nm)

PMT

10 POFs
ESKA acrylic

Fig. 15.32 Endoscope 
characterization and imaging 
setup (Ouzounov et al.
2013a)
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~10.5 μm (Fig. 15.33d), which is sufficient for resolving cellular layers in biological 
tissues. The lateral and axial resolution for both operational modes of the completed 
endomicroscope prototype is similar to that of the  stand- alone catadioptric varifocal 
lens, indicating that packaging of the miniature lens into a fully functional dual 
modality endomicroscope did not deteriorate its optical performance.

15.4.4  Ex Vivo and In Vivo Imaging of Unstained Rodent Tissues

15.4.4.1 Ex Vivo Imaging

To demonstrate the capability of the dual modality, dual magnification operation, 
we obtained ex vivo images from an unstained tumor-laden mouse lung lobe (~3 mm 
by ~ 5 mm), and identified normal and abnormal tissue regions within the lobe using 
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Fig. 15.33 Dual modality endomicroscope characterization. (a) Calculated (red solid line) and 
measured (blue dashed line) lateral point spread function for the high-resolution imaging mode. 
Inset: Group 9 of USAF high-resolution target imaged in transmission using the high-resolution
imaging mode at 800 nm. (b) USAF resolution target imaged in transmission using the high- 
magnification mode (λi =800 nm). (c) USAF resolution target imaged in transmission using the 
low-magnification mode (λi =406 nm). (d) Axial scan of a thin Rhodamine B film showing the
two-photon axial resolution (FWHM) of 10.5 μm (Ouzounov et al. 2013a)
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both imaging modalities of the endomicroscope. Images were obtained from three 
different areas, indicated in Fig. 15.34a, within the tumor-laden lobe. Figure 15.34b–e 
show images from mildly affected site, Fig. 15.34f–h and i show images from site 
with inflammation and Fig. 15.28j–m show images from site with neoplasia. We 
identify the sites of interest by using the low-magnification reflectance modality to 
navigate the surface of the excised lung sample. These images, shown in Fig. 15.34d, 
h and l, exhibit very different surface morphology, which indicates different states 
of tissue health. In Fig. 15.34d, we observe normal lung parenchyma containing 
typical alveolar tissue, which is harder to discern in Fig. 15.34h and almost impos-
sible to differentiate in Fig. 15.34l. Corresponding low magnification H&E images 
from the same sites are shown in Fig. 15.34c, g and k, respectively. It is not possible 
to perfectly match the locations of these two types of images due to typical artifacts 
associated with histological tissue processing. However, we placed small burn 
marks using a small blood vessel cauterize as fiducial markers and we were able to 
achieve a good correlation between the indicated areas in the low resolution H&E 
images (Fig. 15.34c, g and k) and the corresponding reflectance images (Fig. 15.34d, 
h and l). After completing each of the low-magnification images, we switched to the 
multiphoton modality and acquired high-resolution multiphoton images within 
those regions (Fig. 15.34e, i and m). Multiphoton microscopy of unstained tissues 
has been demonstrated to provide tissue diagnostics that are comparable to gold 
standard histology (Pavlova et al. 2012; Zipfel et al. 2003a; Mukherjee et al. 2009). 
Furthermore, it has been shown (Pavlova et al. 2012) that MPM is capable of dif-
ferentiating between normal, inflammatory and neoplastic regions within mouse 
lung tissue. Therefore, to correctly diagnose the health state of the different regions 
within the excised tumor-laden mouse lung lobe, we compared the acquired multi-
photon endomicroscopy images (Fig. 15.34e, i and m) to their corresponding H&E 
images (Fig. 15.34b, f and i, respectively) and to the multiphoton microscopy 
images reported in (Pavlova et al. 2012). Figure 15.34e shows a representative high- 
resolution multiphoton endomicroscopy image from the area indicated (red circle) 
in Fig. 15.34d. In Fig. 15.34e, mildly affected lung parenchyma is visible, where 
characteristic features such as alveolar walls and lumens are distinguishable. 
Moreover, in this image a few alveolar macrophages may be seen within the dark- 
appearing alveolar lumens. Figure 15.34b shows the corresponding H&E image to 
Figure 15.34e (i.e., both images are from the same tissue region) and contains simi-
lar morphological features, including intra-alveolar macrophages containing numer-
ous eosinophilic crystals. A high-resolution multiphoton endomicroscopy image 
obtained within the region shown (red circle) in Fig. 15.10h is shown in Fig. 15.34i. 
Figure 15.10i and its corresponding H&E image (Fig. 15.34f) displays a relatively 
large number of macrophages that have migrated and infiltrated into the alveolar 
lumens, thereby indicating that this region is a site of inflammation (Pavlova et al. 
2012). In the H&E image, the eosinophilic crystals within the macrophage cyto-
plasm are evident. Figure 15.34m displays a multiphoton image obtained within the 
area indicated (red circle) in Fig. 15.34i. In Fig. 15.34m and its corresponding H&E 
image (Fig. 15.34j) the normal alveolar architecture is effaced by neoplastic epithe-
lial cells forming glandular and papillary structures. These results demonstrate that 
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Fig. 15.34 Ex vivo images of unstained tumor-laden mouse lung tissue. (a) Low magnification 
image of an H&E-stained section from the periphery of the entire lung lob. The locations of the 
sites imaged are indicated. (b–e) A site that contains mildly affected lung tissue. (b) High 
Magnification H&E image shows mildly expanded alveolar septa surrounding lumens containing 
increased numbers of alveolar macrophages containing brightly eosinophilic crystals (M). (c) Low 
magnification H&E of the same site. (d) Low-magnification reflection/scattering image of this 
region within the mouse lung, in which the alveolar tissue is distinguishable. (e) High-magnification 
two-photon intrinsic fluorescence image of unstained ex vivo mouse lung tissue from the area 
displayed in (b). Alveolar lumens (A) and walls (W) are distinguishable as well as most likely a few 
macrophages within the lumens. (f–i) A site with moderate infiltrates of macrophages. (f) High 
magnification H&E image confirms that alveolar lumens are filled with large numbers of macro-
phages containing abundant intracytoplasmic eosinophilic crystals. (g) Low magnification H&E 
image of this site. (h) Low-magnification reflection/scattering image of this inflammatory site, in 
which the alveolar structure is not well distinguishable. (i) High-magnification two-photon intrin-
sic fluorescence image of unstained ex vivo mouse lung tissue from the area displayed in (h). A 
large number of cells, most likely macrophages, have migrated into the alveolar lumens, which is 
characteristic of inflammation. (j–m) A site with neoplasia proliferation of alveolar epithelial cells. 
(j) High magnification H&E image confirms that alveolar architecture is effaced by atypical epi-
thelial cells forming glandular and papillary structures. (k) Low magnification H&E image of this 
site. (l) Low-magnification reflection/scattering image of this abnormal site, the alveolar structure 
is not well distinguishable. (m) High-magnification two-photon intrinsic fluorescence image of 
unstained ex vivo mouse lung tissue from the area displayed in (l). Compact mass of cells covers 
the whole area and the alveolar structure is not seen. The indicated area in (c), (g) and (k) correlates 
to the corresponding reflectance image in (d), (h) and (l). The red circle in (d), (h) and (l) indicates 
the approximate location of the site from which the multiphoton image shown in (e), (i) and (m) is 
obtained. Scale bars in (a), 1 mm. Scale bars in (c), (g), (k), (d), (h) and (l) are 100 um. Scale bars 
in (b), (f), (j), (e), (i) and (m) are 10 um (Ouzounov et al. 2013a)
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our probe can use the low-magnification, large FOV modality to identify tissue sites
that may have different health states and then use the high-magnification multipho-
ton modality to closely examine these sites and obtain diagnostic quality images. 
Therefore, our dual modality endomicroscope is able to provide an assessment of 
tissue health that is comparable to standard histopathological examinations that use 
an optical microscope with variable magnification.

Mouse model. LSL-K-ras G12D mice (Jackson et al. 2001) obtained from the 
Mouse Models of Human Cancer Consortium were backcrossed onto a pure 129SvEv 
genetic background. K-ras G12D activation and Cre-mediated recombination were
induced through administration of 3.16 × 109 viral particles of Ad-Cre virus com-
bined with 0.144 μL 2 M CaCl2 and MEM 1× (with Earle’s salts, without L-glutamine 
and phenol red; Cellgro/Mediatech) to 40 μL per mouse. Adult mice were anesthe-
tized with 2.5 % Avertin intraperitoneally to effect (1 g tribromoethanol and 1 mL 
tert-amyl alcohol stock solution diluted in sterile saline and filtered before use). Virus 
was administered intratracheally following endotracheal intubation with a 24 gauge 
Monoject Veterinary I.V. catheter. The mouse was euthanized and the lungs were 
harvested 31 weeks post viral infection. All animal housing and experimentation was 
performed in accordance with institutional animal care and use guidelines.

Tissue Processing

Mice were euthanized by carbon dioxide asphyxiation. The lung lobes were removed 
and kept in chilled PBS until imaging. The tissue was embedded in agarose gel,
plated on a standard glass microscope slide, kept immersed in PBS, and imaged
within 1 h of euthanasia. After imaging, lobes were fixed overnight in formalin and 
transferred to 70 % ethanol before being embedded in paraffin for serial sectioning 
and standard hematoxylin and eosin staining for subsequent histological analyses.

15.4.4.2 In Vivo imaging

To demonstrate further the capability of our endomicroscope, we acquired in vivo 
images of kidney (Fig. 15.35) from anesthetized rats without any exogenous con-
trast. In Fig. 15.35, we show low-magnification reflectance and high magnification 
intrinsic multiphoton fluorescence images of the rat kidney. The kidney surface 
morphology and the fibrous components of the kidney capsule can be seen in the 
low magnification images show. High magnification multiphoton images were 
taken at various depths within the outermost regions of the kidney cortex. These 
images exhibit optical cross sections of the proximal convoluted tubules, which are 
lined by cuboidal epithelium and separated by renal interstitium (i.e., dark, non- 
fluorescent spaces containing sparse amounts of connective tissue). Note that these
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features are clearly visible in images taken deep into the tissue (down to ~ 140 um 
beneath the kidney surface), which demonstrates that our fluorescence collection 
scheme consisting of large POFs is capable of endoscopic imaging deep into scat-
tering tissues. All images were taken using ~ 60 mW average power at 4.1 frames/s 
(3 frames averaged). When the endomicroscope is pressed gently against the tissue, 
the motion artifacts (animal respiration, heart-beat, etc.) within the obtained images 
are mainly suppressed which makes a larger number of averages possible. Although 
we also intubated the animal imaged, pressing the probe against the tissue has 
 significantly larger effect on motion artifacts reduction.

For the in vivo imaging experiments we used a normal male rat model  
(250–350 g, Sprague-Dawley, Charles River Laboratories International, Inc). The 
rat to be imaged was placed into an induction chamber with gas anesthetic  
(~5 % isofluorane- oxygen mixture) until reaching the sufficient level of sedation for 
intubation. The rat was intubated by inserting a small angiocatheter (Hallowell 
EMC, Rat Intubation Pack) into its trachea and extending the tube slightly past the 

a b c
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Fig. 15.35 In vivo Images of unstained rat kidney tissues. (a), Low magnification reflection/scat-
tering images of unstained in vivo rat kidney. The fibrous structure of the kidney capsule and out-
ermost features of the kidney cortex are visible. (b–e), High-magnification two-photon intrinsic 
fluorescence image of unstained in vivo rat kidney 20 um below the surface (b), at ~60 um below 
the surface (c), at ~100 um below the surface (d) and at ~140 um below the surface (e). (f) High 
magnification H&E image shows similar features and information as two-photon intrinsic fluores-
cence images. (b-f) show cross sections of proximal convoluted tubules, each tubule contains a 
central lumen (CL) lined with cuboidal epithelium (CE) and separated by the poorly fluorescent 
renal interstitium (RI) containing sparse connective tissue components. Scale bars in (a), 100 um. 
Scale bars in (b–f), 10 um (Ouzounov et al. 2013a)
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vocal folds. A commercial otoscope (Welch Allyn Model 21700) was used to guide 
the angiocatheter into its proper position during this procedure. The rat was then 
connected to a veterinary ventilator (Hallowell EMC MicroVent 1) in order to 
reduce imaging artifacts due to respiration. After intubation the animal was 
restrained on a temperature-controlled heat pad (36 °C) to maintain body tempera-
ture. The sedation (~2–3 % isofluorane-oxygen mixture) was maintained through 
the ventilator system during the imaging session. To expose the internal organs, a 
small ventral- midline abdominal incision was made and each organ was isolated 
and elevated with tongue depressors to further reduce the motion artifacts before 
imaging. The endomicroscope, attached to a mechanical arm connected to a preci-
sion motorized 3D stage (MP-285, Sutter Instrument Co.), is placed on top of the
organ for image acquisition. All animal treatment was in compliance with Cornell 
University Institutional Animal Care and Use Committee approved protocol and 
procedures. The average power on the sample was approximately 60 mW, frame 
rate of 4.1 frame/s. The pulse duration was 110 fs and the wavelength was 800 nm.

We set up an infrared imaging system to help with endomicroscope positioning 
and monitoring of the animal during the imaging. The system includes an IR LED 
(M940L2, Thorlabs) operating at 940 nm and a CCD camera (DCU223M, Thorlabs) 
with a zoom lens (MVL7000, Thorlabs). The IR illumination wavelength of 940 nm 
does not interfere with the low magnification and high magnification imaging 
because of the short pass filters used (FF01-720/SP-25, Semrock) in the signal path 
and low PMT sensitivity at this wavelength.

15.4.5  Conclusions

Tissue biopsy procedures are the current practice for clinical assessment of tissue 
health. Tissue biopsy is guided by conventional wide field, white light endoscopes 
that offer a large FOV, but do not provide quality diagnostic information. Our dual
modality endoscope with variable optical magnification provides, as demonstrated 
in the results presented above, high-spatial resolution diagnostic quality imaging. 
White light, wide field imaging naturally complements our dual modality endomi-
croscope. A video endoscope integrated with our device would provide imaging at 
three resolutions/FOVs: ~ 2 cm FOV with~100 μm resolution through white light 
imaging, ~ 1 mm FOV, 4.5 um resolution through the low magnification mode,
and ~ 200 μm FOV, <1 μm resolution through the high magnification multiphoton 
imaging mode. Such multi-magnification/FOV imaging approach completely paral-
lels the tissue biopsy procedure (i.e., white light imaging in vivo, and then dual 
magnification imaging of the stained biopsy specimen using a bench-top micro-
scope ex vivo), and will allow for real time diagnostics in the clinic without tissue 
removal.

Maximizing the signal collection efficiency is essential for a practical multipho-
ton endomicroscope to achieve diagnostic quality image without inflicting damage 
to the tissue. Presently, most endoscopic objectives and probes are designed for 
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optimal excitation, and then using the same imaging optics to epi-collect the fluo-
rescence back into the delivery fiber or to a single large core fiber (Engelbrecht 
et al. 2008; Le Harzic et al. 2008; Flusberg et al. 2005a). Most biological tissues 
are extremely heterogeneous and strongly scatter light at the short fluorescence and 
second harmonic generation wavelengths, therefore the contribution of ballistic 
fluorescence photons in epi-collection diminishes quickly with increasing imaging 
depth (Helmchen and Denk 2005). When imaging deep into scattering tissue, 
 efficient collection of the scattered fluorescence photons that emerge from the tis-
sue surface from a diffusely radiating region (Beaurepaire and Mertz 2002) is 
essential. By collecting the scattered fluorescence photons through 10 large core
POFs, our endomicroscope improves the collection efficiency by increasing the
effective collection FOV and NA; therefore, it is inherently well suited for imaging
deep into highly scattering tissues. With our current device we can achieve 140 μm 
imaging depth without noticeable degradation of image quality and this depth limit 
is due to the working distance of the device. A larger working distance (e.g.,  
~500 μm) varifocal objective lens can be achieved based on the same catadioptric 
concept, which will help properly evaluate the extent of tumor invasion during 
cancer staging (Kiesslich and Neurath 2007). Multiphoton imaging is inherently 
suited for deep tissue imaging, and our novel collection scheme based on harvest-
ing non- ballistic fluorescence photons can further enhance this capability.

A future improvement for the varifocal lens is to achieve par-focal operation, i.e., 
the imaging planes of the two optical magnification modes overlap. The endoscope 
repositioning when switching between the two modalities would be eliminated. In 
addition, the catadioptric lens enables the combination of high-resolution multipho-
ton imaging with a number other of imaging modalities and thus may provide addi-
tional clinical value by combining the complementary diagnostic capabilities of 
several modalities in a single device. The low-magnification mode could be 
 implemented as one-photon imaging, including any of reflectance (demonstrated in 
this paper), narrow-band, or laser-induced fluorescence imaging modality. The 
dichroic coatings spectral properties and the excitation light delivery fibers can be 
selected in such ways that a single device can implement all these modalities by 
choosing the appropriate laser sources. The low-magnification mode can also be 
implemented through multiphoton imaging modalities because the novel, non-
reciprocal fluorescence collection approach (i.e., the separation between the excita-
tion and collection optical path) enables high collection efficiency in a low NA,
large FOV excitation system.

In summary, we have designed, built, and tested, an endomicroscope that, for 
the first time, achieves variations of optical magnification and FOV in a miniature
device. By combining, in the same device, a high-resolution modality with a large
FOV modality, our device extends significantly the clinical utility of high resolu-
tion endomicroscopy. Our endomicroscope enables surveying large tissue areas
with a coarse spatial resolution and identifying the sites of interest to be imaged 
with high- spatial resolution. The optical zoom operation achieved without any 
mechanical adjustments is enabled by a novel miniature objective lens design 
 utilizing the principle of wavelength division multiplexing. The demonstrated 
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endomicroscope overcomes a major limitation (i.e., small FOV) in existing high
resolution endoscopic imaging, particularly in its clinical translation for real-time 
tissue diagnostics.

15.5  Summary and Conclusions

The strength of nonlinear microscopy lies in its ability to produce high resolution, 
real time images of unstained tissue. As a result, it has great potential to be useful in 
the clinical identification of abnormal tissue, as a tool for diagnostic imaging and 
surgical margin assessment. The work presented here describes endoscopic instru-
mentation development efforts and experimental validation of endoscopic imaging 
devices and techniques.

As the optical performance of these devices approaches clinical usefulness, a key 
step in the translation of this technology is to verify that the excitation light used 
does not damage the tissue. While some studies have suggested that the excitation 
powers used for our studies are below the damage threshold (Dela Cruz et al. 2010; 
Ramasamy et al. 2011), further studies of tissue damage under femtosecond pulse 
illumination are necessary to provide clear guidelines for the safety of MPE. These 
studies will undoubtedly play a major role in the design and fabrication of the next 
generation of multiphoton endoscopes.
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Chapter 16
Fluorescence Lifetime Imaging for Diagnostic 
and Therapeutic Intravital Microscopy

Washington Y. Sanchez, Zhen Song, Wolfgang Becker, Karsten Koenig, 
and Michael S. Roberts

Abstract Intravital imaging is now widely performed using wide-field microscopy, 
endoscopy, and state-of-the-art multiphoton microscopy for research and clinical 
assessment applications. Fluorescence lifetime imaging is increasingly being used as 
a complementary technology to greatly enhance the specificity and sensitivity in the 
analysis of the various fluorophores present within an intravital image. The fluores-
cence lifetime of a fluorophore. The fluorescence lifetime distribution for a fluoro-
phore is an intrinsic property, arising from the emission of photons of light in the 
decaying to its original energy state after its molecules are excited by a specific wave-
length of light and remain in an excited state for a range of times. This behavior for 
individual autofluorescent fluorophores, dyes, drugs, fluorescent proteins and anti-
bodies is most frequently summarized in terms of their average fluorescence lifetime. 
Fluorescence lifetime differences are then used to identify and discriminate between 
molecules in various applications, including the assessment of drug distribution and 
metabolism, and in quantifying cell responses for toxicology. Fluorescence lifetime 
imaging microscopy (FLIM) and tomography involves the spatial representation of 
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the fluorescent lifetimes of all molecules within image  collected over a specified time 
period and resolution. Autofluorescence lifetime  differences between normal and 
cancerous tissues have been used to define surgical margins during intraoperative 
surgery. Recent advances have enabled the rapid and robust collection of fluorescence 
lifetime information from tissues with high- resolution at video-rate speeds using 
endoscopic probes. Fluorescence lifetime imaging, combined with multi-spectral and 
anisotropic analysis, yields detailed redox state data from within a cell, arising from 
its metabolic state and enables intravital analysis of the transport and metabolism of 
fluorescent probes in cells. Intravital fluorescence lifetime imaging is becoming an 
indispensable diagnostic approach with broad therapeutic and clinical applications.

16.1  Introduction

Fluorescence lifetime imaging (FLIM) is an essential complementary tool for intra-
vital microscopy. FLIM adds an additional layer of information of the physico- 
chemical states of autofluorescent fluorophores and stained tissues. Combined with 
spectral and anisotropic imaging, a complex sample with a heterogeneous mix of 
fluorophores can be more precisely resolved with an enhanced sensitivity for each 
component. FLIM is now increasingly being used to rapidly assess disease states, 
progression and therapeutic delivery and efficacy with intravital microscopy. In this 
chapter, the theory and use of FLIM for intravital microscopy will be overviewed.

16.2  Intravital Multiphoton Tomography and Fluorescence 
Lifetime Imaging

Intravital fluorescence microscopy has now been used to image below the surface of 
tissue and organs for more than 60 years. One early application of this technique was 
the demonstration of the uptake of fluorescein from the sinusoids to hepatocytes and 
thence to the biliary canaliculae in rat livers in vivo (Hanzon 1952). Major develop-
ments of the technique include an improvement in focusing by confocal and multi-
photon microscopy. In confocal microscopy, a pinhole is used to restrict the focus to 
a small focal volume, whereas in multiphoton tomography, the focus is limited to a 
plane (Fig. 16.1a–f). Figure 16.1g shows fluorescence, confocal fluorescence and 
multiphoton imaging of skin, and intravital epifluorescence microscopy and 

Fig. 16.1 Comparison of the optical diagram of (a) epifluorescence (b) confocal (c) two-photon. 
Epifluorescence is acquired when an area of specimen is uniformly illuminated. Both confocal and 
multi-photon images require point to point scanning thus the focus area is much smaller. Confocal 
microscopy obtains 3D resolution by limiting the observation volume by place a pinhole in front of 
the detect to avoid any out of focus light (d), whereas two-photon microscopy limits the excitation 
volume, since two/multi-photon will only occur when photon flux is extremely high. (e) and (f) are 
Jablonski energy diagrams of 1-photon excitation and 2-photon excitation. Intravital epifluores-
cence image (e) (Adapted from Hanzon (1952)). (g) Brightfield, confocal, epifluorescence, and 
multiphoton imaging of the skin. (h) Intravital epifluorescence (left panel) and two-photon micros-
copy (right panel) of the liver
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 intravital multiphoton tomography for liver (Fig. 16.1h). While intravital 
 epifluorescence microscopy captures a greater proportion of off-focal plane layers 
of tissue, as shown by elevated intensity of vitamin A within the Kuppfer cells 
(Fig. 16.1h), multiphoton microscopy captures fluorescence within the narrow focal 
volume (~2 μm using a 10× objective) to achieve higher sub-cellular resolution.

Key advantages of the multiphoton technique over the traditional fluorescence 
approach are: (1) a much deeper tissue depth of penetration, (2) narrow focal  volume 
(~1 μm3), and (3) less tissue photo-toxicity as a consequence of using laser light hav-
ing a wavelength twice as long (half the energy) necessary to excite the sample 
(König 2008). A major advance in imaging has been the development of multipho-
ton microscopy for in vivo human studies to diagnose human skin conditions and to 
examine solute and nanoparticle distribution into skin. Figure 16.2 shows the first 

Fig. 16.2 The processes of fluorescence imaging, spectral imaging, fluorescence lifetime and fluo-
rescence lifetime imaging (FLIM). (a) Schematic of non-invasive multiphoton imaging and photo-
graph of a volunteer being imaged with the DermaInspect® multiphoton microscope, equipped with 
fluorescence lifetime imaging; (b) Fluorescence emission spectra of various autofluorescence com-
ponents and zinc oxide nanoparticles (Adapted from Zvyagin et al. (2008)); (c) Representative 
pseudo-colored images of human skin imaged with a multiphoton microscope at three spectral chan-
nels: 387–485 nm (green), 485–550 nm (blue), and 550–633 nm (red); (d) Representative pseudo-
colored fluorescence lifetime image of human skin processed with SPCImage (Becker and Hickl)
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commercial CE approved instrument, the DermaInspect® whereby laser light may be 
focused in a plane below the surface of the skin of a volunteer and the reflected fluo-
rescence intensity arising from fluorophores in the skin is measured in appropriate 
photomultiplier or other detection device (Fig. 16.2a, b). While reactive oxygen spe-
cies (ROS)-associated photodamage can be induced using near- infrared light (NIR) 
for multiphoton microscopy, this is dependent on a number of factors including the 
length of exposure, laser intensity, wavelength, and pulse- length. Key factors such as 
laser and power and beam dwell time must be optimized to be below the published 
threshold for phototoxicity and minimal erythema dose for multiphoton imaging 
(Fischer et al. 2008). Clinical multiphoton microscopes such as the DermaInspect® 
fail to induce DNA damage or erythema in skin, relative to ultraviolet exposed skin, 
using the appropriate laser power settings for typical measurements (i.e. ~2 mW for 
the stratum corneum, ~30 mW for depths up to 100 μm) (König 2008).

There are a number of intrinsic molecules in the human skin that can be excited 
by light at various wavelengths. These molecules, in turn, emit fluorescence light at 
a range of different emission wavelengths and with a lifetime (Table 16.1). The 
Zeiss and other confocal/multiphoton devices typically deploy filter wheels/cubes 
or monochromator to provide spectral separation.

We have modified such a device to add a filter wheel to differentiate fluorophores 
with different spectral emission characteristics, a process often referred to as spec-
tral imaging. We have described, as an application of that technique, the separation 
of the endogenous fluorophores in the skin from an externally applied physical 

Stratum Granulosum
X60 Water Objective

c

d

450 × 450 µm

387–485 nm 485–550 nm 550–633 nm

200 × 200 µm

Fig. 16.2 (continued)
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 sunscreen, nano zinc oxide (Zvyagin et al. 2008; Roberts et al. 2008). As shown in 
Fig. 16.2c, the luminescent zinc oxide has a much lower emission peak wavelength 
than the various endogenous autofluorescent compounds in the skin. The use of a 
bandpass filter BP380 (which selectively allows the transmission of 372–388 nm 
fluorescence) enables the quantitation of the zinc oxide in the presence of other 
autofluorescent solutes and has been used to show that there is negligible penetra-
tion of topically applied zinc oxide in the viable epidermis. The epidermal 
 fluorescence mainly arises from nicotinamide adenine dinucleotide (NADH), a 
coenzyme involved in redox reactions. It is often written as NAD(P)H, as its 

Table 16.1 Excitation, emission, and fluorescence lifetime properties of autofluorescent 
compounds and proteins

Autofluorescent 
fluorophore

Excitation 
(nm)

Emission 
(nm) State

Lifetime 
(ns) Reference

NAD(P)H 720–780 
(2P)

400–550 Free 0.39, 
1.14

Gafni and Brand (1976), 
Lakowicz et al. (1992), 
Wakita et al. (1995), 
Niesner et al. (2004), 
Bird et al. (2005), Yu 
et al. (2012), Vergen et al. 
(2012)

Bound 2.2–2.5

FAD 720–900 
(2P)

480–650 Free 40a, 
130b, 
2.0–2.8, 
5.2

Nakashima et al. (1980), 
Konig and Riemann 
(2003), Skala et al. 
(2007b), Yu et al. (2012), 
Islam et al. (2013), 
Damayanti et al. (2013)

Bound 0.08, 0.7, 
1.7

Melanin 720–880 
(2P)

510–600 0.2, 
0.5–1.9, 
7.9

Konig and Riemann 
(2003), Yu et al. (2012), 
Dancik et al. (2013)

Retinol 700–830 
(2P)

500 
(max)

Free 1.75, 
5.0

Collini et al. (2002), 
Zipfel et al. (2003)

Bound 0.7, 3.6, 
12

Protoporphyrin IX 
(PPIX)

800 (2P) 590 
(max)

5.2, 19 Schneckenburger et al. 
(1993), Wang et al. 
(2010)

Lipofuscin 366 (1P, 
max)

500–
605 nm

0.3, 1.2, 
4.8

Gaillard et al. (1995), 
Jung et al. (2010)

Keratin 750–900 400–600 1.4 Pena et al. (2005), Ehlers 
et al. (2007), Yu et al. 
(2012)

Elastin 700–740 570–590 0.2–0.4, 
2.3–2.5

Konig and Riemann 
(2003), Zipfel et al. 
(2003), Yu et al. (2012)

Collagen 800 
(SHG; 2P)

400 
(SHG)

0 Yu et al. (2012)

aFAD monomer
bFAD dimer
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 fluorescence characteristics cannot be distinguished from another naturally  occurring 
fluorophore, NADPH. It is also apparent that the various endogenous fluorophores 
in the skin also show different emission peak wavelengths. Figure 16.2c shows 
 different images of the skin observed with a multiphoton microscope at three 
 spectral channels for emission: 387–485 nm (green), 485–550 nm (blue), and  
550–633 nm (red). As discussed later, the excitation wavelength in two-photon 
imaging is usually twice that associated with the single photon (confocal) excitation 
of a solute. The intensity of fluorescence emitted will depend on the concentration 
and environment of the NAD(P)H, the presence of other compounds also emitting 
in the same detection band, the intensity of excitation and the duration of emission 
collection. This variation in intensity can be used to provide a deep image of cells 
below the surface.

An alternative but complementary approach to spectral imaging is to recognize 
that a pure compound excited by light will emit photons that decay over time to 
define a lifetime distribution for that solute (Fig. 16.3). The presence of more than 
one solute or microenvironments in a small area will create a range of times the 
molecules of the fluorophores present remain within the excited state prior to 
 decaying to its original energy state via the emission of photons of light. This range 
defines the lifetime distribution for solutes in that small area (Fig. 16.3) and enables 
a temporal resolution of solutes. The behavior of individual autofluorescence life-
time distribution for a given area and all of these lifetimes can also be mapped over 
a x, y or x, z space to give a spatial distribution. The collection of this spatial distri-
bution in lifetimes is achieved using FLIM. The map of the spatial distribution of 
fluorescence lifetimes for each pixel captured within the field of view using 
 fluorescence lifetime imaging (FLIM) is a valuable way to study such phenomena 
by confocal, multiphoton, wide-field microscopy or endoscopy (So et al. 1998; 
Becker et al. 2004). In the process of acquiring the spatial distribution map of life-
times from a sample by FLIM microscopy, each pixel may contain the fluorescence 
from several components. These components may represent a single fluorophore in 
multiple physio-chemical states or multiple fluorophores in their physio-chemical 
states (Lakowicz et al. 1992; Vishwasrao et al. 2005; Islam et al. 2013). Examples 
of intravital intensity and FLIM maps are shown in Fig. 16.4.

The mean lifetime is the average time a molecule exists within an excited state 
following the absorption of energy from an exogenous source (e.g. photon of light) 
(Fig. 16.3a). The decay process of an excited molecule to its ground state can occur 
via several means including fluorescence (including fluorescence quenching and 
Förster (also called fluorescence) resonance energy transfer [FRET] (Förster 2012), 
phosphorescence, intersystem crossing and internal conversion (Fig. 16.3a). A key 
determinant of these processes is the environment in which the fluorophore is 
placed. Small solutes, such as L-tryptophan, phenol, hydroquinone, 
N-methylpicolinium perchlorate, and iodide, have, for instance, all be shown to 
quench the emitted fluorescence of fluorescein in solution (Watt and Voss 1979) in 
a manner similar to illustrated in Fig. 16.3c. Whilst most studies on fluorescence are 
concerned with the directed changes in fluorescence intensity or lifetime caused by 
a quencher (Fig. 16.3c, d), the change in fluorescence lifetime for a fluorophore in 
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a

b

c

e f

d

Fig. 16.3 Processes of emission after exciting a fluorescent molecule (a, –b), including quenching 
(c), fluorescence and phosphorescence lifetime decay curves (d) and acquisition modes (e) across 
multiple emission spectrums (f) (Adapted from Becker (2005))
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the presence of an quencher will only equal that corresponding change in 
 fluorescence intensity for a fluorophore by the quencher when the interaction can be 
described as strict collisional or dynamic quenching (Perrin 1929). In this situation, 
the quencher must interact with fluorophore by diffusing to it during the  fluorophore’s 

a

b

Fig. 16.4 Examples of human skin and rat liver intravital intensity and FLIM maps. (a) Intravital 
multiphoton intensity images (top) and fluorescence lifetime pseudocolored images (bottom) of 
human skin (left) and rat liver (right). (b) Differences in fluorescence lifetime parameters (τ1, τ2, 
α1, α1/α2) between human skin (top) and rat liver (bottom)
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excited lifetime state. The effect of the interaction is that the fluorophore does not 
emit a photon in returning to the ground state (Fig. 16.3d). This interaction is often 
expressed by the Stern-Volmer equation:

 F F K QSV0 / 1= +  (16.1)

in which the fluorophore fluorescence divided by that in the presence of quencher 
concentration is related to 1 plus the product of a Stern-Volmer constant- KSV (or 
measure of quencher affinity for fluorophore) and quencher concentration-Q. KSV 
equals kqτ0 where kq is the bimolecular quenching rate constant (proportional to the 
sum of the diffusion coefficients for fluorophore and quencher) and τ0 is the excited 
state lifetime in the absence of quencher. On the other hand, if the quencher binds 
with the fluorophore before excitation of the fluorophore, the resulting complex has 
non-fluorescent ground state and this is referred to as static quenching. In the case 
of static quenching, the lifetime of the sample will not be reduced since those fluo-
rophores that are not complexed will have normal excited state properties (Weber 
1948). Obviously, if a known quencher for a fluorophore does not interact with it 
when it is bound to a protein or in a membrane, we can deduce that the fluorophore 
is inaccessible to the quencher. By using quenchers that distribute into a given 
region of the protein or membrane, one can use the lack of or presence of a  quenching 
interaction to define if the fluorophore is or not co-located. Oxygen is the best know 
quencher of almost all fluorophores. The iodide quenching referred to earlier pos-
sibly relates to an intersystem crossing to a triplet state and a slow emission, 
quenched by other processes. The decay time for each path varies taking 
 femtoseconds for internal conversion, pico- and nanoseconds for fluorescence, and 
microseconds- seconds for phosphorescence (Ishikawa-Ankerhold et al. 2012). The 
fluorescence lifetime specifically refers to the time of a fluorophore remains excited 
prior to returning the ground state via fluorescence radiative and non-radiative 
decay (Chen and Periasamy 2003; van Munster and Gadella 2005).

The fluorescence lifetime of a fluorophore is a function of its physio-chemical 
properties. As a result, the lifetime is largely consistent regardless of the type of 
microscopy used to image a fluorophore or the excitation intensity, mode (i.e. single 
versus multiphoton), wavelength, or exposure time (Chen and Periasamy 2003). In 
addition the fluorescence lifetime is consistent irrespective of fluorophore concen-
tration or intensity, given an adequate signal-to-noise ratio (Lakowicz et al. 1992). 
However, the fluorescence lifetime is subject to change as a result of physio- 
chemical alterations in the state of the fluorophore. Specifically, direct interactions 
with the fluorophore by other molecules and/or changes to the local environment 
(i.e. pH, ion concentration, temperature, refractive index of the medium, polarity) 
can alter the fluorescence lifetime (Becker et al. 2004; van Munster and Gadella 
2005; Berezin and Achilefu 2010). As one example of these changes, we have mea-
sured the fluorescence lifetime of fluorescein under varying intravital conditions 
(Roberts et al. 2008). We showed differences in the fluorescence lifetime of fluores-
cein due to pH-dependent ionization of the dye in the bile versus other areas of the 
liver (Roberts et al. 2008). As a second example, the lifetimes of a fluorophore 
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probe (2,7-bis-(2-carboxyethyl)-5-(and-6)-carboxyfluorescein (BCECF) varies 
with pH (range: (pH 4.5, 2.75 ns; pH 8.5, 3.90 ns) has been used to map the pH of 
uppermost layer of the epidermis (stratum corneum) over its pH range of 4.5–7.2 
(Hanson et al. 2002). The pH maps suggest that the intra-corneocyte regions are 
close to neutral pH (average pH 6.7), whereas the intercellular region are more 
acidic (average pH 6.0) and the pH increases at greater distances from the stratum 
corneum surface. An important observation is that whereas the fluorescence inten-
sity will decrease with increasing depth due to a reduced penetration, fluorescence 
lifetimes and FLIM yield concentration independent measurements of pH changes. 
More recently, fluorescence probes for both proton activity and hydration of stratum 
corneum were used to show that a mild synthetic cleanser mixture promotes stratum 
corneum hydration (Bloksgaard et al. 2013).

As shown in Fig. 16.3f, the fluorescence lifetime of a sample can vary with the 
emission wavelength, due to the selective excitation of the physio-chemical states of 
a single fluorophore and/or multiple fluorophores at various wavelengths. Specific 
emission wavelength bands alone or in combination with spectral imaging can be 
used to distinguish between a heterogeneous mix of fluorophores, their physio- 
chemical states and potential interactions with other molecules. The tissue autofluo-
rescence, studied using intravital microscopy emission spectra (Fig. 16.4a) and 
FLIM mapping (Figs. 16.4b and 16.5a–b) has been used to discriminate normal and 
diseased tissue (König 2012) along with the localization of fluorescent diagnostic or 
therapeutic agents and their metabolites. The individual parameters that can be mea-
sured of a bi-exponential decay curve (individual lifetimes: τ1/2, lifetime amplitude 
coefficient: α, ratio of amplitude coefficient α1/α2) are demonstrated from intravital 
skin and liver FLIM imaging in Fig. 16.4. Individual lifetime parameters can be 
aggregated, which is described Sect. 16.4.1.

A relatively technique, phosphorescence lifetime imaging, can be used to take 
advantage of the longer lifetime properties of certain dyes, drugs and nanoparticles 
to isolate their signal from background fluorescence. For example, topically applied 
zinc oxide nanoparticles display a distinctive phosphorescence lifetime signal that 
can be isolated due to the absence of a significant background endogenous phospho-
rescence signal (Fig. 16.5b). Moreover, both the fluorescence and phosphorescence 
signal can be measured simultaneously on excised tissue and for intravital 
imaging.

16.3  FLIM Techniques

A fluorescence lifetime imaging (FLIM) technique for biological imaging has to 
combine high photon efficiency, high lifetime accuracy, resolution of multi- 
exponential decay profiles, simultaneous recording in several wavelength intervals 
and optical sectioning capability.

There is a number of different techniques to detect the fluorescence lifetime, and 
to combine fluorescence lifetime detection with imaging. The techniques can be 
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c

Fig. 16.5 Multispectral fluorescence (a, b) and phosphorescence (c) lifetime imaging of the via-
ble epidermis of human skin
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 classified into time-domain and frequency-domain techniques, photon counting and 
 analog techniques, and point-scanning and wide-field imaging techniques. It also 
matters whether a technique acquires the signal waveform in a few time gates 
(Buurman et al. 1992) or in a large number of time channels (Becker et al. 2004), and 
whether this happens simultaneously (Buurman et al. 1992; Becker 2005), or sequen-
tially (Dowling et al. 1997; Straub and Hell 1998). Virtually all combinations are in 
use. This leads to a wide variety of instrumental principles. Different principles differ 
in their photon efficiency, i.e. in the number of photons required for a given lifetime 
accuracy (Ballew and Demas 1989; Köllner and Wolfrum 1992; Gerritsen et al. 2002; 
Philip and Carlsson 2003), the acquisition time required to record these photons, the 
photon flux they can be used at, their time resolution, their ability to resolve the 
parameters of multi-exponential decay functions, multi- wavelength capability, optical 
sectioning capability, and compatibility with different imaging and microscopy tech-
niques. Please see (Becker and Bergmann 2008) or (Becker 2012a) for an overview.

16.3.1  Time Domain FLIM

Techniques commonly used in time-domain FLIM are gated image intensifiers 
(Dowling et al. 1997; Straub and Hell 1998) and multi-dimensional TCSPC (Becker 
2005). Gated image intensifiers have the advantage that they acquire data in all pix-
els of the image simultaneously. However, they have to acquire the temporal profiles 
sequentially, i.e. by scanning a gate over the decay functions. Because there are 
usually more pixels in the image than time channels in one pixel image intensifiers 
are able to achieve short acquisition times. The disadvantage is that the gating 
results in low photon efficiency. The total exposure of the sample is therefore large. 
Moreover, there is no inherent depth resolution. The lifetime data are therefore con-
taminated by out-of focus signals. Gated image intensifiers have therefore been 
combined with structured illumination techniques (Cole et al. 2001). However, this 
further decreases the photon efficiency.

Multi-dimensional TCSPC is based on scanning the sample by a high-repetition 
rate laser and the detection of single photons of the fluorescence signal. Each photon 
is characterized by its time in the laser period, its wavelength, and the coordinates in 
the scanning area. The recording process builds up a photon distribution over these 
parameters. The result can be interpreted as an array of pixels, each containing a full 
fluorescence decay curve or several fluorescence decay curves for different wave-
length. The technique can be modified to record fast dynamic changes in the fluores-
cence lifetime along a one-dimensional scan, or to simultaneously record 
phosphorescence and fluorescence lifetime images. The advantage of TCSPC is that it 
works at near-ideal photon efficiency and delivers an extremely high time resolution. 
Moreover, the scanning technique allows the photons to be detected from an accurately 
defined focal plane in the sample only. TCSPC FLIM data are therefore not contami-
nated by out-of-focus blur. It can be almost ideally combined with multiphoton micro-
scopes, and is thus able to obtain clear lifetime images of deep tissue layers.
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Time-domain FLIM permits the direct measurement of the decay curves in the 
individual pixels based on the detected arrival time of a single emission photon fol-
lowing a pulse of excitation light (femtosecond pulse-width) (Becker and Bergmann 
2008). This data is captured at high resolution, involves repeated measurements to 
capture a sufficient quantity of photons to generate an accurate portrait of the decay 
curve across the time domain. The key advantage of the time domain method is that 
it permits the direct measurement of the decay curve, which is fit into an exponential 
function according to the number of components, assessed by determining the 
goodness of fit by Poisson statistics. In practice, only a maximum of two to three 
components can be resolved. The fluorescence lifetime from a pixel, and subse-
quently its amplitude coefficient, is calculated from the slope of the fitted exponen-
tial decay curve, described by Eq. 16.2:
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where τi is the fluorescence lifetime of the ith component or specie and ai repre-
sents the amplitudes of the exponential components. In practical, multi-exponential 
decay profiles are common in fluorescence lifetime spectroscopy of biological sam-
ples. The instrument response function represents the photons from the excitation 
pulse scattered from a non-fluorescent sample that yields second harmonic 
 generation (e.g. sugar, collagen) with a zero-value lifetime.

16.3.2  Frequency Domain FLIM

Frequency-domain FLIM records differences in the phase and the modulation 
degree between a modulated or pulsed excitation and the fluorescence signal 
(Fig. 16.6). These values are either translate into the fluorescence lifetime, or used 
directly by phasor plot analysis, see ‘Data Analysis’.

Fig. 16.6 Frequency-domain 
FLIM. The fluorescence 
lifetime is derived from the 
decrease in the modulation 
degree and from the phase 
shift between the 
fluorescence and the 
excitation
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Detection of frequency-domain FLIM data is possible by wide-field-excitation 
and a gain-modulated camera (Lakowicz and Berndt 1991), or by confocal or mul-
tiphoton scanning techniques and detecting the fluorescence by gain-modulated 
point-detectors (Gratton and Barbieri 1986). In both cases the gain in the detection 
signal path is modulated by an oscillator frequency, fosc, slightly different from the 
laser pulse or modulation frequency, flaser. The phase shift and the amplitude of the 
fluorescence signal then transfer into a signal at the difference frequency, flaser−fosc. 
This is the same ‘heterodyne’ principle as it is used in a radio. The advantage is that 
the different frequency can be made independent of and much lower than the modu-
lation frequency. The phase and the amplitude are determined at the difference fre-
quency where filtering and signal processing can be performed by digital 
techniques.

Frequency-domain FLIM treats the fluorescence signal as an analog waveform, 
not as individual photon detection events. It is therefore able to work at extremely 
high intensities, where single photon detection becomes impossible. Problems may 
occur at extremely low intensities, when the detector on average delivers less than 
one photon within the time interval of the phase calculation. What then happens 
depends on the details of the electronics used. Both the modulation of the excitation 
light and the modulation of the detectors need not be sinusoidal. The best efficiency 
is obtained by using short laser pulses, and by modulating the detectors by square- 
wave signals (Philip and Carlsson 2003).

16.4  FLIM Data Analysis

16.4.1  Time Domain Data

Time-domain FLIM data are arrays of pixels each of which contains a (usually 
large) number of intensity values (or photon numbers) for consecutive times after 
the excitation pulse, see Fig. 16.7, left and middle. The photon numbers in the con-
secutive channels represent the shape of the measured fluorescence decay function. 

Fig. 16.7 Time-Domain FLIM data analysis. The raw data (left panel) are images containing 
lifetime decay information in each pixel. The parameters of fluorescence lifetime decay are deter-
mined first de-convolution to exclude IRF, then fitted to multiple exponential curves. The color 
coded image representing one of the decay parameter (Adapted from Becker (2012a))
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This shape is the convolution of the true fluorescence decay function with the  
instrument response function, IRF.
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where fm(t) is the measured fluorescence function, while f(t) is the true fluores-
cence decay function. The IRF is the signal shape the system would record for an 
infinitely short fluorescence lifetime, mathematically, it is the convolution of the 
laser pulse shape with the detector response. It contains the temporal response func-
tion of the detector, the temporal response function of the recording electronics, and 
the shape of the excitation pulse. The IRF can either be measured or calculated from 
the fluorescence decay data themselves (Becker 2012b).

The common way to analyse such data is an iterative de-convolution process. 
The function of a suitable decay model is convoluted with the IRF. The fit procedure 
then optimises the model parameters until the best fit to the photon numbers in the 
time channels is achieved. The principle is in use for analysis of single fluorescence 
decay curves for many years (O’Connor 1984). For FLIM, the fit procedure has to 
be repeated for all pixels of the image.

The simplest decay model is a single exponential function. It is described by a 
single decay time. In most cases, however, fluorescence in biological systems con-
tains several decay components of different lifetime. To extract the full information 
from such decay profiles models containing two or three exponential functions must 
be used. The fit procedure then delivers several decay times and amplitude  coefficients 
as shown in Eq. 16.2. Amplitude-weighted or mean lifetime τm is determined by:
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The final FLIM image is obtained by assigning the brightness to the total photon 
number in the pixel, and the colour to a selected decay parameter (Fig. 16.7, right). 
This can be the lifetime of a single-exponential decay, an amplitude- or intensity- 
weighted average of the lifetimes in a multi-exponential decay, a ratio of lifetimes 
or amplitudes, or a FRET efficiency.

Fluorescence lifetimes can also be obtained by calculating the first moment of the 
fluorescence waveform. The first moment of the waveform represents the average 
arrival time of the photons (Liebert et al. 2003) after the excitation pulses (Eq. 16.5).
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where N = ∫ N(t)dt represents total photon number in trace or total fluorescence 
(Becker and Bergmann 2006; Roberts et al. 2011). It is linearly related to the fluo-
rescence lifetime of a single-exponential decay: The lifetime is the difference of 
the first moments of the decay curve and the IRF. The advantage of moment analy-
sis is that is avoids any numerical instability and automatically delivers the life-
time at an ideal signal-to-noise ratio. The disadvantage is that it delivers systematic 
errors if the data contain background light or if the decay function does not drop 
all the way to zero in the time interval recorded. Procedures calculating lifetimes 
from only two, three, or four time intervals can be considered a variation of the 
moment technique (Gerritsen et al. 2002). Using the aggregate lifetime parameter 
τm (Eq. 16.5), a general overview of the change in lifetime and relative contribu-
tion of each parameter can be measured. However, variants of this approach have 
been described such as the ‘mean NADH lifetime’ (Eq. 16.6), which has been 
used to compared the redox state of normal versus pre-cancerous tissue (Skala 
et al. 2007b):

 
meanNADH hfetime = × + ×a t a t1 1 2 2( ) ( )  

(16.6)

Time-domain analysis has been extended by ‘multi-parameter’ analysis 
(Weidtkamp-Peters et al. 2009). This technique builds up two-dimensional histo-
grams of pixel frequencies over several decay parameters obtained in one detection 
channel, or decay parameters and intensity ratios obtained in different detection 
channels. In these histograms, signatures of fluorophores or fluorophore fractions 
can be found, marked, and the corresponding pixel be back-annotated in the images.

16.4.2  Frequency Domain Data

Frequency-Domain data contain two numbers in each pixel: A phase and a modu-
lation degree. Such data can be analysed elegantly by the ‘Phasor’ approach 
(Digman et al. 2008). Phasor analysis does not explicitly aim on determining fluo-
rescence lifetimes or decay components for the pixels. Instead, it uses the phase 
and the modulation degree directly. For each pixel, a pointer (the phasor) is defined 
and displayed in a polar plot. The phase is used as the angle of the pointer, the 
modulation degree as the amplitude. The end points of the phasors of all pixels are 
combined in a single ‘phasor plot’. The phasor plot has several remarkable 
features:

• The phasors of pixels with single-exponential decay profiles end on a semicir-
cle. The location on the semicircle depends on the fluorescence lifetime 
(Fig. 16.8a).

• Phasors of pixels with multi-exponential decay profiles, i.e. sums of several 
decay components, end inside the semicircle. Combinations of different life-
times are on a straight line between the phasors of the components (Fig. 16.8b).
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• Phasors of decay profiles which result from the convolution of several processes 
end outside the semicircle. An example is the emission of a FRET-excited accep-
tor, which is the convolution of the decay function of the interacting donor with 
the fluorescence decay of the acceptor.

Pixels with different signature in the phasor plot are then back-annotated in the 
image by giving them different colours. A practical example is shown in Fig. 16.8b. 
It shows a phasor plot for several cells, B to F, shown at the top of the figure. The 
cells were transfected with (B) YFP, (C) paxillin-CFP, (D) EGFP, and (E) RAICHU- 
Rac1. (F) is an untransfected cell. As can be seen in the lower part of the figure, the 
fluorophores form different spots in the phasor plot, as does the autofluorescence of 
the untransfected cells. Note that all spots are inside the semicircle, i.e. none of the 
fluorophores delivers a perfectly single-exponential decay in the cell environment.

Phasor analysis is not restricted to data obtained in frequency-domain systems. It 
can be applied to Fourier-transformed time-domain data as well (Digman et al. 2008).
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Fig. 16.8 Phasor analysis. 
(a): Principle. (b): Five 
different cells, transfected 
with (B) YFP, (C) paxillin- 
CFP, (D) EGFP, and (E) 
RAICHU-Rac1. (F) is an 
untransfected cell emitting 
only autofluorescence (From 
Digman et al. (2008)). 
[Copyright permission being 
sought]
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16.5  Intravital FLIM Instrumentation

For the most part, intravital fluorescence lifetime imaging has been restricted to the 
benchtop microscopes, using custom and/or specialized equipment to obtain an 
optimal image from the target tissues of mice and rats. For human intravital imag-
ing, one of the most notable systems is the DermaInspect® (Fig. 16.2a) multiphoton 
microscopy equipped with TCSPC FLIM. The DermaInspect® has been used to 
perform numerous intravital FLIM studies of human tissue (König et al. 1999; 
Konig and Riemann 2003; Leite-Silva et al. 2013), typically for examining transder-
mal penetration of nanoparticles and skin metabolism (Roberts et al. 2008, 2011; 
Prow et al. 2012; Leite-Silva et al. 2013; Sanchez 2013). Initially the DermaInspect®, 
like most microscopy systems, was a fixed imaging station where volunteers and 
patients are imaged at various locations on the body. This system was also compat-
ible for traditional intravital animal imaging using dedicated objective interfaces for 
humans and animals. One drawback of this system is that certain locations are 
extremely difficult to image due to accessibility and space constraints. With the 
advent of the MPTFlex DermaInspect® (Fig. 16.9), the objective head is attached to 
a flexible arm that can be easily manipulated to image any site on body with mini-
mal disruption to the volunteer/patient (Speicher et al. 2010; Koehler et al. 2011; 
König 2012). This system can also accommodate a GRIN (gradient index) lens 
specifically for intravital imaging of both animals and humans (König 2008; Wang 
et al. 2010). The GRIN microendoscope has a high numerical aperture and long 
working distance as well as reduced aberration that is ideal for intravital imaging of 
organs and tissues in small animals.

Endoscopic probes have been adapted for intravital FLIM imaging. Both fre-
quency- and time-domain techniques are used for endoscopic FLIM. One of the 
earliest reported usage of FLIM endoscopy used the frequency-domain technique 

Fig. 16.9 Clinical multiphoton microscope that can be equipped with TCSCP FLIM (From König 
(2012)). [Copyright permission being sought]
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for intravital human imaging (Mizeret et al. 1997). While this system measured at a 
video rate, there were a number of limitations including a very low pixel resolution 
(i.e. 32 × 32 pixels) and the analytical assumption of a single-exponential decay 
curve (i.e. the presence of only one lifetime component).

The next developmental step saw the creation of a time-domain FLIM endo-
scope, which was a flexible fiber-bundled endoscope (Siegel et al. 2003). For time- 
domain FLIM analysis, a stretched exponential (Kohlraush-Williams-Watts) 
function was used, under the assumption that there is a continuous set of lifetime 
components in a biological sample rather than a discrete number expressed as sin-
gle- or a fixed number of multi-exponential components, to model lifetime data 
from human tissue. One advantage of this system was the use of a low cost pulsed 
diode laser for sample excitation to keep the overall cost of the instrument down. 
However, the long imaging acquisition time proved to be a practical limitation 
(Siegel et al. 2003). A similar system was also used to developed a rigid arthroscope 
for FLIM imaging (Requejo-Isidro et al. 2004). Montro et al. published the use of a 
flexible and high-speed (i.e. video) frequency-domain FLIM endoscope, using 
gated-optical image intensifiers (Munro et al. 2005), which was a substantial 
improvement over the first-generation frequency-domain FLIM endoscopes 
(Mizeret et al. 1997).

A side-viewing FLIM endoscope, fiber bundled, was reported with compatibility 
with flexible endoscopic probes as well as intravascular catheters (Elson et al. 
2007). This system used a gated microchannel plate image intensifier, coupled to a 
flexible fiber bundle, with a GRIN lens objective on the endoscope head. Interestingly, 
to fit the measured FLIM data, a Laguerre polynomial analysis was chosen due to 
computational advantages over traditional multi-exponential fitting. More on this 
technique can be read (Jo et al. 2005). A major advantage of this system was the 
ability to resolve lifetimes across multiple spectral channels. However, as with other 
endoscopic FLIM systems, lengthy acquisition time along with artefacts from 
sample- movement were some of the limitations encountered (Elson et al. 2007). 
This system was also used for intravital FLIM endoscopy of human patients to dis-
criminate normal tissue from glioblastoma multiforme (Sun et al. 2010) and oral 
carcinoma (Sun et al. 2013) tissues. Interestingly, while both cancerous tissues dis-
played a weaker tissue autofluorescence, the former displayed a longer NAD(P)H 
lifetime compared to normal tissue while the latter displayed a shorter lifetime. 
Despite these differences, intravital FLIM endoscopy proved to be an effective tool 
to distinguish normal and cancerous tissues.

Wide-field FLIM is perhaps the most attractive application of intravital FLIM 
imaging in terms of cost and simplicity for instrumentation and data analysis. Wide- 
field FLIM can be effectively deployed for intravital imaging for cutaneous diagnos-
tics and intraoperative purposes. Unlike benchtop microscope systems and 
endoscopic FLIM, which operates within a sub-mm field-of-view, wide-field FLIM 
assembles a spatial map of fluorescence lifetimes on a macroscopic scale. Wide- field 
FLIM microscopes use a multi-channel plate or CCD/CMOS detector for measuring 
the fluorescence emission of biological samples, excited by a solid-state laser- or 
light emitting diode (Esposito et al. 2005; Galletly et al. 2008; Colyer et al. 2009).
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The utility of intravital wide-field FLIM was demonstrated in principle by 
 examining the autofluorescence lifetime differences between normal and basal cell 
carcinoma (BCC) lesion within a human excised skin biopsy (Galletly et al. 2008). 
A 355 nm pulsed ultraviolet laser (80 MHz) was used to excite the skin biopsy 
sample via a holographic diffuser connected by a fiber optic cable. The resulting 
autofluorescence emission was filtered through either a 375 nm or 455 nm long pass 
filter prior to entering a gated optical image intensifier (GOI), coupled to a CCD 
camera for recording. The GOI permits snapshots of the fluorescence emission to be 
taken over time (i.e. 1,000 ps snapshots every 250 ps for 25 time points, acquisition 
time: ~20 s per sample) to generate the fluorescence decay curve. The fluorescence 
lifetime data was fit either to a single-exponential or stretched exponential model, as 
described earlier, to construct a pseudocolored imaged according to the average 
fluorescence lifetime of each pixel. The data showed remarkable discrimination 
between normal, non-cancerous tissue and the BCC lesion (Fig. 16.10), which was 
validated by traditional H&E histopathology.

A novel scanning-less implementation of wide-field FLIM was reported whereby 
single-photon counting of the fluorescence emission was recorded by a photon- 
multiplier (Spitz et al. 2008). Sample excitation was achieved using a pulsed 
(4 MHz) single-photon Ti/sapphire laser, which was tunable between 430 and 
500 nm. The resulting emission was spectrally filtered before being further divided 
according to both horizontal and vertical polarization components, which were 
recorded simultaneously on the TCSPC photo-multiplier. The resulting average 
fluorescence lifetime for each pixel was calculated based on the delay between the 
laser pulse and arrival of the photons to the detector. Although this study did not 
examine any biological samples in vivo, the unique implementation of wide-field 
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Fig. 16.10 Wide-field FLIM of a human excised skin biopsy of suspected BCC lesion. (a) Color 
photograph of the excised skin biopsy. (b) Histopathology of the excised skin biopsy stained with 
haematoxylin and eosin (H&E). (c) Autofluorescence image of the biopsy, excited at 355 nm, fil-
tered through a 375 nm long pass filter. Pseudocolored lifetime image of excised skin biopsy (d), 
and with intensity weighting (e) (From Galletly et al. (2008)). [Copyright permission being sought]
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FLIM to simultaneously record the fluorescence lifetime and time-resolved 
 anisotropic lifetimes is a proof-of-principle for its potential application in intravital 
imaging.

For an intraoperative setting, wide-field FLIM microscopy should be capable of 
robustly measuring lifetime parameters at video frame rates. Substantial progress 
has been made on this goal using the existing a solid-state laser diode laser source, 
for UV excitation at 355 nm at high repetition rates (80 MHz), with emission fluo-
rescence spectrally filtered and collected via a GOI coupled to a CCD camera 
(McGinty et al. 2010). The fluorescence emission can be recorded in the standard 
approach, whereby FLIM acquisition takes ~20 s, or at a ‘rapid’ rate to achieve 
acceptable video frame rates while maintaining sufficient lifetime resolution of the 
sample (Fig. 16.11). However, one limitation of the latter approach is the level noise 
measured. Despite this, rapid lifetime measurements successfully contrasted normal 
and cancerous human pancreatic tissue obtained from surgical resection (McGinty 
et al. 2010). As with many of the systems presented here, the acquisition of lifetime 
data to detect disease states from excised tissue samples is a proof-of-principle for 
this technique to be used for intravital applications.

Promising developments have been made using the phasor technique to analyse 
FLIM data acquired from time-domain wide-field FLIM. The advantages of this 
approach include a rapid data processing time, which is compatible with video 
frame rates, and the ability to easily resolve multiple lifetime components. Typically, 
phasor-based wide-field systems employ high spatial, high temporal resolution, and 
high throughout 3D detectors (H33D) for single-photon counting (Colyer et al. 
2009, 2012). The excitation sources generated pulsed laser light to illuminate the 
sample, with fluorescence emission relayed by a series of mirrors and filters (accord-
ing to the desired spectral range) to the H33D detector. Emission photons from the 
sample are firstly converted to photoelectrons, via a photocathode, prior to penetra-
tion through a series of three microchannel plates (MCP). Following passage 
through the MCPs, the amplified photoelectron signal fire to a position-sensing 
anode to generate x, y coordinates of the initial photon of light. Time-to-digital con-
verters (TDC) are used to measure: (1) the coarse timing information (macrotime T) 
to determine spatial position of electrons contacting the position-sensing anode, and 
(2) the time between the MCP output pulse and the subsequent laser pulse (nano-
time τ). The nanotime τ parameter for each pixel is used to generate the phasor plot 
(g, s coordinates) of the sample, whereby multiple lifetime components can be visu-
alized. Phasor analysis of sample fluorescence can be calculate rapidly permit wide- 
field FLIM video for intravital imaging.

16.6  FLIM of Tissue Autofluorescence

The long-standing approach for assessing the toxicity and disease progression of 
tissue is histopathology. A sample is obtained via biopsy prior to fixation and stain-
ing to visualize the morphology of the cells and tissue structures. Furthermore, a 
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variety of stains and antibodies can be used to contrast specific cell types, proteins, 
lipids and messenger RNA, to name a few. While this approach can be very infor-
mative, it has several disadvantages including physical discomfort experienced by 
the patient during the biopsy procedure, tissue destruction, time and cost for sample 
processing and analysis.

Many of these use-cases can be achieved through intravital microscopy with 
FLIM for label-free analysis of tissue autofluorescence. Tissue autofluorescence is 
best resolved using two-photon microscopy, whereby simultaneous absorption of 
two near-infrared photons of light are used to excite a fluorophore at the energy level 
equivalent to half the wavelength of an incident photon. Excitation sources such as 
the tunable Titanium:Sapphire multiphoton laser have an excitation range between 
720 and 920 nm (two-photon) with a pulse frequency of 80 Mhz. The excitation 
range can be widened through the use of an optical parametric oscillator, extending 
the maximum two-photon excitation wavelengths up to 1,300 nm (König 2012).

Various autofluorescent fluorophores in cells and tissues can be excited using 
multiphoton microscopy including nicotinamide adenine dinucleotide (NADH and 
its reduced phosphorylated form NADPH), flavin adenine dinucleotide (FAD), elas-
tin, melanin, collagen (via SHG), porphyrins, lipofuscin, and keratin. The addition 
of FLIM permits the analysis of these fluorophores in their various physio-chemical 
states as a result from microenvironment changes or direct interactions with other 
molecules or proteins.

16.6.1  Autofluorescent Fluorophores Involved in Cell 
Metabolism

Two of the most key autofluorescent molecules for metabolic FLIM analysis are the 
cofactors NAD(P)H and FAD. Both molecules are central components of the intra-
cellular metabolic and redox regulatory pathways. Figure 16.12 shows the involve-
ment of both NAD(P)H and FAD in the energy production by glycolysis (cytosolic) 
and aerobic respiration (mitochondria) within the cell.

NAD(P)H is also involved in the regulation of apoptosis, reductive biosynthesis, 
cell signaling, antioxidation and biosynthesis. The most studied physio-chemical 
states of NAD(P)H using FLIM are in its free and protein bound forms (bi- exponential 
decay curve), which corresponds to lifetimes of ~0.39 and 2.2–2.5 ns respectively 
(Table 16.1). Both free and protein bound NAD(P)H can be easily resolved at a two-
photon excitation wavelength of 740 nm and emission peak at 460 nm (Yu et al. 
2012). FLIM analysis of the free and protein bound lifetimes, and relative contribu-
tions, are typically achieved with a biexponential decay model. The oxidized forms 
of NAD(P)H, NAD+ and NADP+, do not exhibit fluorescence (Heikal 2010).

FAD is a redox cofactor and like NADH, an intracellular electron transporter and 
critical component of several metabolic pathways (Heikal 2010). In contrast to 
NAD(P)H, only the oxidised form of FAD is fluorescent and displays multiple life-
time components based on protein binding. The lifetime is reported to be 
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 approximately ~2.0–2.8 ns for free FAD, and shorter lifetime component of ~0.7 ns 
for protein-bound FAD. FAD is excited at 730–740 nm and emits at a peak wave-
length of ~520–550 nm (Kao et al. 2008; Yu et al. 2012).

16.6.2  Autofluorescent Fluorophores

Melanin refers to an aggregate of molecules within the melanin family of com-
pounds (e.g. pheomelanin, eumelanin, neuromelanin) responsible for tissue pig-
mentation, UV filtering and reactive oxygen species scavenging. Melanin has an 
ultrafast energy conversion of absorbed UV light into heat and other chemical reac-
tions due to low scattering and a highly efficient capacity to dissipate UV radiation 
via nonradiative means (99.9 %) (Meredith and Riesz 2007). A two-photon excita-
tion wavelength between 720 and 880 nm can excite melanin, which has a broad 
emission range (peak at ~580 nm) (Yu et al. 2012) and multiple lifetimes of approxi-
mately 0.2, 0.5–1.9 and 7.9 ns (Table 16.1).
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Fig. 16.12 NAD(P)H and FAD involvement in glucose-related bioenergetics pathways (From 
Heikal (2010)). [Copyright permission being sought]
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Porphyrins are organic aromatic molecules predominantly responsible for red 
autofluorescence in mammalian cells and tissues. The most well-known porphyrin 
is the haemoglobin cofactor, heme. Another key porphyrin is protoporphyrin IX 
(PPIX), which is used for photodynamic therapy and tissue staining after intracel-
lular synthesis from the precursor 5-aminolevulinic acid (5-ALA). The optimal 
excitation wavelength for porphyrins ranges from 800 nm towards the upper 
wavelength limit for multiphoton lasers. The emission wavelength displays a peak 
at 590 nm, with several fluorescence lifetimes are reported: 5.2 and 19 ns 
(Table 16.1).

16.6.3  Autofluorescent Proteins

Elastin is an important structural protein found in connective tissue, responsible for 
adding elasticity to various tissues. Elastin is visible at a two-photon excitation peak 
wavelength of 750 nm, yielding fluorescence between 450 and 510 nm (Yu et al. 
2012) and lifetimes of ~0.2 and 2.5 ns (Table 16.1). However, tissue such as the skin 
is often imaged at 760–780 nm in order to simultaneously capture NAD(P)H, FAD, 
keratin and elastin simultaneously with second harmonic generation (SHG) from 
collagen.

Collagen is the major component of connective tissue and heavily abundant 
within the tissues and organs of the body. Collagen has both weak autofluorescence 
and strong SHG optical properties. As SHG is not fluorescence, but rather the scat-
tered photons at ½ the incident photon wavelength, collagen has no lifetime (Roberts 
et al. 2011).

Lipofuscin is a heterogenous mix of oxidized proteins (30–70 %), lipids, metals 
(~2 %) and sugars that accumulate as yellow-brown pigment granules within the 
skin, liver, brain and other vital organs (Höhn and Grune 2013). Lipofuscin intraly-
sosomal formation is associated with age and is believed to be a result of reduced 
degradation of oxidized protein and elevated reactive oxygen species levels within 
the cell. Intracellularly, lipofuscin may act to inhibit lysosomal and proteasomal 
degradation of proteins, leading to cellular toxicity and contributing to aging (Brunk 
and Terman 2002; Höhn and Grune 2013). Lipofuscin autofluorescence can be visu-
alized with an excitation wavelength of 800 nm (two-photon) and emission between 
500 and 550 nm. Several fluorescence lifetimes have been reported for lipofusin 
including 0.32, 1.2 and 4.8 ns (Table 16.1). As a result, a multiexponential decay 
model should be adopted to resolve lipofuscin lifetime by intravital FLIM micros-
copy (Berezin and Achilefu 2010).

Keratin is a family of proteins that arrange to form epithelial-specific intermedi-
ary filaments. Keratins play a role in the regulation of intracellular strength, motil-
ity, division and apoptosis (Pan et al. 2013). Keratin autofluorescence can be 
detected using a broad two-photon excitation range of 760–860 nm, with fluores-
cence emission visible between 485 and 525 nm (Yu et al. 2012). The fluorescence 
lifetime of keratin follows a monoexponential decay curve and is approximately 
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1.4 ns (Ehlers et al. 2007). However, due to spectral overlay with several other 
 autofluorescent molecules described above, multiexponential decay curves are 
required to resolve these individual lifetimes with time domain FLIM analysis.

16.7  Intravital Applications of FLIM

16.7.1  Cell Metabolism

Metabolic analysis by FLIM is largely centered around changes in the lifetime and 
proportion of NAD(P)H and FAD in their free and protein-bound states. Initially, 
the cellular redox state was assessed redox fluorometry by measuring changes in the 
steady-state fluorescence emission of NAD(P)H using single or multiphoton micros-
copy. This technique was improved by attempting to spectrally resolve the free and 
protein-bound species of NAD(P)H, an approach known as redox ratio fluorometry 
(Huang et al. 2002). Both forms of analysis had several drawbacks including the 
presence of contaminating non-specific background, light scattering, and poorly 
separated spectra for free and bound NAD(P)H. Related to this is examining the 
ratio of FAD to NAD(P)H intensity, also known as the redox ratio (Chance et al. 
1979). This is considered a favorable approach as the oxidized form of FAD is fluo-
rescent whereas the opposite is true for NAD(P)H. Thus the intensity ratio between 
both molecules is considered to directly related to the redox state of the cells. The 
advent of FLIM solved many of the challenges faced by redox ratio imaging due to 
excellent resolution of NAD(P)H and FAD speciation-associated lifetimes 
(Lakowicz et al. 1992; Kao et al. 2008; Islam et al. 2013).

Many of the foundational metabolic FLIM studies were performed in vitro, 
where a number of variables can be precisely controlled. The fluorescence lifetime 
changes associated with controlled metabolic events are generally considered to be 
consistent for intravital imaging. In a landmark metabolic FLIM study, the fluores-
cence lifetime of normal breast epithelial cells were examined during changes in 
cell confluency, nutrient deprivation and other metabolic challenges. The increase in 
cell confluency over time was found to be associated with a decrease in the average 
lifetime of NAD(P)H. This tendency corresponds with an increase in the ratio of 
free:bound NAD(P)H in cells (Bird et al. 2005). The increase in cell population over 
time, in culture, reduces oxygen and nutrient availability that is believed to increase 
the NADH/NAD+ ratio and therefore the relative abundance of free NADH and the 
corresponding fast NAD(P)H lifetime. However, other factors such as cell morphol-
ogy and the state of the cytoskeleton are also hypothesized to contribute to 
confluency- associated lifetime changes of NAD(P)H (Ghukasyan and Kao 2009). A 
reduction in the lifetime of NAD(P)H was also observed from serum starvation 
(nutrient deprivation) and inhibition of the electron transport chain by potassium 
cyanide, an inhibitor of complex IV of the electron transport chain (ETC) respon-
sible channeling electrons to O2 and pumping protons to the inter-membrane space 
of the mitochondria. As a result of KCN inhibition, intracellular NADH oxidation 
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is inhibited and therefore elevated NADH abundance as indicated by an increase in 
both fluorescence and free lifetime component (Huang et al. 2002; Bird et al. 2005).

Similarly, the inhibition of ETC complex I by rotenone (an inhibitor that pre-
vents oxidation of NADH to NAD+) caused both a decrease in the average fluores-
cence lifetime of NAD(P)H and increase in the free:bound NAD(P)H ratio in human 
corneal epithelial cells and HeLa cells in vitro (Ghukasyan and Kao 2009; Gehlsen 
et al. 2012). A resulting increase in glycolysis after ETC inhibition by rotenone is 
also considered to increase the flux of free NADH in the cytoplasm over protein- 
bound NADH within the mitochondria (Erecińska et al. 1996). While both rotenone 
and KCN ostensibly inhibit the ETC, their divergent mechanisms of action are 
reflected in the dynamic changes of NAD(P)H lifetimes and free:bound ratios. KCN 
treatment over time leads to a recovery of free:bound ratio to its initial state, whereas 
rotenone treatment leads to a persistently elevated free:bound ratio (Ghukasyan and 
Kao 2009).

As a result of these in vitro studies it can be considered that the level oxidative 
phosphorylation for energy production within the cell is inversely proportional to 
the free:bound NAD(P)H ratio measured by FLIM. A reduction in this oxidative 
metabolic rate can coincide with decrease in the average weighted lifetime due to 
the predominance of the free NAD(P)H species. Overall, these observation have 
largely formed the basis of assessing the metabolic state of tissue with FLIM via 
intravital microscopy (Skala et al. 2007b; Sanchez et al. 2010; Thorling et al. 2011b, 
2013; Deka et al. 2013). Promising work continues to be made in using the lifetime 
properties of autofluorescent compounds, such as NAD(P)H and FAD, to observe 
and characterize the differentiation of stem cells (König et al. 2011).

16.7.2  Metabolic Viability, Apoptosis and Necrosis

FLIM analysis of tissue autofluorescence is an effective imaging approach to assess 
cell toxicity and death. One of the first studies to explore this examined autofluores-
cence lifetime changes as a result of phototoxicity from near-infrared laser excita-
tion (König et al. 1996). Phototoxicity was associated with a decrease in the average 
fluorescence lifetime of cellular autofluorescence.

The induction of apoptosis by staurosporine, an inhibitor of ATP-kinase binding, 
is associated with an increase in the fluorescence lifetime of NAD(P)H (Fig. 16.13) 
and decrease in the free to protein-bound ratio (Wang et al. 2008; Yu et al. 2011). 
These lifetime changes coincided morphological alterations characteristic of apop-
tosis and also preceded elevated caspase 3 activity (Wang et al. 2008). Furthermore, 
the increase in NAD(P)H lifetime preceded a reduction in the mitochondrial mem-
brane potential and changes in intracellular ATP levels (Yu et al. 2011). Unlike 
apoptosis, the induction of necrosis by H2O2 failed to elicit significant lifetime or 
ratio changes in NAD(P)H and were resolved by morphological examination alone 
(Wang et al. 2008; Ghukasyan and Kao 2009). This suggests that the NAD(P)H 
fluorescence lifetime is a robust early indicator of apoptotic cell death, with distinct 
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lifetime changes from cell proliferation, oxygen and nutrient deprivation, and the 
inhibition of oxidative phosphorylation.

FLIM of NAD(P)H lifetime within excised human skin can also be used to mea-
sure the metabolic viability of tissue (Sanchez et al. 2010). Excised skin kept at 
non-optimal temperatures for medium-term storage (i.e. room temperature and 
37 °C over 5–7 days) demonstrates a progressive increase in both the fast and slow 
lifetimes of NAD(P)H relative to in vivo and freshly excised skin. In wound healing 
models for corneal epithelium, the presence of an initial challenge (scratch or ero-
sion by NaOH) immediately cause a decrease in the average lifetime and increase in 
free:bound protein NAD(P)H relative to the control, which persisted during the 
recovery phase. As the measured NAD(P)H lifetime changes follow closely that of 
rotenone treatment, the authors hypothesize that glycolysis is elevated during wound 
healing within this model (Gehlsen et al. 2012).

The metabolic activity associated with wound healing appears to be tissue depen-
dent. In a skin wound healing model, a punch biopsy was taken on the back of 
Sprague Dawley rats, removing the entire epidermis and dermis of the skin. Wound 
healing was measured at the site of the punch biopsy, specifically the center and 
edge of the wound, by multiphoton FLIM over 20 days. The free:bound NAD(P)H 
ratio at the center and edge of the wound was significantly lower than the normal 
healthy skin within the first 4–6 days of wound healing. The closure of the wound 
and formation of normal-appearing skin at the edges corresponded with a tendency 
for the free:bound ratio to increase above the normal skin controls. From this study, 
it appears that oxidative phosphorylation was the major source of energy production 
during wound healing (Deka et al. 2013).

Beforea b

c d30–45 min 60–75 min

4000 ps200 ps

0–15 min
Fig. 16.13 Fluorescence 
lifetime changes (τm) in 
NAD(P)H associated with the 
induction of apoptosis in 
HeLa after treatment with 
staurosporine (1 μM) (From 
Wang et al. (2008)). 
[Copyright permission being 
sought]
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FLIM analysis of cellular autofluorescence can be used to assess the tissue 
 damage resulting from ischemia-reperfusion (I/R) injury. I/R injury in the rat liver 
is associated with an overall decrease in the average lifetime of NAD(P)H 
(Fig. 16.14) and increase in free:bound ratio (Thorling et al. 2011a, 2013). These 
lifetime changes follow the model of impaired oxidative phosphorylation for cellu-
lar energy production and apoptosis-associated lifetime changes (Wang et al. 2008; 
Yu et al. 2011), which correspond to histological detection of apoptosis after I/R 
injury within the liver (Thorling et al. 2011b).

16.7.3  pH Sensing

Intracellular pH can be measured by examining the change in both NADH and FAD 
fluorescence lifetimes without the addition of exogenous dyes. The fluorescence 
lifetimes of NADH and FAD were found to decrease with increasing pH both in 
aqueous solutions and intracellularly in vitro (Ogikubo et al. 2011; Islam et al. 
2013). Lifetime changes of exogenous fluorescent dyes can also be used to measure 
the pH of tissues as demonstrated by the use of 2′,7′-bis-(2-carboxyethyl)-5-(and- 
6)-carboxyfluorescein in the stratum corneum to resolve the acidic surface and 
lipid-rich intercellular spaces versus the more neutral corneocytes (Hanson et al. 
2002).
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Fig. 16.14 Fluorescence 
lifetime changes in NAD(P)
H/FAD in hepatocytes 
associated with ischemic 
reperfusion injury (bottom). 
(a) Representative λm 
intravital images of sham and 
I/R injury in the liver. (b) λm 
lifetime histograms of sham 
and I/R injury liver NAD(P)
H/FAD (From Thorling et al. 
(2013))
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16.7.4  FLIM Anisotropy

FLIM can be combined with anisotropy to improve the resolution of the 
 physio- chemical states of a fluorophore within a complex intracellular environment. 
FLIM- anisotropy has been used to resolve the free and multiple protein-bound 
forms of NADH, as well as measure the intracellular viscosity, before and after 
hypoxia. This is achieved by correlating the fluorescence lifetime, rotational diffu-
sion time and two-photon initial anisotropy of NADH in solution (free and titrated 
with a NADH- binding protein involved in OXPHOS) with cellular NADH fluores-
cence (Vishwasrao et al. 2005). The effectiveness of FLIM-anisotropy is limited by 
the degree of spectral and lifetime overlap from contaminating fluorophores. 
Therefore, the characterization of the physio-chemical states of a fluorophore, under 
isolated and controlled conditions, by FLIM-anisotropy is an essential foundational 
step prior to applying these techniques in intravital imaging.

16.7.5  Oxygen Sensing

Oxygen is known to quench fluorescence and reduce the fluorescence or 
 phosphorescence lifetime of a fluorophore in a diffusion-limited manner. Thus, 
FLIM microscopy is an ideal non-invasive approach to measure oxygen distribution 
in tissue. Dyes such ruthenium (Zhong et al. 2003; Bowman et al. 2003), porphyrins 
(Amao 2003) and pyrene butyric acid (Ribou et al. 2007) can be used as oxygen 
sensors by measuring the decrease in fluorescence lifetime with increasing oxygen 
levels as indicated by the Stern-Volmer relationship (Amao 2003).

16.7.6  Cancer Diagnostics

Substantial progress has been made in discriminating between normal and  cancerous 
tissue by non- or minimally invasive intravital FLIM. Given the metabolic differ-
ences between normal and tumor tissue, namely the predominance of glycolysis 
over oxidative phosphorylation in pyruvate oxidation, NAD(P)H and FAD are ideal 
autofluorescent metabolic indicators due to their involvement in both pathways. 
One of the first studies comparing the autofluorescence lifetime of normal and can-
cerous tissue found that malignancy-associated stroma in the breast showed a 
shorter lifetime than benign tissue (Tadrous et al. 2003). The sample was unfixed 
and excited with pulsed laser light at a wavelength of 415 nm. The time-domain 
lifetime data was fitted to a single component. This study was a landmark investiga-
tion that demonstrated FLIM analysis of cellular autofluorescence can be used to 
discriminate normal and cancerous tissues.
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In 2007 a pair of studies were published performing intravital FLIM microscopy 
on a hamster check pouch model of oral cancer (Skala et al. 2007a, b). Normal and 
oral cancer tissue were examined for lifetime differences in the NAD(P)H and FAD 
fluorescence lifetimes and relative contributions (i.e. proportion of a lifetime com-
ponent within a pixel) using multiphoton FLIM TCSPC. Both studies demonstrate 
a significant decrease in the long (τ2) protein-bound NAD(P)H lifetime and contri-
bution (α2) in low- and high-grade precancer epithelium compared to normal tissue 
(Fig. 16.15). Moreover, high-grade precancer tissue showed a significant increase in 
the short (τ1) protein-bound lifetime of FAD, relative to normal tissue. These 
changes were hypothesized to be related to a well-known metabolic phenotype 
observed in cancer cells known as the ‘Warburg effect’. The Warburg effect describes 
a bioenergetics phenotype in neoplastic cells whereby glycolysis is used to generate 
adenosine triphosphate (ATP) from pyruvate over oxidative phosphorylation under 
aerobic conditions (Nakajima and Van Houten 2013). As a result, oxidative phos-
phorylation is inhibited leading to a dominant glycolytic metabolic phenotype. 
Skala et al. demonstrate that when normal breast cells were exposed to an oxidative 
phosphorylation inhibitor, CoCl2, a decrease in the protein-bound NAD(P)H life-
time is observed (Skala et al. 2007a), similar to lifetime differences observed in 
cancer tissue described earlier.

Similar to the work of Skala et al., the autofluorescence lifetime properties nor-
mal and cancer tissue was examined in a mouse model of breast cancer (Fig. 16.16), 
which displays phenotypic similarity to ductal carcinoma in situ (Conklin et al. 
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Fig. 16.15 NAD(P)H (a) and FAD (b) fluorescence lifetime differences between normal (left 
panels), low-grade (center) and high-grade (right panels) pre-cancer oral cancer (From Skala 
et al. (2007b)). [Copyright permission being sought]
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2009). Multiphoton TCSPC FLIM was performed on biopsy sections after  excitation 
at 780 and 890 nm to capture NAD(P)H and FAD fluorescence respectively. Tumor 
epithelia displayed high fluorescence intensity compared to normal tissue along 
with significantly longer NAD(P)H and FAD lifetimes compared to normal epithe-
lia. While this study did not perform intravital imaging, the data generated further 
supports the role of FLIM for diagnostic purposes to discriminate normal and can-
cerous tissues, particularly using wide-field and/or endoscopic FLIM. Indeed this 
has been demonstrated with endoscopic FLIM of human patients with glioblastoma 
multiforme, where longer NAD(P)H lifetimes in cancerous tissue were used to con-
trast against normal brain tissue (Sun et al. 2010). Similarly, endoscopic FLIM was 
also used to contrast normal and cancerous tissue in human patients with HNCC 
(Sun et al. 2013). Interestingly, there appears to be tissue-specific lifetime changes 
associated with cancer, as some neoplastic tissue display an increase in NAD(P)H 
lifetime for breast or brain cancer (Conklin et al. 2009; Sun et al. 2010) while others 
show a decrease for oral/HNCC cancer (Skala et al. 2007a, b; Sun et al. 2013).

The spectral and lifetime properties of a human melanoma and basal cell carci-
noma lesions were performed by intravital multiphoton FLIM using the 
DermaInspect® microscope (Dimitrow et al. 2009; Seidenari et al. 2013). This study 
showed that melanocytes and melanoma cells could be selectively excited by target-
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Fig. 16.16 Fluorescence lifetime properties of FAD (λExc: 890 nm) for normal versus cancerous 
breast epithelia (From Conklin et al. (2009)). (a) H&E stained mouse breast tumor. (b) Fluorescence 
intensity image of the sequential unstained slide at 890 nm excitation. (c) Color maps of the s1(left) 
and s2 (right) components of the fluorescence lifetime, which illustrate the relatively longer life-
time values in tumor cells when compared to normal epithelium. (d) Range of lifetime values of 
the two ROIs drawn in (c) 
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ing melanin at 800 nm, which minimized NAD(P)H and FAD autofluorescence 
from neighboring keratinocytes. While there were no lifetime differences between 
normal and lesional tissue, for keratinocyte or melanocyte/melanoma 
 autofluorescence, the lifetime properties between keratinocytes and melanocytes/
melanoma were pronounced. Combined with spectral imaging, resolution of normal 
melanocytes and melanoma infiltration, within the depth range of multiphoton 
microscopy, is significantly improved with fluorescence lifetime imaging (Dimitrow 
et al. 2009). However, FLIM could not be used to distinguish between benign and 
melanocytic lesions. Despite this, the lifetime properties of melanin were used to 
observe the distribution of melanin/melanocytes (normal and melanoma) in normal 
and melanocytic lesions (Fig. 16.17a–e). Similarly, the lifetime properties of basal 
cells can be used to image their infiltration through the epidermis (Fig. 16.17f).

Aside from autofluorescence, the fluorescence lifetime parameters of probes 
designed to label cancer cells can be measured using intravital FLIM for diagnostic and 
therapeutic purposes. For example, one study reports the use of a near infrared probe 
conjugated to an anti-HER2/neu antibody to detect breast cancer cells engrafted into 
the forelimb of a mouse (Ardeshirpour et al. 2012). After sufficient tumor development 
on the forelimb, the probe-conjugated antibodies were injected via the tail-vein. The 
tumor region was imaged every 30 min for 5 h at an excitation wavelength of 717 nm 
(one-photon), with fluorescence emission collected through a longpass 780 nm filter to 
isolate the NIR probe’s signal. The FLIM data was fit to a single exponential decay 
model. Interestingly, the lifetime of the NIR probe changed with binding of antibody 
to the HER2 expressing tumor cells in vivo. Using this approach, patient specific can-
cer biomarkers can be targeted to improve therapeutic targeting and surgery.

Finally, phasor analysis of time-domain FLIM can also be used to rapidly resolve 
the various sub-cellular autofluorescence lifetime components in cancer cells in 
vitro (Stringari et al. 2012). Both exponential decay fitting and phasor analysis of 
time-domain FLIM data is expected to evolve as a complementary analytical 
approaches for intravital FLIM microscopy of cancer and other disease states.

16.7.7  Nanoparticle, Drug Delivery and Metabolism

Intravital microscopy with fluorescence lifetime imaging has been used to study the 
uptake, distribution and metabolism of nanoparticles and drugs in animals and humans 
(Roberts et al. 2011). The fluorescence lifetime properties of a nanoparticle or drug can 
be used in combination with multi-spectral imaging to enhance its contrast from back-
ground fluorescence, measuring binding interactions and identify metabolic products.

For example, intravital FLIM imaging has been a critical technique is assessing 
both the penetration and toxicity of topically applied zinc oxide nanoparticles into 
the viable epidermis of in vivo human skin (Roberts et al. 2008). Zinc oxide 
nanoparticles are routinely used as a physical sunblock to prevent UV-induced pho-
todamage. However, given their nano-size and formulation with chemical compo-
nents, which may act as penetration enhancers, concerns have been raised about 
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Fig. 16.17 Multiphoton laser tomography and fluorescence lifetime imaging of healthy skin  
(a: intensity, b: lifetime), melanocytic lesions (c–e) and basal cell carcinoma (f), with colour coded 
green large keratinocytes (keratinocytes without pigment, asterisk), large orange melanin- 
containing keratinocytes (thick arrow), small red melanocytes (thin arrow), red-range cells: mela-
nocytes, and a nest of blue basaloid cells (thick arrow), infiltrating green normal keratinocytes 
(thin arrow) and asterisks indicate blood vessels (Adapted from Seidenari et al. (2013)). [Copyright 
permission being sought]
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their potential to penetrate past the stratum corneum into the viable epidermis 
(Robertson et al. 2010). Moreover, several in vitro studies demonstrate that micro-
molar doses of zinc oxide induced cellular toxicity of keratinocytes and other cell 
types. The fluorescence lifetime properties of zinc oxide are distinguishable from 
cellular autofluorescence by examining either the lower short/long lifetimes 
 (multi-exponential decay) (Roberts et al. 2008) and >90 % short lifetime amplitude 
coefficient (α1) (Lin et al. 2011). The DermaInspect® multiphoton microscope 
 coupled with  multi- spectral FLIM have largely demonstrated that zinc oxide 
nanoparticles  accumulate at the skin surface with minimal penetration into the via-
ble layers (Fig. 16.18) (Roberts et al. 2008; Lin et al. 2011; Leite-Silva et al. 2013). 
Moreover, topical application of zinc oxide nanoparticles fails to alter the redox 
state of the viable epidermis (Lin et al. 2011; Leite-Silva et al. 2013), due to the 
absence of lifetime changes associated with apoptosis (Ghukasyan and Kao 2009).

Similar to zinc oxide nanoparticles, gold nanoparticles have a fluorescence  lifetime 
properties that can be contrasted against cellular autofluorescence (Qu et al. 2008; 
Labouta et al. 2011). Multiphoton-FLIM microscopy of excised human skin demon-
strate penetration of topically applied gold nanoparticles into the viable epidermis in 
the presence of toluene, an organic solvent penetration enhancer, but not an aqueous 
solution (Labouta et al. 2011). Moreover, the redox ratio of the viable epidermis, 

a

b c

Fig. 16.18 Penetration of topically applied coated/uncoated zinc oxide nanoparticles to in vivo 
human skin (λExc: 740 nm). (a) Pseudocolored images from intravital FLIM microscopy of human 
skin after the topical application of zinc oxide nanoparticles. (b) Short lifetime amplitude coeffi-
cient (α1) histogram from two gated regions within the skin: viable epidermal cells and skin fur-
rows. (c) Concentration of zinc oxide nanoparticles within these regions after interpolating from a 
standard curve (Adapted from Leite-Silva et al. (2013))
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measured as the NAD(P)H α1/α2 ratio, displayed a tendency to be  elevated after treat-
ment with toluene compared to aqueous solutions suggesting an inhibition in cellular 
metabolic activity (Labouta et al. 2011). FLIM can also be used to assess the cutane-
ous delivery of fluorescently labelled siRNA by flexible liposomes (Geusens et al. 
2010). While performed on excised human skin, these examples demonstrate the 
value of FLIM to simultaneously assess the penetration of topically applied actives 
into the skin and the metabolic state of the target tissues in response to treatment.

Intravital FLIM to assess the distribution of drug delivery and activity using in 
vivo animal models is a powerful tool for therapeutic drug development. For exam-
ple, stably transfected primary mouse pancreatic ductal adenocarcinoma (PDAC) 
with an Src-FRET biosensor were engrafted into a mouse and monitored using 
intravital FLIM microscopy (Nobis et al. 2013). The Src biosensor displays a FRET 
effect when Src is in ‘inactivated’, corresponding to a decreased fluorescence life-
time compared to ‘active’ Src where no FRET effect occurs (Fig. 16.19). Treatment 
with dasatinib, a small molecule Src kinase inhibitor, results in the induction of a 
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Fig. 16.19 Intravital FLIM of PDAC tumor cells, expressing an Src-FRET biosensor, before (a) 
and after (b) administration of dasatinib (Src kinase inhibitor). Multiphoton images of PDAC cells 
(green), collagen SHG (purple) and microvasculature (red; Qtracker 655 quantum dots) are dis-
played in the left panel (a) and (b) (From Nobis et al. (2013)). [Copyright permission being sought]
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FRET effect as seen by a reduction in the lifetime of the biosensor, indicating the 
deactivation of Src. Intravital FLIM microscopy of the Src-FRET biosensor allowed 
for: (1) the assessment of dasatinib efficacy after administration over time and spa-
tially within the tumor, (2) observation of differences in drug responsiveness within 
the tumor subpopulation, and (3) monitor dasatinib activity in PDAC cells distally 
from the microvasculator (Nobis et al. 2013).

Intravital FLIM can be used to monitor drug uptake and metabolism within the 
liver, as demonstrated by the model fluorescent dye fluorescein where the unme-
tabolised and glucuronidated-fluorescein can be resolved according to their specific 
lifetimes (Roberts et al. 2008; Thorling et al. 2011a). In theory, quantitation of fluo-
rescein metabolism by intravital FLIM in the liver can be used to model hepatic 
damage due to ischemia-reperfusion injury, which already displays compromised 
fluorescein uptake and clearance (Thorling et al. 2013).

Several in vitro studies also display the utility of FLIM to assess drug delivery, 
release and uptake in target cells. In particular, fluorescent drugs like doxorubicin 
(dox) have proven particularly useful as the lifetime of dox permits the specific 
measurement of cellular uptake of free (Bakker et al. 2012) or nanoparticle- 
conjugated dox (Romero et al. 2013; Basuki et al. 2013), and lifetime changes mark 
intercalation with DNA within cell nuclei (Chen et al. 2012; Weber et al. 2013).

16.8  FRET-FLIM

16.8.1  Conventional Methods Studying Protein-Protein 
Interactions

In vitro analysis such as using recombinant, bacterially expressed proteins, or Yeast 
2-hybrid studies, pose limitations when protein interactions are studied in isolation. 
Therefore, the result only reveals whether proteins are able to interact without con-
sidering in vivo physiological conditions.

16.8.2  FRET: Introduction

Combining fluorescence microscopy and Förster (also called “fluorescence”) reso-
nance energy transfer (FRET) is a feasible approach to study protein-protein inter-
actions. FRET describes the photo-physical phenomenon of energy transfer from a 
donor to an acceptor molecule, provided they are in close proximity (Fig. 16.20). 
FRET can be used as a spectroscopic ruler to quantify the fluorescence signals, 
which are sensitive to molecular conformation, association, and separation. For 
protein-protein interaction to happen, the distance is in the range of 1–10 nm, which 
is not possible by co-localization using conventional fluorescence microscopy, even 
with confocal microscopy, which has a diffraction limit of Lateral 250 nm, axially 
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Fig. 16.20 Förster resonance 
energy transfer. (a) Following 
the absorption of photons by 
the donor molecule, the 
excited state of the 
fluorophore can decay 
radiatively by fluorescence or 
non-radiatively transfer to 
another fluorophore within a 
threshold distance (acceptor). 
The acceptor fluorophore can 
then return to the ground state 
by fluorescence emission. (b) 
Donor absorption (blue), 
donor fluorescence (green), 
acceptor absorbance (orange) 
and acceptor fluorescence 
(red). The spectral overlap 
(yellow) between the donor 
fluorescence (green) and 
acceptor absorbance (orange) 
is necessary for FRET to be 
possible. (c) FRET efficiency 
decreases with the distance 
between the donor and 
acceptor. The ‘Förster 
distance’, Ro, represents the 
distance between donor and 
acceptor when the energy 
transfer efficiency reaches 
50 % (Adapted from Prevo 
and Peterman (2014)). 
[Copyright permission being 
sought]
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500 nm. Proteins can be co-localized due to their location – within the same focus 
volume, without interacting with each other, while not interaction with each other.

16.8.3  FRET Efficiency Definition

FRET efficiency is defined as:

 
E

R

R RFRET =
+
0
6

0
6 6

 
(16.7)

Where EFRET – efficiency of energy transfer is proportional to the reciprocal of 
the sixth order of the inter-molecular distance. R0 – Critical radius, characteristic 
parameter of any specific FRET pair, is the distance between donor and accepter 
molecule, when the energy transfer efficiency is 50 % (Borst et al. 2006).
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where κ2 is the dipole orientation factor (0 < κ2 < 4), n is the refractive index of the 
sample, QD – quantum yield of the donor and J is the spectral overlap between donor 
emission and acceptor absorption spectra.

In evaluating FRET efficiency, there are a number of approaches to take includ-
ing ratio imaging, acceptor photo-bleaching, and FLIM-FRET. For FRET measure-
ment using the ratio imaging approach, sufficient separation in excitation spectra is 
typically required for selective stimulation of the donor molecule, where a larger 
overlap (>30 %) between the donor emission and the acceptor excitation spectrum 
is required in order to obtain efficient energy transfer. It is also essential to have a 
reasonable separation in emission spectra between donor and acceptor molecules to 
avoid emission spectra cross-talking (Pollok and Heim 1999).

The second approach, acceptor photo-bleaching, capitalizes on the decrease of 
donor fluorescence under FRET conditions corresponding increase of the donor 
fluorescence when FRET is disrupted by photo-bleaching of the acceptor fluoro-
phore. However, there are some key drawbacks with the ratio imaging and acceptor 
bleaching FRET approaches. For both approaches, the main drawback is emission 
spectra cross-talking whereby the donor emission is detectable in the acceptor chan-
nel. Thus, direct excitation of acceptor is required and the efficacy of this approach 
is dependent upon a high donor/acceptor concentration ratio.

The third approach is to spatially resolve FRET by fluorescence lifetime imaging 
(FRET- FLIM). FLIM overcomes the drawbacks of intensity based FRET analysis 
by monitoring the localized changes in donor fluorescence lifetime, thus providing 
an enormous advantage for imaging dynamic events within the living cells and 
organelles (Bastiaens and Squire 1999; Elangovan et al. 2002).
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16.8.4  Determination of FRET Efficiency Using FLIM

The donor decay comprises the interacting and non-interacting molecules can be 
fitted to double exponential curve (Fig. 16.21):

 
I t a e a et tFRET( ) = × + ×− −

1
/

2
/ 0t t

 
(16.9)

With and representing the lifetime of interacting donor molecules and non- 
interacting donor molecules, and are the intensity factors of the two decay compo-
nents. The FRET efficiency can be determined by

 
EFRET FRET= −1 / 0t t( )  

(16.10)

and the ratio of interacting and non-interacting donor molecule corresponds to 
α1/α2.

16.9  Summary

Intravital fluorescence lifetime imaging is an increasingly being used technique for 
both research and clinical diagnostic imaging. The unique lifetime properties of 
fluorophores, which remain generally unchanged with concentration or excitation 
light, enable FLIM to spectroscopically distinguish between fluorescent compounds 
and their various conformations. Moreover, as the fluorescence lifetime changes 
due to either microenvironment differences (e.g. temperatures, pH) or direct bind-
ing interactions, conformational and component changes within a fluorophore can 
be simultaneously measured spatially and temporally.

Interacting donor
molecule decay (shorter component)

I(t) = a1 × e
–t/t

FRET + a2 × e–t/t0

I(t)

t

a2

a1

Fig. 16.21 Measuring FRET 
from a time-domain 
(double-exponential) FLIM 
decay curve
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The two major means of acquiring fluorescence lifetime data are time- and 
frequency- domain FLIM. The latter is typically associated with phasor lifetime 
analysis, although this technique can be used for time-correlated single photon 
counting (TCSPC; time-domain FLIM). Time-domain FLIM yields a decay curve 
from which the lifetimes of multi-exponential components can be quantified. 
Frequency-domain FLIM plots the modulation and phase lifetimes within a phasor 
plot to distinguish between multiple components according to their lifetime 
properties.

Using either time- or frequency-domain FLIM, instrumentation for intravital 
FLIM has advanced considerably over the past 15 years. Intravital FLIM can be 
performed using wide-field microscopy, constructing a decay curve using either 
TCSPC or time-gated channels with a camera. This can further be adapted for intra-
operative imaging through the use of an endoscope for diagnostic imaging. 
Multiphoton microscopy, using a static or flexible imaging head, has also emerged 
as a strong intravital FLIM instrument for both research and clinical purposes.

Intravital FLIM of tissue autofluorescence is a particularly useful diagnostic 
technique to assess the redox and thus metabolic state of cells and tissues in response 
to drug treatment. Moreover, the autofluorescence lifetime can be an early indicator 
of programmed cell death and metabolic decay. The use of novel dyes, probes, fluo-
rescently labelled peptides, proteins or antibodies can add significant depth in 
assessing the tissue state as well as identifying cell and tissue types.

FRET effects, either as natural occurrence between autofluorescent molecules or 
two fluorescently labelled components, can be resolved efficiently using FLIM – 
within an intravital setting – overcoming existing difficulties in spectral overlap 
between donor and acceptor fluorescent molecules.

In summary, FLIM is an indispensable technique essential to any intravital imag-
ing platform.
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