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Preface

An emerging trend in the automobile industry is its convergence with information
technology (IT). Indeed, it has been estimated that almost 90 % of new automobile
technologies involve IT in some form. Smart driving technologies that improve
safety as well as green fuel technologies are quite representative of the convergence
between IT and automobiles. The former technologies, in particular, include three
key elements: sensing of driving environments, detection of objects and potential
hazards (pedestrians, lanes on the road, other vehicles, traffic signals, stationary
objects, etc.), and the generation of driving control signals including warning
signals. The first two elements are usually implemented using machine vision,
radar, and sonar together with vehicle-to-vehicle and vehicle-to-infrastructure
communication. These are the most commonly used technologies to realize novel
systems such as a smart parking assistance, lane keeping assistance, smart cruise
control, collision avoidance, and ultimately fully autonomous self-driving vehicles.

This book is organized into 10 chapters to cover system-on-a-chip (SoC)
design—including both algorithms and hardware—related with image sensing and
object detection by using the camera for smart driving systems, as shown in Fig. 1.
First, lens correction techniques for distorted images captured by cameras installed
on vehicles are presented. Second, novel super-resolution algorithm suited to a
low-cost vehicle camera is presented. Next, image enhancement techniques to
improve object detection from the captured images are discussed. Then, two
chapters present algorithms and techniques for accurate detection of several dif-
ferent types of objects (pedestrians, road lanes other vehicles, traffic signals, sta-
tionary objects, etc.). This is followed by a discussion of the SoC architecture and
hardware design necessary to implement these algorithms in real time. Finally, the
software environment and reliability issues for automotive SoC platforms are
discussed.

Chapter 1 introduces the needs and requirements of an image vision system for
smart and safe driving in a novel IT-converged automobile. Next, we present and
discuss the platform architecture for addressing the components of the automotive
vision system. This platform is implemented as a System-on-a-Chip (SoC) plat-
form, and its hardware architecture along with its software environment are
introduced.
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Chapter 2 presents a lens distortion correction algorithm based on a geometric
invariant suitable to a vehicle camera. This method adopts cross-ratio invariability
for a perspective projection and minimized distortion. In addition, we describe a
new gamma correction approach to deal with rapid variation in luminous intensity.
To reduce the computation complexity, we introduce an objective numerical
descriptor for luminance and contrast as well as gamma correction based on a
tone-mapping approach.

Chapter 3 presents a novel super-resolution algorithm suited to a low-cost
vehicle camera. We introduce a smart and robust registration algorithm that takes
into account rotation and shift estimation. To reduce the registration error, this
algorithm determines the optimal reference image where even other super-
resolution algorithms discard this registration error. The algorithm follows the
warp–blur observation model because the blur parameter is considerably larger
than the warp parameter for camera rotation and/or vibration.

Chapter 4 introduces image processing algorithms for improving object
detection. These algorithms can be used to improve the object recognition rate for
poor images that have been captured under inadequate conditions such as low
illumination, rainfall, or snowfall. Furthermore, a high-dynamic-range tone-
mapping technique that improves image quality is described.

Chapter 5 explains coarse-to-fine vehicle and pedestrian detection techniques.
In the case of vehicle detection, we describe mono-camera-based vehicle detection
systems in which low-level edges and high-level bag-of-features are incorporated.
Specifically, once initial candidates are obtained using edge information, these
candidates are further verified using a bag-of-features. On the other hand, in the
case of pedestrian detection, we explain certain popular Histogram of Oriented
Gradient (HOG) detectors and part-based detectors. The use of edge-based coarse
detection in the base detectors greatly reduces the detection time.

Fig. 1 SoC platform architecture for automobile vision system
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Chapter 6 discusses various driver monitoring systems as well as some methods
for predicting unsafe driving behaviors. We describe the design considerations that
led us to develop the driver monitoring system architecture, discuss the software
responsible for control and data acquisition, and present some of the data screening
and feature extraction algorithms that predict unsafe driving behaviors.

Chapter 7 covers various aspects of SoC architectures for automobile vision
system. After a brief introduction, it surveys existing SoC architectures as well as
architecture design issues and methodologies, ranging from single- to multi-core
SoC architectures. The chapter further discusses on-chip communications among
cores, hardware blocks, and memories. It also covers the issue of mapping
applications to SoC architectures.

Chapter 8 introduces a hardware accelerator that performs interest point detec-
tion and matching for image-based recognition applications in real time. Interest
point detection and matching are basic and one of the most computation-intensive
operations, in general, vision tasks such as object recognition/tracking, image
matching/stitching, and simultaneous localization and mapping. This chapter
describes a pattern matching-based image recognition processor that unifies archi-
tectures for features from accelerated segment tests and binary robust independent
elementary features with low power dissipation and a high frame rate.

Chapter 9 introduces a software development environment for automotive SoC.
AUTOSAR, a standardized automotive software architecture, is a partnership of
automotive manufacturers and suppliers working in collaboration to establish an
open industry standard for automotive E/E architectures. This chapter describes
this software architecture in detail, covering the consideration of safety require-
ments, scalability of different vehicle and platform variants, and implementation
and standardization of the basic functions based on the cooperation of standards. In
addition, this chapter covers maintainability throughout the entire product life
cycle, software updates, and upgrades over vehicle lifetime.

Chapter 10 covers reliability issues of automobile electronic system. Current
vehicles are built with complex electronic systems embedded with more than a
hundred microprocessors through complicated automotive networks. In the de
facto ISO 26262 standard in the automotive industry, Automotive Safety Integrity
Level (ASIL) is classified into four different levels. In this chapter, the ISO 26262
hardware ASIL is described in detail. Finally, we introduce fault diagnosis
architectures that use various designs for testability techniques such as scan
design, built-in self-test, and IEEE boundary scan design for increasing hardware
reliability.

We would like to appreciate our colleagues who contributed to each chapter in
this book. This work was supported by the Ministry of Trade, Industry and Energy
(MOTIE) in Korea and the IDEC Platform center (IPC) for Smart cars.

We would like to thank the publishing editor Mark de Jongh and Mrs. Cindy
Zitter at Springer for their encouragement and continuous support to prepare this
book.
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prepare some materials in this book.

Jaeseok Kim
Hyunchul Shin
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Chapter 1
Introduction

Jaeseok Kim and Hyunchul Shin

Abstract This chapter introduces concepts and trends related to the development
of advanced driver assistance systems (ADAS), which aid human drivers in col-
lision avoidance. Some industrial developments and major functional blocks of
ADAS are also introduced. We have focused on the camera vision-based systems,
which are very popular mainly because of their low development costs and very
diverse potential applications. The system-on-chip (SoC) architecture and com-
ponents of automobile vision systems are also presented.

1.1 Introduction to the Advanced Driver Assistance
System

In 2009, 5.5 million automobile crashes, 2.2 million automobile-related injuries,
and 33,963 motor vehicle fatalities were reported in the United States alone, while
in Europe, more than 40,000 casualties and 1.4 million injuries are caused by
vehicle-related accidents annually [1]. Based on these figures, researchers have
developed crash survival techniques and systems, and emphasized the need for
their installation in all vehicles. To some extent, these systems guarantee the
survival of the driver. Top motor vehicle brands have stringently equipped their
vehicles with these systems, i.e., airbags, active safety electronics, etc. Although
these advances in passive safety have made passenger cars safer than ever before,
the potential for further improvements in passive safety features is limited.
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In the past, researchers have focused on developing systems that can help
protect human lives in the event of motor vehicle accidents. Systems like anti-lock
braking systems (ABS) [2] and electronic stability programs (ESP) [3] offer the
possibility of improving traffic safety by assisting drivers when they are on the
road. However, the emphasis is shifting from passive protection systems toward
active protection systems, i.e., from crash survival to crash avoidance. This is
where advanced driver assistance systems (ADAS) come in. ADAS are vehicle
control systems that use environmental sensors, e.g., radar, laser, and vision, to
improve driving comfort and traffic safety by assisting the driver in recognizing
and reacting to potentially dangerous traffic situations. ADAS include facilities
that enable vehicles to successfully deploy collision avoidance systems.

Over the last decade, several ADAS technologies, such as blind spot detection
(BSD), the lane departure warning system (LDWS) or lane-keeping assistance
system (LKAS), the smart parking assistance system (SPAS), the forward collision
warning system (FCWS), pre-crash safety (PCS), and smart cruise control (SCC),
have been introduced into the market and used as intelligent parts of new smart
automobiles [4]. The BSD system operates sensors to avoid collisions on the rear-
side blind spot of a vehicle, while LDWS employs front-side vision cameras to
warn a driver when the vehicle begins to move out of its lane, thus minimizing
potential accidents. Similarly, LKAS is a driving assistance device that maintains
the vehicle’s driving lane using the same vision cameras. SPAS uses infrared (IR)
sensors and vision cameras to assist with parking, and can even control a vehicle’s
steering system. FCWS makes use of vision cameras to calculate the forward
collision timing and to warn the driver of dangerous situations. By using radar
sensors and vision cameras, PCS technology helps vehicles avoid collisions and
minimizes damage when a collision cannot be avoided. Radar sensors and cameras
allow the SCC system to start or stop a vehicle based on the vehicle’s distance
from the vehicle in front of it. It also provides warning signals when the vehicle is
within another’s blind spot [5].

ADAS were developed with the safety of the driver and the people outside the
vehicle in mind. This is in contrast to the crash survival system, which only
ensures the safety of the driver. ADAS provide a platform to save human life
through technology, and have made it possible to make the transition from semi-
autonomous to fully automatic driver systems. Researchers are currently working
to develop a low-cost system that can be marketed openly. Since ADAS can even
intervene autonomously, an ADAS-equipped vehicle is popularly referred to as an
‘‘intelligent vehicle’’ [5].

At the end of 2012, the global market for ADAS was estimated to be around
US$16.6 billion, and analysts at ABI Research forecasted that the market will
increase to more than US$261 billion by the end of 2020, representing a com-
pound annual growth rate (CAGR) of 41 % [6]. A key catalyst inspiring the
acceptance of ADAS in Europe over the next 5 years will be the Euro New Car
Assessment Programme (NCAP) specifications. The specifications include three
types of ADAS: the speed assistance system (SAS), autonomous emergency
braking (AEB), and LDWS or LKAS. By 2017, it is likely that all three ADAS will
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be required to be fitted as standard in all new models in order to qualify for the
highest, five-star safety rating [6]. North America and the Asia-Pacific’s original
equipment manufacturers (OEMs) are expected to follow Europe’s trend in one to
three years.

According to several surveys, ADAS can prevent up to 40 % of traffic acci-
dents, depending on the type of ADAS and the type of accident scenario [7]. The
main challenges in this area have been customer acceptance and their under-
standing of the added value of ADAS, liability exposure, and regulatory issues.
Drivers also expect ADAS to meet high standards in terms of (subjective) per-
formance, reliability (low rate of false alarms), and safety (low rate of missed
detections). Therefore, all ADAS must be tested in a huge variety of complex
traffic situations so that the systems will be able to recognize and handle all types
of situations. Unfortunately, the exhaustive testing of ADAS prototypes is usually
impossible due to constraints in costs and time-to-market. Not only the design, but
also the validation of ADAS requires growing effort in the development process.
To address these issues, efficient methods for the design of ADAS controllers and
validation of their safety and performance are required.

The final goal of ADAS is an autonomous vehicle that provides a 100 %
guarantee of an accident-free and self-driving driving experience. The autonomous
vehicle will be capable of sensing its driving environment and navigating on its
own by controlling every function of a vehicle based on the information sensed.
The driver of an autonomous vehicle may choose a destination but will not be
required to perform any mechanical operation of the vehicle. This vehicle will
sense the world with such techniques as radar, light-detection-and-ranging
(LIDAR), global positioning system (GPS), and computer vision. The advanced
control system will interpret the information to identify appropriate navigation
paths, as well as obstacles and relevant traffic signs. The autonomous vehicle will
typically update its maps based on sensory input, such that it will be able to
navigate through uncharted environments.

The advantages of these cars would mainly be safety, freedom for the driver to
do other tasks, and fuel efficiency. Automated highway systems using fully
automated passenger cars are expected to significantly benefit traffic safety [8].

The capabilities of self-driving cars offer many advantages over those of human
drivers. Although the emergence of a truly autonomous car is still several years
away, currently available radars, LIDARs, and vision-based systems are coalesc-
ing into automotive-sensor platforms, which point the way toward tomorrow’s
robo- or self-driving cars.

Research conducted by iSuppli in 2011 showed that radar-based systems are
primarily used by manufacturers to handle collisions in undesirable weather and
driving conditions [9]. However, the camera (vision-based sensor) has gained
importance in ADAS, while laser-based sensors are more popular in low-speed
FCW systems and are capable of ranging.

1 Introduction 3



1.2 Industrial Developments for ADAS

1.2.1 The Google Self-Driving Car

In 2010, Google revealed the results of its efforts to create an autonomous vehicle.
Google’s fleet of specially equipped cars (shown in Fig. 1.1) has logged more than
140,000 miles of daytime and nighttime driving in California and Nevada [10].
The license for the vehicles was issued by the Nevada Department of Motor
Vehicles in May 2012. As of April 2012, Florida became the second state to allow
the testing of driverless cars on public roads, and California became the third state
to legalize the use of self-driven cars for testing purposes in September 2012.

Each Google vehicle uses LIDAR technology combined with vision cameras
and algorithmic vision-processing systems to construct and react to a 3D view of
the world through which a vehicle is driving [10]. The enabling sensor hardware in
the vehicles enables the cars to see everything around them and make decisions
about every aspect of driving. Although automakers are not yet close to a fully
autonomous vehicle, the technology, including the sensor platform of radars,
ultrasonic sensors, and cameras, is already available in today’s intelligent vehicles.
It remains for the car’s hardware platform to be standardized and the software to
be developed [10].

1.2.2 Mobileye’s Vision Processor

Mobileye’s collision avoidance technology, shown in Fig. 1.2, which uses a single
smart camera combined with a sophisticated vision algorithm, is able to interpret a
scene in real-time and provide drivers with an immediate evaluation based on its
analysis [11]. Automakers such as Volvo, BMW, and General Motors are now
adopting this technology, which is embedded with Mobileye’s EyeQ� vision
processor, into their rapidly expanding safety feature applications [11]. In 2010,
Volvo introduced the S60 model with pedestrian detection, vehicle detection, and
lane detection using this technology. The vehicle was equipped with an automatic
emergency collision mitigation system and automatic emergency braking in the
event of pedestrian detection. In 2011/12, lane departure warning, intelligent
headlight control, traffic sign recognition, and forward collision warning tech-
nologies were added to the pedestrian detection system.

In 2012, BMW and Mobileye upgraded the BMW 6-series active cruise control
(ACC) and the collision warning and braking features with a vision-radar fusion
system, thus replacing the radar-only system. This was the first system to utilize
Mobileye vision to enhance radar ACC to a high degree using a mature vision
sensor that reports vehicle, lanes, and other information independently. The vision
information improves target selection and target localization, and enables an
earlier reaction to stationary targets than previous models allowed.
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1.2.3 C2X Communication Technology and BMW

Car-to-X (C2X) technology demonstrates how, using a wireless networking of cars
and road infrastructure, cooperative driving can make driving safer, more efficient,
and more environmentally friendly. The C2X uses high-frequency WLAN
IEEE802.11p/G5A-based networking technology [12]. A real-time and compre-
hensive C2X communication network leads to a significant increase in the pre-
dictive capabilities of vehicles. The driver can adjust the speed of the vehicle
according to a green light signal using provided phase information. Sensor
cooperation technology also detects a person who in the driver’s blind spot. This
technology is supported by the C2X consortium, which consists of the major
automotive manufacturers, including BMW and Audi.

BMW aims to adopt this technology for its ConnectedDrive ADAS, which is
being developed to connect the automobile with its environment and daily traffic
situations [13]. BMW ConnectedDrive provides connectivity to web servers, real-
time traffic information in combination with a networked navigation system, and
the integration of vehicle-specific apps with mobile devices [13]. The automobile
is actually becoming a mobile internet exchange point. The ConnectedDrive

Fig. 1.1 Google car (From Wikipedia: Google car)

Fig. 1.2 Mobileye’s
pedestrian and bicycle
collision avoidance
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currently provides several ADAS features, such as adaptive headlights, a lane-
change/departure warning system, speed limit info, a self-parking system, Stop &
Go active cruise control, and collision warning.

1.3 System-on-Chip Platform Architecture for Automobile
Vision Systems

1.3.1 Major Functional Blocks for ADAS

It is expected that ADAS will see sharp growth in the years to come. Customer
demand is the one of the driving forces behind increased safety awareness and the
desire for more driving comfort. However, Euro NCAP’s tightened safety
requirements will boost the installation of ADAS equipment in vehicles to almost a
100 % rate over the next few years [14].

Figure 1.3 shows the major functional blocks of smart ADAS, which consist of
a sensing block, a decision-making block, and an active control with warning
functions.

Figure 1.4 shows the major functions to be performed at each functional block
in ADAS.

The first step in developing ADAS technology is the sensing of the driving
environments. In this step, some objects, such as lanes, vehicles, pedestrians,
animals, or fixed objects, should be detected and tracked. The position and con-
dition of the vehicle must also be assessed continuously. In addition, information
about traffic signals and weather conditions are monitored. The second step is to
make a decision based on the information sensed and monitored from the first
block. Several signal-processing algorithms are used to decide on the space
required for safe driving or parking, and to make decisions to prevent a collision or
accident. The third step is to generate a warning or announcing signal and to
develop active control of the vehicle. The warning can be provided by sound or a
visual cue. The traffic or driving information can be displayed onscreen,
announced by a voice, or provided to another location via e-call. The active control
of the vehicle facilitates collision avoidance and driving/parking guidance so that
the vehicle will eventually be self-driving and self-parking.

Figure 1.5 shows the hardware and software components at each functional
block in ADAS.

Several different types of sensors, such as radar, LIDAR, ultrasonic/IR sensors,
cameras, V2X (C2X), and GPS, are presently being used in ADAS, with the
selection of sensors being dependent on the ADAS tasks that need to be imple-
mented. A component of the decision-making step entails several software algo-
rithms, such as signal processing, image processing, and pattern recognition.
However, these algorithms should be run in real-time on very powerful processors
that contain fault-tolerant functions. The active control of the vehicle is applied to
the steering, brakes, auto navigation, adaptive lights, seatbelts, sound, and e-call.
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Fig. 1.3 Major functional blocks of the ADAS system

Fig. 1.4 Major functions to be performed at each block in ADAS

Fig. 1.5 Hardware and software components at each block in ADAS
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The sensor components in the vehicles enable the cars to see everything around
them and to detect any obstacles so that the potential for safe driving is maxi-
mized. Ultrasonic sensors are a low-cost solution that provide proximity detection
at low speeds. Radar has short-range, medium-range, and long-range capabilities
and works at any speed in any weather condition; however, it is expensive and
takes up significant space. The presence of a camera boosts the sensor capabilities
so that the car is able to have a 360� view and detect any objects or obstacles, all at
a relatively low cost.

1.3.2 Vision Systems for ADAS

Camera-based vision systems are gaining more attention in the development of
ADAS due to their ability to not only provide an extended outside view, but also
detect and recognize objects such as pedestrians, vehicles, animals, or fixed
objects. These systems also provide the additional function of looking inside the
car to analyze the driver’s state [14]. Nowadays, multiple cameras are used as
standard equipment in automobile systems.

Figure 1.6 shows the platform architecture of an automobile vision system
intended for advanced driver assistance. This book covers the issues and the new
technologies pertaining to the activities shown in this figure in order to create a
smart, safe driving automobile system using vision cameras.

The sensing of driving environments can be performed using a single camera,
stereo cameras, and night (IR) cameras, combined with radars and ultrasonic
sensors. The first functional block of the automobile vision system is the lens

Fig. 1.6 Platform architecture for an automobile vision system
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distortion correction and gamma correction, which is covered in Chap. 2.
Chapter 2 introduces vehicle-friendly lens correction algorithms and gamma
correction algorithms with objective illumination estimation methods. In the lens
correction section, we introduce a simple lens correction method for a low-cost
camera and propose a method that simultaneously leads to a guarantee of the
restrictions for the determination. In the gamma correction section, the objective
illumination estimation methods and tone mapping-based gamma correction
methods are introduced.

The second functional block is to enhance the quality of the images captured on
the camera. As the first part of this block, super-resolution methods to obtain high-
resolution images from low-resolution images are discussed in Chap. 3. As the
second part, Chap. 4 introduces some general image enhancement algorithms
followed by special algorithms for improving object recognition in automotive
environments.

The third functional block deals with object detection techniques, such as lanes,
vehicles, pedestrians, and fixed objects. Chapter 5 presents state-of-the-art tech-
niques for vehicle and pedestrian detection. Chapter 6 describes some techniques
that can be employed to monitor a driver’s state and predict unsafe driving behaviors.

The last functional block for the vision system is to design hardware archi-
tecture and a software environment with some consideration of reliability issues.
To this end, Chap. 7 discusses the system-on-chip (SoC) architecture issues for an
automobile vision system. A pattern matching-based image recognition accelerator
(PRA) is presented for embedded vision application. It is a hardware accelerator
that performs interest-point detection and matching for image-based recognition
applications in real-time—both in mobile and vehicle platforms—without any loss
of performance or accuracy. Chapter 8 presents the design of the image-recogni-
tion accelerator for feature-point detection and matching. Chapter 9 describes the
software development environment for the automotive SoC. AUTOSAR is a
model-based software development method for automotive electronic systems that
has been developed by the automotive industry. A case study of the AUTOSAR
development for automotive SoC is also described. Finally, the reliability issues
for automobile SoC are covered in Chap. 10. In the final chapter, the ISO 26262
standard hardware, Automotive Safety Integrity Level (ASIL), is described in
detail. We then introduce fault diagnosis architectures that use various designs for
testability techniques, such as scan designs, built-in self-tests, Institute of Elec-
trical and Electronics Engineers (IEEE) boundary scan designs, and error cor-
recting codes, for increased hardware reliability.
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Chapter 2
Lens Correction and Gamma Correction

Sang-Bock Cho

Abstract Recently, the necessity of camera in vehicle industry is increasing now
as increasing the smart car needs. Almost smart car concepts are implemented by
using the camera system based on image processing technology. Actually, the rear
view camera for parking assistance system, the forward view camera for lane
departure warning and forward collision warning system, and multi-view camera
for vehicle black box and blind spot warning system and so on, so many systems
those adopted the camera system are already released. However, performance of
these functions strongly depends on the image quality through the camera system.
Especially, distortion of a thing pictured by the lens and suddenly illumination
changing by environments are core factors affecting the image quality for smart
car performance. Thus, in this chapter, we introduced a vehicle friendly lens
correction algorithm and a gamma correction algorithm with objective illumina-
tion estimation method. In the lens correction part, we introduced a simple lens
correction method in low-cost camera and we propose a method that leads to
guarantee of the restrictions simultaneously for the determination. In the gamma
correction part, we introduced the objective illumination estimation methods and
the gamma correction methods based on tone mapping.

2.1 Lens Correction

2.1.1 Introduction to Lens Correction

Cameras being used in the field have been having lens distortion, and it has been
considerably dealing in image process area. So far, many lens correction algo-
rithms have been relying on the invariant properties of projective geometry in
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order to find distortion parameters. A common property is ‘‘the straight line in
scene is straight line in image’’. However, if the straight lines are also parallel
together, the previous works have missed this restriction in determining lens
distortion parameters.

Model of lens distortion was proposed by Brown [1, 2] including radial dis-
tortion, decentering distortion and prism distortion. Radial distortion (barrel dis-
tortion or/and pincushion distortion) as shown in Fig. 2.1 is noticeable but other
distortions are acceptably negligible.

Many algorithms adopted this model used 3D reference points to find the lens
distortion parameters [3–9]. However, these algorithms can find the proper dis-
tortion parameter only when their experiments were precise and extracting control
points were accurate.

In another class of lens distortion correction, there have been many proposed
methods based on geometric invariants of some features to achieve distortion
parameters [10–14]. The straight property of line—the straight line in scene is
straight line in image—is used widely. However, if the straight lines are also
parallel together, these methods have missed this restriction in determining lens
distortion parameters. This can cause wrong distortion parameters of final solution
in search algorithm. Finally, the other approaches were proposed to correct lens
distortion that collect whole content of image to get distortion parameters [15–17].
These approaches take advantage of image content without requiring any pattern
calibration. However, results are still limited to lead to convincing results.

Model of lens distortion was proposed by Brown [1, 2] including radial
distortion, decentering distortion and prism distortion. Radial distortion (barrel
distortion or/and pincushion distortion) is noticeable and other distortions are
acceptably negligible, as shown in Fig. 2.1. The adopted methods to this model
[3–8, 14] used 3D reference points to find lens distortion parameters. These
methods encountered in setting up experiments precisely and extracting control
points accurately under noise impact. In another class of lens distortion correction,
there have been many proposed methods based on geometric invariants of some
features to achieve distortion parameters [7, 10, 12, 18]. The straight property of
line—the straight line in scene is straight line in image—is used widely. However,
if the straight lines are also parallel together, these methods have missed this
restriction in determining lens distortion parameters. Finally, the other approaches

Fig. 2.1 Radial distortions—ideal image with no distortion, barrel distortion, and pincushion
distortion (from left to right)
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were proposed to correct lens distortion that collect whole content of image to get
distortion parameters [8, 15, 18]. These approaches take advantage of image
content without requiring any pattern calibration. However, results are still limited
to lead to convincing results.

In this chapter, our proposed method is based on the projective transformation
‘‘a straight line in a 3D scene domain is itself straight line in the 2D image
domain’’ [2]. This means that curvature of lines in the image that should be straight
is due only to lens distortion. Using this principal, iterative search algorithms are
applied to seek adequate distortion parameters, which make cure lines in image
become its original state—the straight lines. The proposed method in this chapter
is different from above works. We use a template consisting of lines that are
straight, parallel and perpendicular together, as shown in Fig. 2.2. After the cor-
rection, the restrictions of lines of template are guaranteed.

2.1.2 Lens Distortion Model

The standard model for the radial and decentering distortion is mapping from the
distorted image coordinates qd ¼ ud; vdð Þ that are observable to the undistorted
image coordinates qp ¼ up; vp

� �
which are not physically measurable.

up ¼ ud þ ud k1r2
d þ k2r4

d þ k3r6
d þ � � �

� �

þ p1 r2
d þ 2u2

d

� �
þ 2p2udvd

h i
1þ p3r2

d þ � � �
� �

ð2:1aÞ

vp ¼ vd þ vd k1r2
d þ k2r4

d þ k3r6
d þ � � �

� �

þ p1 r2
d þ 2v2

d

� �
þ 2p2ud vd

h i
1þ p3r2

d þ � � �
� �

ð2:1bÞ

Fig. 2.2 Standard calibration
template
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where

ud ¼ ud � cu; vd ¼ ud � cv; r2
d ¼ u2

d þ v2
d ð2:1cÞ

and k1, k2, k3,… are coefficients of radial distortion and p1, p2, p3,… are coeffi-
cients of decentering distortion, rd is the radius of an image point from the dis-
tortion center defined as (cu, cv) above.

Typically, since we only consider two coefficients of radial distortion [5, 7, 12,
18] the model after discarding other terms:

up ¼ ud þ ud k1r2
d þ k2r4

d

� �
ð2:2aÞ

vp ¼ vd þ vd k1r2
d þ k2r4

d

� �
ð2:2bÞ

rp ¼ rd 1þ k1r2
d þ k2r4

d

� �
ð2:2cÞ

Therefore, the lens distortion correction becomes recovering the practically
significant distortion coefficients k1, k2 and distortion center (cu, cv).

2.1.3 Proposed Method

2.1.3.1 Basic Idea

The standard calibration template as shown in Fig. 2.2, it consists of black straight
lines in horizontal and vertical directions. These lines are parallel and perpen-
dicular together on bright background. In horizontal direction, on a horizontal line
that is the nearest to distortion center, we find out the intersection points of this
horizontal line with vertical lines. Based on each intersection point, we count the
number of pixels of vertical line which cross the intersection point. Since lens
distortion exists, the number of pixels of the vertical line do not lie on vertical axis
(origin of vertical axis is intersection point). We measure the farthest distance of
pixels of each line to vertical axis respectively at each base point and seek lens
distortion parameters of camera by minimizing this distance. The process is the
same for vertical direction. Figure 2.3 shows the position of pixels in horizontal
direction of a non-distorted image and a distorted image.

First of all, a binary image is made of a gray image. In the binary image, there
are horizontal lines and vertical lines; the width of these lines is one pixel. Then
the distortion center is initialized, e.g. image center. In horizontal direction, since a
straight line crossing the distortion center is still straight line in distorted image, so
a horizontal line that is through the distortion center (or the nearest the distortion
center) is chosen. This line is named as driven line.

On the driven line, the points where vertical lines intersect with this line can be
determined. These points are named base points. The number of the base points is
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equal the number of vertical lines n. Based on each base point, in next step, we
count the number of pixels of respective vertical line. Due to lens distortion, a
number of pixels of vertical line do not lie on vertical axis (the origin of vertical axis
is base point). In the close range of each base point, we determine one point on the
left and another one on the right of base point where the number of pixels at these
two points are greater than e pixels (in our implementation, e = 4). They are called
up-position points and down-position points. Therefore, each base point lies on the
range between up-position point and down-position point respectively. We evaluate
the distortion by measuring the distances from up-position points puh

i to down-
position points pdh

i respectively. This measurement is defined by a function E1 as

E1 ¼
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
puh

i � pdh
ið Þ2

q 	

n ð2:3Þ

The process is the same as in vertical direction. We have:

E2 ¼
Xm

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
puv

i � pdv
ið Þ2

q 	

m ð2:4Þ

Finally, we define a function E as evaluation of distortion in whole image:

E ¼ E1 þ E2ð Þ=2 ð2:5Þ

where n and m are the number of vertical lines and horizontal lines, puh
i and puv

i are
the up-position points in horizontal and vertical direction, and pdh

i and pdv
i are the

down-position points in horizontal and vertical direction.
The error E reflects the farthest distance of pixels of each line to axis respec-

tively at each base point. Minimization of the error function E is our goal for

Fig. 2.3 The number of pixels in horizontal direction, a in non-distortion image, b in distortion
image
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seeking distortion parameters. In this chapter, we optimize distortion parameters
using the Nelder-Mead simplex method [9].

2.1.3.2 Linear Form Solution

Nonlinear optimization algorithm is an iterative progress and initial value plays an
important role to lead to an exactly converged value. If initial value is so far from
global minima, converged value can be a local minima and results in a false
solution. In this chapter, we adopted the method in [5] for initial guess. The
method is summarized as follows:

Suppose we have a line l in the undistorted image plane. Every point up; vp

� �
on

the line satisfies the equation

aup þ bvp þ c ¼ 0 ð2:6Þ

where a, b and c are constants for specific line l, with—a=b being the line slope.
Each point on the line is related to a point ud; vdð Þ in the distorted image plane
according to Eq. (2.1). This means that both coordinate of the line point are
functions of ud; vdð Þ. Therefore, the last equation can be written as

f ud; vdð Þ ¼ aup ud; vdð Þ þ bvp ud; vdð Þ þ c ¼ 0 ð2:7Þ

where f ud; vdð Þ describes the equation of the corresponding cure in the distorted
image plane. The elemental change in f at any distorted image point ud; vdð Þ can be
expressed as

df ¼ a
oup

oud
dud þ

oup

ovd
dvd


 �
þ b

ovp

oud
dud þ

ovp

ovd
dvd


 �
¼ 0 ð2:8Þ

where all the four partial derivatives can be directly computed from Eq. (2.1).
Hence, one can see that the slope of the line S in the undistorted plane (which
should equal—a=b) is related to the slope of the tangent dvd=dudð Þ to the curve at
point ud; vdð Þ by

s ud; vdð Þ ¼
ovp

oud
þ ovp

ovd

ovd
oud

� �	
oup

oud
þ oup

ovd

ovd
oud

� �
ð2:9Þ

In our case, we choose some lines in image template as reference lines in
finding linear solution. We only estimate k1 and k2 equation of linear form solution
Ax ¼ b can expressed as

A ¼ a11 a12

a21 a22


 �
; x ¼ k1

k2


 �
and b ¼ ŝ1 � s1;1

ŝ2 � s2;1


 �
ð2:10aÞ
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with

a11 ¼ 2�u1;1�v1;1 1� ŝ1s1;1
� �

þ �u2
1;1 þ �v2

1;1

� �
s1;1 � ŝ1
� �

þ 2 �v2
1;1s1;1 � �u2

1;1ŝ1

� � ð2:10bÞ

a12 ¼ 4�u1;1�v1;1 �u2
1;1 þ �v2

1;1

� �
1� ŝ1s1;1
� �

þ �u2
1;1 þ �v2

1;1

� �
s1;1 � ŝ1
� �

þ �u2
1;1 þ �v2

1;1

� �
�v2

1;1s1;1 � �u2
1;1ŝ1

� � ð2:10cÞ

a21 ¼ 2�u2;1�v2;1 1� ŝ2s2;1
� �

þ �u2
2;1 þ v2

2;1

� �
s2;1 � ŝ2
� �

þ 2 �v2
2;1s2;1 � �u2

2;1ŝ2

� � ð2:10dÞ

a22 ¼ 4�u2;1�v2;1 �u2
2;1 þ �v2

2;1

� �
1� ŝ2s2;1
� �

þ �u2
2;1 þ �v2

2;1

� �
s2;1 � ŝ1
� �

þ �u2
2;1 þ �v2

2;1

� �
�v2

2;1s2;1 � �u2
2;1ŝ1

� � ð2:10eÞ

where ul;i; vl;i

� �
denotes the i-th distorted point on chain l with tangent slope sl;i; ŝl

is the estimated slope of the line corresponding to chain l. The slope sl;i is esti-
mated by approximating the curve points within a window of size 2W + 1 (in our
implementation, W = 5) by a second order polynomial.

2.1.3.3 Straight Line Method

Given a set of distorted points ud; vdð Þ in the lines of distorted image, in search
algorithms, a set of the distortion parameters is applied to the distorted points.
Lines are fitted to the resulting points (corrected points) up; vp

� �
and objective

function is computed as the sum of the squared distances of the corrected points
from their corresponding best-fit straight lines.

Let the best-fit straight line for a set of corrected points be:

upsinh� vpcoshþ q ¼ 0 ð2:11Þ

where h is the angle the line makes with the horizontal axis and q is the distance of
the line from the distortion center. Therefore, the error due to a single point is
given by:

e ¼ upsinh� vpcoshþ q
� �2 ð2:12Þ

where the values for up; vp

� �
are calculated from the correction equation Eq. (2.1).

Let the number of the lines in the distorted image is L, and let the number of points
on each line l be tl. Then, the objective junction is given by:
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n ¼
XL

l¼1

Xtl

p¼1

ut;l
p sinhl � vt;l

p coshl þ ql

� �2
ð2:13Þ

where hl and ql are the best-fit straight line parameters corresponding to the line

l and ut;l
p ; v

t;l
p

� �
is the corrected point to the line l. After getting the objective

function, the distortion parameters are found out by minimizing this function using
some non-linear search algorithms (Fig. 2.4).

2.1.4 Experimental Result

To evaluate performance of the proposed method, we carry out experiments on
synthetic images and real images. In simulation, the distorted-synthetic images are
created by warping the undistorted-synthetic template images with radial distortion
model expressed in Eq. (2.11)

rp ¼ rd 1þ k1r2
d þ k2r4

d

� �
ð2:14Þ

While distortion coefficient k2 is fixed due to the weak impact compared with
k1, distortion coefficient k1 is changed for testing. In our experiment,
k2 ¼ 3� 10�13; k1 ¼ �8� 10�7 : �4:8� 10�7. Then, we recover the undistorted
images from these distorted images using the linear solution, the straight line
method and the proposed method. After completing the lens distortion correction,
the performances of each method are evaluated based on the error in Eq. (2.5).

The errors of each method are shown in Fig. 2.5. In the first view, we see that
the error of the linear method is the worst among three methods. The result also
shows that distortion correction based on straight line method causes the error
greater than the proposed method when it just guarantees straight restriction of

Fig. 2.4 Best-fit straight line
of a set of points
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each line without guaranteeing the parallel restriction among straight lines. By
applying our method, however, these restrictions are guaranteed more stringent in
distortion correction because they are considered simultaneously. It means that
almost vertical lines (horizontal lines) coincide with vertical axes (horizontal axes)
respectively at each base point.

In Fig. 2.6, we consider the noise impact in our method. The distorted-synthetic
images are corrupted by zero-mean Gaussian noise of standard deviation
0.2 pixels. From the experiment, although the noise impact causes our image
content to be very erroneous from original image content, corrected image is
almost the same ideal image that is taken from pinhole camera model. Therefore,
under the influence of noise in practical cases, the proposed method is better than
other methods to correct lens distortion.

Fig. 2.5 Error of the methods after correcting distortion

Fig. 2.6 The impact of noise in the proposed method (a input image, lens distorted image via
camera, b lens distortion corrected image). Lens distorted image via camera (a), lens distortion
corrected image (b)
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2.1.5 Conclusion

To evaluate the effectiveness of the proposed method in practical case, Fig. 2.7
shows the radial distortion correction of camera Canon SX20IS using the straight
line method and the proposed method. The error before correcting is 4.0758; and
after correcting is 0.6821, 0.6421 of the straight line method, and our method
respectively.

Figure 2.8 shows the result of radial distortion correction images by using the
proposed method. In this chapter, a new method is presented for the lens distortion
correction. Using a simple template including the parallel–perpendicular-straight
lines, the method applies a common property of perspective geometry to seek the
lens distortion parameters. This invariant property is expressed as ‘‘a straight line in
a 3D scene domain is itself straight line in the 2D image domain’’. The previous
works have used this property to find the lens distortion parameters when they try to
straighten each line in the image that should be straight if there is no lens distortion.
However, the method of this chapter is different from previous works. It determines
the lens distortion parameters by minimizing the farthest distances of pixels on
vertical lines (horizontal lines) to vertical axes (horizontal axes) respectively.

Fig. 2.7 Radial distortion correction of three methods: a distorted image, b straight line method,
c lens distortion corrected image by using the proposed method
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With the proposed method, it guarantees not only the straight property of each
line but also the parallel property among lines for determining the distortion
parameters. The experimental results prove the effectiveness and accuracy of the
proposed method. Compared with the previous works, the error of the proposed
method is almost less than that of the common methods when the distortion
coefficient is changed from small value to large value. Moreover, the proposed
method becomes more reliable and practical as it is verified under the impact of
noise. In the experiment, the algorithm recovers the corrected image perfectly
although the affect of noise on distorted image is serious.

In addition, this method is also provided the closed form solution in order to
speed up the convergence and obviate the local minimum of objective function.
Because the algorithm of the proposed method find out global minimum, the
corrected image based on the distortion parameters will be close the ideal image
taken from pinhole camera model.

In the future, the algorithm will be continued developing for more optimized
process. First of all for improving purpose, we will get threshold automatically in
converting from grayscale image to binary image. Next one is designing an
adaptive coefficient(s) to reflect contribution of the distance from the distortion
center in evaluating the distances between up positions and down positions
respectively.

Fig. 2.8 Radial distortion correction results: a original distorted images, b corrected images
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2.2 Gamma Correction

2.2.1 Normalized Numerical Image Descriptor

2.2.1.1 Introduction

The acquired image during the vehicle driving gets degraded by the ambient
luminance condition and this is one of the big problems which need proper
solution. Therefore, recently, the studies for the image quality enhancement by
using the gamma correction method, wide dynamic range, etc., are activated.
Almost numerous these studies have been based on the image quality assessment.

The assessment of image quality has been previously considered by Oakley and
Bu [19]. One of the purposes of them is to shed light on the relationship between
local luminance and local contrast in order to estimate the image quality for
different appearing images. However, their method is not clear whether there is an
ideal dependence between dispersion and location for good visual quality images.

In their [1] method for example, takes the local standard deviation and the local
average as estimators and assumes that the local standard deviation should be
proportional to the pixel average (a situation analogous to that in Weber’s law) for
certain types of images. This in fact is not true in general since, as mentioned,
many good quality images have a correlation coefficient of local dispersion and
location very near to zero. With a slightly different definition of contrast, it is
argued in [20] that there are independence between luminance and contrast in
natural scenes.

Restrepo and Ramponi [21] considered that scatter plots of local dispersion
versus location (d-l plots, for short) carry a fair amount of the information in the
image. And then they proposed a word descriptor which classifies the points as
belonging to one of four main regions, counting them, normalizing and ordering
the numbers.

The four regions in their result are labeled as A, B, C and D and correspond to
high-contrast/medium-luminance, low-contrast/low-luminance, medium-contrast/
medium-luminance and low-contrast/high-luminance., respectively, and these are
illustrated as in Fig. 2.9.

To obtain a word descriptor, however, this method requires very high com-
putational complexity, because they have to compute the pixel intensity histogram
and executing of dispersion and location distribution. It is very difficult or may be
impossible to commercialize since these computing operations are mathematically
complex, and those need the powerful and high performance system, as well.

In this chapter, we introduce a novel normalized numerical image descriptor
and suggest the validity of the proposed algorithm by comparing with the word
descriptor [21]. This can estimate the image quality more clearly and objectively
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than previous works. The image luminance assessment descriptor is based on the
histogram calculation; we use the pixel data as weighted value. Also for the image
contrast assessment descriptor, we use the same concept of luminance assessment.
These two operations consist of just summation and multiplication. To verify our
algorithm, we compare between the results of proposed and the results of the word
descriptor by using several images with different gamma value as from 0.1 to 3.

Fig. 2.9 Three ‘‘boat’’ images with different gamma values and their scattering chart. a c = 0.5,
b c = 1, c c = 1.5
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Numerous gamma correction algorithms are based on the histogram. Its basic
concept is that image quality can be enhanced using a kind of histogram equal-
ization, it can be expressed as

s ¼ T rð Þ ð2:15Þ

where s is the gamma corrected image by using transfer function T( ), r is the data
of original image. Thus, gamma correction is finding the suitable transfer function
T( ). The histogram of a digital image with gray level in the range [0, L - 1] is a
discrete function h rkð Þ ¼ nk, where rk is the k-th gray level and nk is the number of
pixels in the image having gray level rk. The numerical luminance descriptor (LD)
can be expressed as

LD ¼
XL�1

k¼0

rknk ð2:16Þ

And we apply normalization into Eq. (2.16), then

NLD ¼ 1
LN

XL�1

k¼0

rknk; 0�NLD� 1 ð2:17Þ

where L is maximum quantized value and N is image size, they are taken from the
original image. In Eq. (2.17), we understand that if an image has a normalized
luminance descriptor (NLD) value becomes 1 and this image is estimated as bright
image. On the other hand, if it is near to 0 then this image expressed as dark. From
these result, our algorithm suggests that the objective luminance assessment
degree with numeric representation. We present example images of ‘‘boat’’ with
different gamma value and each scattering chart are shown in Fig. 2.10. As shown
in Table 2.1, our proposed algorithm has same result by simple method as com-
pared with the word descriptor method.

However, this normalized luminance descriptor (NLD) does not include the
contrast information. Thus we have to consider the contrast estimation method.
The contrast information can be estimated using the distribution of the difference
between maximum and minimum pixel value of the image, thus it can be
expressed as c ¼ rmax � rmin.

As same with the luminance descriptor, the histogram of a contrast distribution
with gray level in the range [0, L - 1] is a discrete function h clð Þ ¼ bl, where cl is
the l-th block contrast value and bl is the number of blocks in the image having
contrast value cl. Here, cl ¼ b rmax � rminð Þl and b rmax � rminð Þl is the contrast value
in l-th block. Thus, the numerical contrast descriptor (CD) can be expressed as

CD ¼
XB�1

l¼0

cibi ð2:18Þ
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And we apply normalization into Eq. (2.18), then

NCD ¼ 1
LB

XB�1

l¼0

cibi; 0�NCD� 1 ð2:19Þ

where B is the total number of segmented block in the image. In Eq. (2.19), we
understand that if an image has a normalized contrast descriptor (NCD) value near
to 1 then this image is estimated as high contrast image, whereas if it is near to 0
then this image is low contrast. From these result, it also suggests the objective
contrast. Therefore, the image quality assessment can be represented as Eq. (2.20)
by combining with Eqs. (2.16) and (2.18).

NIQ ¼ NLD;NCDð Þ ð2:20Þ

And its results for Fig. 2.10 are shown in Table 2.2.
In another example image, ‘‘gravelly field,’’ as shown in Fig. 2.11 is one such

representative image of the relatively high contrast. The NCD assessment in this
chapter can clearly and objectively express the image quality which has same
meaning compared with the scattering method or word descriptor.

Fig. 2.10 Example images of ‘‘boat’’ with different gamma value and each scattering chart.
a Images with difference gamma value: image resolution = 640 9 480, b scattering charts for
each gamma value

Table 2.1 NLD for each gamma value and block size

Gamma 0.1 0.5 1 1.5 2
Block size

global 0.94 0.74 0.56 0.42 0.33
4 9 4 0.94 0.74 0.56 0.42 0.33
8 9 8 0.94 0.74 0.56 0.43 0.33
16 9 16 0.94 0.74 0.56 0.43 0.33
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As shown in Tables 2.1, 2.2 and 2.3, the NLD maintains almost same values
without concern of block size, but the NCD has different values according to the
images. Generally, the segmented block size is decided by using Shannon’s ratio-
distortion (RD) cost. But the study for this area is mainly studied in mode decision
site since it is as another research area. Therefore, we only use widely used the
16 9 16 block segmentation in this chapter.

2.2.1.2 Experiments for Normalized Numerical Image Descriptor

We played the comparison experiment with word descriptor (or scattering chart)
method to verify proposed algorithm. For the word descriptor, we followed [19],
and for proposed algorithm process as below;

Table 2.2 NIQ = (NLD, NCD) for each gamma value and block size of ‘‘boat’’ image

Gamma 0.1 0.5 1 1.5 2
Block size

4 9 4 (0.94, 0.02) (0.74, 0.06) (0.56, 0.08) (0.42, 0.09) (0.33, 0.10)
8 9 8 (0.94, 0.03) (0.74, 0.10) (0.56, 0.17) (0.42, 0.15) (0.33, 0.15)
16 9 16 (0.94, 0.04) (0.74, 0.15) (0.56, 0.21) (0.42, 0.22) (0.33, 0.22)

Fig. 2.11 Example images of ‘‘gravelly field’’ with different gamma value and each scattering
chart. a Images with difference gamma value: image resolution = 640 9 480, b scattering charts
for each gamma value

Table 2.3 NIQ = (NLD, NCD) for each gamma value and block size of ‘‘gravelly field’’ image

Gamma 0.1 0.5 1 1.5 2
Block size

4 9 4 (0.93, 0.09) (0.70, 0.30) (0.51, 0.39) (0.37, 0.40) (0.28, 0.37)
8 9 8 (0.93, 0.14) (0.70, 0.46) (0.51, 0.58) (0.37, 0.59) (0.28, 0.55)
16 9 16 (0.93, 0.16) (0.70, 0.57) (0.50, 0.71) (0.37, 0.72) (0.28, 0.69)
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Step 1: set a segmented block size from among these; global, 4 9 4, 8 9 8, and
16 9 16.

Step 2: calculation for the normalized numerical luminance descriptor

(1) Choose one pixel data from each block
(2) Normalize the chosen pixel data
(3) Obtain the summation of these normalized pixel data
(4) Obtain the normalized numerical luminance descriptor by dividing the

number of block.

Step 3: calculation for the normalized numerical luminance descriptor

(1) Find the maximum and the minimum pixel data in each block
(2) Normalize the difference in both of them which is obtained at 1)
(3) Perform the summation of these normalized differences
(4) Obtain the normalized numerical contrast descriptor by dividing the number

of block.

In this chapter, we present total four experiments’ results wise ‘‘Airplane’’,
‘‘Baboon’’, Butterfly’’, and ‘‘Uniform noise’’ sample images. The resolution sizes
of them are 200 9 200, 200 9 200, 500 9 500, 356 9 356, respectively, and
these are 24-bit RGB bitmap color images. To estimate image quality of them, we
convert color image to gray level image by using as

Y ¼ 0:3Rþ 0:6Gþ 0:1B ð2:21Þ

The experiments’ results are as below.
This chapter has described the normalized numeric image quality descriptor. It

suggests the clear and objective image quality assessment degree. The word
descriptor requires the high computational complexity, whereas this proposed
method is simple and easily obtained using the summation and mean value. To
perform the gamma correction algorithm to enhance the image quality, the
assessment of image quality must be executed first since we can find image quality
enhancement method depending upon what image quality is. In numerous gamma
correction algorithms, most computations belong to this image quality estimation
(Tables 2.4, 2.5 and 2.6).

Therefore, clear and objective image descriptor by this chapter can increase the
efficiency and performance of numerous gamma correction or wide dynamic range
algorithms.

Table 2.4 NIQ = (NLD, NCD) for each gamma value and block size of ‘‘airplane’’ image

Gamma 0.1 0.5 1 1.5 2 2.5 3
Block size

4 9 4 (0.96, 0.03) (0.81, 0.10) (0.67, 0.14) (0.56, 0.16) (0.47, 0.16) (0.40, 0.16) (0.34, 0.15)
8 9 8 (0.96, 0.04) (0.82, 0.16) (0.68, 0.23) (0.57, 0.26) (0.48, 0.27) (0.41, 0.26) (0.35, 0.25)
16 9 16 (0.96, 0.06) (0.82, 0.22) (0.68, 0.32) (0.57, 0.36) (0.48, 0.37) (0.41, 0.36) (0.35, 0.34)
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2.2.2 Gamma Correction Based on Tone Mapping Method

2.2.2.1 Introduction

In everyday life we experience real world scene displays the wide range of
luminance values. The range of light we experience in the course of day is vast.
The light of the noon sun can be as much as 10 million times more intense than
moonlight. The human visual system is capable of perceiving scenes spanning five
orders of magnitude, and adapting more gradually to over nine orders of magni-
tude. Although adaptation provides visual functioning over a wide range of
ambient intensities, this does not mean that we see equally well at all intensity
levels. For dim light our eyes are very sensitive to luminance and we can detect
small difference in illumination, but acuity and colour sensitivity reduces. That is
why we can’t read in twilight. In day light we have sharp colour vision but
absolute sensitivity is low and to detect luminance difference it should be great
enough (Figs. 2.12, 2.13 and 2.14).

In practice media used to display these images is either a video display or a
print on chapter and they cannot reproduce the computed luminance, or span more
than a few orders of magnitude. The realistic image synthesis has shown that, it is
possible to produce images that convey the appearance of the simulated scene by
mapping to a set of luminance that can be produced by the display media.

It is widely agreed that image reproduction algorithms should aim to preserve
intensity ratios. Using system dynamic range as a measure, we can determine in
advance whether preserving intensity ratios is possible or not. If the original scene
has a dynamic range that is less than or equal to the system dynamic range, we can
preserve intensity ratios. Rendering the image in this scenario is a simple process.
However if the original scene’s dynamic range is greater than the system dynamic
range, intensity ratios cannot be preserved and dynamic range compression
algorithms are needed.

Table 2.5 NIQ = (NLD, NCD) for each gamma value and block size of ‘‘baboon’’ image

Gamma 0.1 0.5 1 1.5 2 2.5 3
Block size

4 9 4 (0.93, 0.04) (0.70, 0.14) (0.50, 0.19) (0.36, 0.19) (0.28, 0.18) (0.20, 0.16) (0.15, 0.14)
8 9 8 (0.93, 0.06) (0.70, 0.21) (0.50, 0.28) (0.36, 0.29) (0.28, 0.27) (0.19, 0.23) (0.14, 0.21)
16 9 16 (0.93, 0.08) (0.70, 0.29) (0.50, 0.38) (0.36, 0.39 (0.28, 0.37) (0.20, 0.33) (0.15, 0.29)

Table 2.6 NIQ = (NLD, NCD) for each gamma value and block size of ‘‘butterfly’’ image

Gamma 0.1 0.5 1 1.5 2 2.5 3
Block size

4 9 4 (0.91, 0.04) (0.62, 0.12) (0.41, 0.14) (0.28, 0.13) (0.19, 0.12) (0.15, 0.11) (0.11, 0.08)
8 9 8 (0.91, 0.07) (0.62, 0.22) (0.41, 0.26) (0.28, 0.25) (0.19, 0.23) (0.15, 0.20) (0.11, 0.18)
16 9 16 (0.90, 0.10) (0.62, 0.32) (0.41, 0.40) (0.28, 0.39 (0.19, 0.36) (0.15, 0.32) (0.11, 0.29)
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In a typical scene that poses problem for tone reproduction both for photog-
raphy and computer graphics image synthesis system—an outside sunlit landscape
looked through the window. Human eyes can easily adapt the luminance level.

Fig. 2.12 Test images of ‘‘airplane’’ with different gamma value and each scattering chart

Fig. 2.13 Test images of ‘‘baboon’’ with different gamma value and each scattering chart

Fig. 2.14 Test images of ‘‘butterfly’’ with different gamma value and each scattering chart
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But for photo, this is either overexposed or the dark region is under exposed. This
shown in Fig. 2.15a, b along with corrected image Fig. 2.15c with proposed new
method.

In this chapter, we will be using this computationally efficient and intuitive
method and this approach addresses over or under exposure problem associated
with the images capturing wide range of luminance. This tone reproducing oper-
ator or tone mapping operator is built from image own data and reliably map high
dynamic luminance to display luminance.

2.2.2.2 Survey of Other Approaches and Research Trends

Jeffrey et al. [22] have grouped High Dynamic range image algorithms into two
categories: tone reproduction curves (TRCs) and tone reproduction operators
(TROs). TRCs operate point-wise on the image data and comparatively simpler.
Author has reviewed several high dynamic range algorithms based on visual
sensitivity. These are the visual concepts we have utilized while designing this
method.

Fig. 2.15 Example images for high dynamic range: a underexposed photograph, b over exposed
photograph, c high dynamic range image
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TRO use the spatial structure of the image data and attempt to preserve local
image contrast by maintaining the local intensity ratios. TRO’s detail preserving
local gain control algorithms are developed by Pattnaik and Yee [23]. Ramponi
[24] have proposed one such special transformation method based on Retinex
theory. The comprehensive details can be found in [24–26]. These methods pro-
duce satisfactory results. But these are computationally heavy and memory con-
suming. Jian Duan and Bressan [27] have used Histogram adjustment based local
tone mapping method. Segmentation of image and adaptive contrast adjustment
has produced good results.

Pattanaik and Ferwada [28] have developed a computational model of visual
adaptation for realistic image synthesis based on psychophysical experiments that
accounts for changes in special acuity and color sensitivities as a function of light
level. This may be good guideline for any method.

A tone mapping operator has been proposed by Tumblin and Rushmier [29]
using the brightness function based on Steven and Steven [30]. Here preservation
of the brightness is at the expense of visibility. TRC operate point-wise on the
image data, making the algorithms simple and efficient. Popularly used TRC
functions are Power or Logarithmic mapping. These functions compress the
dynamic range. A visibility matching tone reproduction operator based on loga-
rithmic function is proposed by Larson and Rushmeier [31]. They have accounted
for glare, special acuity and colour sensitivities. It requires additional histogram
adjustment methods to reduce its contrast exaggeration.

Our work is greatly inspired by these chapters. After studying various methods,
this new method is designed to keep simple computation and utilises successful
element of past methods and adds new element to make it efficient. Our chapter
utilise TRC based tone operator which is computationally simple yet gives better
results.

2.2.2.3 Main Features of Proposed Method

Visibility maintained along with brightness and contrast. Hence the fine details of
the images can be seen clearly without histogram adjustments. For getting required
amount of contrast in the image, compression factor is used with tan function. The
method essentially increases the contrast in the image. But exaggerated contrast
disturbs the correct visual impact and hence we need the adjustment which will be
done by minimizing the gap between the luminance counts.

The main features of proposed method are

(1) Simple and intuitive step solution which gives better contrast for brighter
region of image and visibility for dark region.

(2) Dark images are corrected as well.
(3) Dynamic range compression using adjustable variable factor.
(4) It uses sophisticated adoption factor based on trigonometric function Tan and

root power to achieve the brightness and contrast level.
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(5) No Histogram adjustments needed.
(6) Works in both for fully automaized calculation as well as user control.

For this new method approach we will work on luminance of image and start
with the Histogram. For high dynamic range luminance the above example of
outdoor sunlight and the inside corridor of the structure or the following case of
dark indoor on brightly lit outdoor landscape, the histogram shows that luminance
level is occurred in clusters rather than uniform distribution over the range.

It is studied that any method fails that uses a single adaptation level that maps a
large range of the sparsely populated real world luminance levels to large range of
display level. As described above eyes are sensitive to the bright region with
respect to dark region. To sense the difference in the bright light it should be big
enough. But in dim light this small difference of illumination is easily detectable.

Step 1: We will start with undistorted image and its histogram.
The histogram of digital image with L the total possible intensity levels in the
range is defined as discreet function

h kð Þ ¼ nk ð2:22Þ

where h(k) is k-th intensity level and nk is number of pixels at intensity k.
Cumulative Probability frequency distribution P(k) is given by

P kð Þ ¼
X

kn\k

T knð Þ=T ð2:23Þ

where T is total number of samples (Fig. 2.16).
Step 2: Let Min and Max represent the level of minimum and maximum intensity
present in the image.
Step 3: The result will look like as following probability distribution function in

Fig. 2.17.
The new probability frequency distribution Pk Kð Þ can be calculated and plotted
with respect to Minimum and Maximum level of intensity present in the image and
the cumulative distribution will look like Fig. 2.18.
Step 4: We will be following tone reproduction operator for calculating display
range as

Exp DRð Þ ¼ Cf

ffiffi
½

p
n�tan pk kð Þ � 1:5ð Þ

n o
þ log LDminð Þ ð2:24Þ

where DR is the display range luminance value, Cf notes a compression factor,
Lmin is the display minimum luminance level in the image.
The display range is restricted less than the difference value k1 (i.e.
k1 ¼ Max�Min). Various result shows that parameter compact will vary in the
range of 0.1–5.54. As this will be maximum limits of natural log limits value 255.
But the world luminance to display is as shown Fig. 2.19.
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Fig. 2.16 House on brightly
lit landscape (size of image:
600 9 400)

Fig. 2.17 Curve showing
probability distribution
function
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Fig. 2.18 Probability
distribution replotted with
respect to minimum and
maximum luminance

Fig. 2.19 The world
luminance to display
luminance

This can be done by following loop code.
For c Cf 0.1 to 5 in steps 0.1

For each k level
if k < LDmax - LDmin

else

endif
Break if range exceeds the k1 
Then range as defined above

End for
End for
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Figure 2.20 shows effect of trigonometric function tan with cube-root function
and using only cube root function. Using tan it does add the required contrast in
the image. The tan functionality curve is shown in figure and to utilize its full
positive range the multiplication factor of 1.5 is used.
Contrast of the image is defined as the ratio of the difference in foreground and
background to the background and therefore, adding value to both actually
reduces the contrast. Merely using the root function gives benefit of better visi-
bility but it is at the cost of losing fine detail especially in bright region. Hence we
have added tan functionality. This one acts as complimentary to cube-root
function. So we have taken the advantage of better visibility by using power root
function and to overcome its disadvantage tan function is used along-with it.
Note that tan curve at higher luminance level is steep which gives better contrast.
The image range get compressed aggressively at sparsely populated region
compared to densely populated region and yields the desirable range using the
adjustment of compression factor along with contrast adjusting tan function.
Sometimes method results into enhanced amount of contrast in the image.
The exaggerated amount of contrast is reduced by closing the gap between two
consecutive intensity bin and should be kept as minimum as possible maintaining
the intensity ratio. For this the gap between the two levels is calculated and will
be reduced linearly (Fig. 2.21).

Step 5: At last using this mapping function, display is reproduced by subtracting
minimum luminance value of the image (min).

Fig. 2.20 Effect comparison
of with tan and only cube root
function
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2.2.2.4 Test Examples

See Figs. 2.22, 2.23, 2.24, 2.25, 2.26, 2.27 and 2.28.

2.2.2.5 Comparison with Others

In this chapter we have presented a novel method based on the compression for
high dynamic range images. After studying various method this new method is
developed to keep fast, computationally simple and automatized. It can have user
control for desired control on brightness or contrast. It enhances the contrast of the

Fig. 2.21 Tan function

Fig. 2.22 The corrected image with proposed method (sample 1) a original image, b corrected
image
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bright region of the image and at the same time increases the visibility of the dark
region. For perfect contrast achievement the range variable compression factor is
used along-with trigonometric tan function. Also, this is the automated calculation
which yield the better result as shown in the examples.

Fig. 2.23 The corrected image with proposed method (sample 2) a original image, b corrected
image

Fig. 2.24 The corrected image with proposed method (sample 3) a original image, b corrected
image

Fig. 2.25 The corrected image with proposed method (sample 4) a original image, b corrected
image
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Fig. 2.26 The corrected image with proposed method (sample 5) a original image, b corrected
image

Fig. 2.27 The corrected image with proposed method (sample 6) a original image, b corrected
image

Fig. 2.28 Comparison with other algorithms a Pattanaik (02), b Durand (02), c Tumblin (99),
d proposed
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Chapter 3
Super Resolution

Hyo-Moon Cho

Abstract We introduced, in this chapter, what the definition of a super resolution
is and what the key approaching methods for major super resolution algorithms
are. Numerous super resolution algorithms have based on the observation model
and they have followed the warp-blur sequence. But, some cases which have large
movements and warp factors such as video by taking in a vehicle are worse than
normal interpolation methods. We introduce the smart and robust registration
algorithm with rotation and shift estimation. To reduce the registration error, this
algorithm decides the optimal reference image even other super resolution algo-
rithms discard this registration error. This algorithm follows the warp-blur
observation model because the blurring parameter is much bigger than warp
parameter for camera rotation and/or vibration.

3.1 Introduction

In most imaging applications, a high resolution image is desired and widely
required. Where, ‘‘high resolution image’’ means that an image has not only
increasing the number of pixel but also increasing the resolving power. Therefore
the resolution is related to the ability to distinguish details in the image.

The International Organization for Standardization (ISO) has described a pre-
cise method to measure the resolution of a digital camera [1]. The resolution can
be measured as the highest frequency pattern of black and white lines where the
individual black and white lines can still be visually distinguished in the image. It
is expressed in line widths per picture height.
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The standard also describes a method to compute the spatial frequency response
(SFR) of a digital camera. The spatial frequency response is the digital imaging
equivalent of the modulation transfer function (MTF) used in analogue imaging
systems. It describes the variation between the maximum and minimum values that
is visible as a function of the spatial frequency that is the number of black and
white lines per millimeter. It can be measured using an image of a slanted black
and white edge, and is expressed in relative spatial frequencies which is relative to
the sampling frequency, line widths per picture height, or cycles per millimeter on
the image sensor. The resolution chart that is used in the International Organi-
zation for Standardization (ISO) standard is shown in Fig. 3.1.

Image resolution is one of the important factors in digital camera design, since
the cameras have been widely used to capture images for numerous imaging
applications. Digital cameras have long fast evolved towards a steadily increasing
number of pixels. From about 0.3 Mega-pixels in 1993, the number of pixels on
the charge-coupled device (CCD) or the complementary metal oxide semicon-
ductor (CMOS) sensor in a digital camera has increased to about 5 Giga-pixels in
some of the latest professional models. This pixel count has become the major
selling argument for the camera manufacturers. Although the number of pixels of
camera is increased, the current resolution grade of digital cameras and their price
do not satisfy consumer demands and may not satisfy the future demand also.
Thus, finding a way to increase the current resolution level is needed.

The most direct solution to increase spatial resolution of image is to reduce the
pixel sizes of image sensor. It needs the high level sensor manufacturing tech-
nology, and the cost to do this is very high. The most critical problem of it is the
shot noise that degrades the image quality severely, because the amount of light
available is also decreased as decreasing the pixel size. Therefore the method
reducing the pixel size has the limitation of the pixel size reduction and the current
technical status of this is almost saturated.

The other approach is to increase the chip size, it uses the reverse concept of
above method and it leads to an increase in capacitance [2]. This second approach
is difficult to speed up a charge transfer rate by large capacitance. Thus, this
approach is also not a considered effective.

Therefore, a novel approach to overcome above limitations of sensors and optic
manufacturing technologies is required. One promising approach is to use the
digital image signal processing techniques to obtain a high resolution image or
video sequence from observed multiple low resolution images. Recently, such a
resolution enhancement approach has been one of the most active research areas,
and it is called super resolution or simply resolution enhancement in the literature
[2–62]. The major advantage of super resolution algorithms is that it may costless,
and the existing low resolution images can be still utilized. In here, the meaning of
using the existing low resolution images is that the obtained high resolution image
by a super resolution algorithm consists of real data from several low resolution
images not artificial data by computing data from just one image.

The basic condition of super resolution techniques is that the multiple low
resolution images captured from the same scene and these are sub-sampled and
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aliased, as well as shifted with sub-pixel displacement. If the low resolution
images have different sub-pixel displacement from each other and if aliasing is
present, then a high resolution image can be obtained, since the new information in
each low resolution image can be exploited to generate a high resolution image as
shown in Fig. 3.2a. Whereas, the low resolution images are shifted by integer pixel
units, then it is difficult to generate a high resolution image because each image
contains the same information for each other as shown in Fig. 3.2b. That is, there
is no new information that can be used to reconstruct a high resolution image.

Generally, the super resolution algorithm covers image restoration techniques
[63, 64] that produce high quality images from noisy, blurred images although the
main concern of it is to reconstruct high resolution image from under-sampled low
resolution images. Therefore, the goal of super resolution techniques is to restore a
high resolution image from several degraded and aliased low resolution images as
illustrated in Fig. 3.3.

Big difference between restoration and super resolution is that the restoration
does not change the size of image. In fact, restoration and super resolution
reconstruction are closely related theoretically, and super resolution reconstruction
can be considered as a second-generation problem of image restoration.

Another problem related to super resolution reconstruction is image interpo-
lation that has been used to increase the size of a single image. Although this field
has been extensively studied [65–67], the quality of an image magnified from an
aliased low resolution image is inherently limited even though the ideal ‘‘sinc’’
basis function is employed. That is, single image interpolation cannot recover the
high-frequency components lost or degraded during the low resolution sampling
process. For this reason, image interpolation methods are not considered as super
resolution techniques.

To achieve further improvements in this field, the next step requires the utili-
zation of multiple data sets in which additional data constraints from several
observations of the same scene can be used. The fusion of information from
various observations of the same scene allows us super resolution reconstruction of
the scene.

Fig. 3.1 ISO resolution chart
used to compute the SFR of a
digital camera
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3.2 Observation Model

To comprehensively analyse the super resolution algorithm, the definition of the
relation between a high resolution image and several low resolution images is
necessary. One of famous and widely used the image formulation model is the
observation model. The basic concept of observation model is if we can know how
several low resolution images are generated from a high resolution image, then we
can reconstruct a high resolution image from several low resolution images by
using reverse process of observation model.

In this chapter, we employed the observation model for video sequence since
the goal of this chapter is to obtain super resolution image on general video
recording system. Let us denote by f (x, y, t) the continuous in time and space
dynamic scene which is being captured. If the scene is sampled according to the
Nyquist criterion in time and space, it is represented by the high resolution
sequence fl (m, n), where l ¼ 1; . . .; L, m ¼ 0; . . .;PM � 1, and n ¼ 0; . . .;PN � 1,
the discrete temporal and spatial coordinates, respectively.

For reasons that will become clear right away, the parameter P is referred to as
the magnification factor. Note that although different magnification factors Pr and
Pc can be used for rows and columns, respectively, for simplicity and without lack
of generality, we used the same factor P for both directions. It is, however,
important to low resolution images that depending on the available images we may

Fig. 3.2 Basic condition for Super resolution. a Sub-pixel displacement. b Integer-pixel
displacement
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not be able to improve the spatial image resolution in both directions at the same
degree.

Before we proceed, a matrix-vector representation of images and image
sequences is introduced to use in addition with the point-wise representation.
Using matrix-vector notation, each PM 9 PN image can be transformed into a
(PM 9 PN) 9 1 column vector, obtained by lexicographic image ordering.

The (PM 9 PN) 9 1 vector that represents the l-th image in the high resolution
sequence is denoted by fl, with l ¼ 1; . . .; L. Additionally, if all frames fl,

Fig. 3.3 Process sequence of Super resolution technique
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l ¼ 1; . . .; L, are lexicographically ordered, the vector f of dimensions
(L 9 PM 9 PN) 9 1 is obtained.

The high resolution sequence f is input to the imaging system which generates
the low resolution images denoted by g as illustrated in Fig. 3.4. The goal of super
resolution is to obtain a high resolution frame, fk, from the available low resolution
images. All of the described techniques, however, may be applied to the super
resolution of video by using, for example, a sliding window approach, as illus-
trated in Fig. 3.5. Alternatively, temporally recursive techniques can be developed
in estimating a super resolution sequence of images. To obtain fk, the imaging
system and the temporal relationship between high resolution and low resolution
sequences need to be modeled.

fk: the lexicographically ordered image of the k-th high resolution frame, vector f
gk: the lexicographically ordered image of the k-th low resolution frame, vector g

For the majority of the published work, sought after high resolution images
f1; . . .; fL, are assumed to satisfy

fl m; nð Þ ¼ fk mþ dx
l;k m; nð Þ; nþ dy

l;k m; nð Þ
� �

ð3:1Þ

where dx
l;k m; nð Þ and dy

l;k m; nð Þ denote respectively the horizontal and vertical
components of the displacement, that is,

dl;k m; nð Þ ¼ dx
l;k m; nð Þ; dy

l;k m; nð Þ
� �

ð3:2Þ

The model of Eq. (3.1) is a reasonable one under the assumption of constant
illumination conditions in the same scene. It leads to the estimation of the optical
flow in the scene, not necessarily, to the estimation of the true motion. Note that
the above model applies to both local and global motion. Also note that there may
exist pixels in one image for which no motion vector exists (occlusion problem),
and pixels for which the displacement vectors are not unique. Finally, note that we
are not including noise in the above model, since we will incorporate it later when
describing the process to obtain the low resolution observations.

Equation (3.1) can be rewritten using matrix-vector notation as

f l ¼ C dl;k

� �
fk ð3:3Þ

where C(dl,k) is the (PM 9 PN) 9 (PM 9 PN) matrix that maps frame fl to frame
fk, and dl,k is the (PM 9 PN) 9 2 matrix defined by lexicographically ordering the
vertical and horizontal components of the displacements between the two frames.
We will be using the scalar and matrix-vector notation interchangeably through
this manuscript.

The motion estimation problem, as encountered in many video processing
applications, consists of the estimation of dl,k or C(dl,k) given fl and fk. What
makes the problem even more challenging in super resolution is the fact that
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although the high resolution motion vector field is required, to get the high res-
olution images are not available, and therefore this field must be estimated uti-
lizing the low resolution images. The accuracy of the dl,k is of the outmost
important in determining the quality of the sought after high resolution images.

Fig. 3.4 Low resolution video acquisition model

Fig. 3.5 Obtaining sequence of high resolution images from a set of low resolution images (The
sliding window approach)
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3.2.1 The Warp-Blur Model

As the name implies, with this model the warping of an image is applied before it
is blurred. This case is shown as Fig. 3.6.

The low resolution discrete sequence is denoted by gl (i, j), with
i ¼ 0; . . .;M � 1, j ¼ 0; . . .;N � 1. Using matrix-vector notation, each low reso-
lution image is denoted by the (M 9 N) 9 1 vector gl. The low resolution image gl

is related to the high resolution image fl by

gl ¼ AlHlf l þ gl ð3:4Þ

where the matrix Hl of size (PM 9 PN) 9 (PM 9 PN) describes the filtering of
the high resolution image, Al is the down sampling matrix of size
MN 9 (PM 9 PN), and gl denotes the observation noise. The matrices Al and Hl

are generally assumed to be known.
Equation (3.4) expresses the relationship between the low resolution and high

resolution frames gl and fl, while Eq. (3.3) expresses the relationship between
frames l and k in the high resolution sequence. Combining these two equations we
obtain the following equation which describes the acquisition of a low resolution
image gl from the unknown high resolution image fk,

gl ¼ AlHlC dl;k

� �
fk þ gl þ ll;k ¼ AlHlC dl;k

� �
fk þ el;k ð3:5Þ

where ll,k represents the registration noise and el,k represents the combined
acquisition and registration noise. It is clear from Eq. (3.5) that C(dl,k)—the
warp—is applied first on fk, followed by the application of the blur Hl. This
process is pictorially illustrated in Fig. 3.7.

Note that the above equation shows the dependency of gl on both unknowns, the
high resolution image fk and the motion vectors dl,k. This observation model was
first formulated in [34], without matrix notation, and later written in matrix form
by [34]. Wang and Qi [68] attributes this model to [31]. The acquisition model
utilized in [11] for deriving frequency domain super resolution methods can also
be written using this model If we assume that the noise el,k in Eq. (3.5) is Gaussian
with zero mean and variance r2, denoted by N 0; r2Ið Þ, the above equation pro-
duces the following conditional probability density functions to be used within the
Bayesian framework,

PG gljfk; dl;k

� �
/ exp � 1

2r2
gl � AlHlC dl;k

� �
fk

�� ��2
� ffi

ð3:6Þ

such as a noise model has been used widely.
A uniform noise model is proposed by [25–28]. The noise model used by these

authors is oriented toward the use of the projection onto convex sets (POCS)
method in super resolution problems. The associated conditional probability
density functions has the form
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PG gljfk; dl;k

� �
/ const if gl � AlHlC dl;k

� �
fk

	 

ið Þ

�� ��� c;8i
0 elsewhere

�
ð3:7Þ

where the interpretation of the index i is that it represents the i-th element of the
vector inside the brackets.

The zero value of c can be thought of as the limit of PG (gl |fk, dl,k) in Eq. (3.6)
when r = 0. Farsiu et al. [69, 70] have recently proposed the use of a generalized
Gaussian Markov random field (GGMRF) [71] to model the noise in the image
formation process for super resolution problems. Thus, Eq. (3.7) can be written as

PGG gljfk; dl;k

� �
/ exp � 1

2rp
gl � AlHlC dl;k

� �
fk

�� ��p

p

� ffi
ð3:8Þ

Fig. 3.6 Warp–blur model relating low resolution images to high resolution images

Fig. 3.7 Graphical depiction of the relationship between the observed low resolution images and
the high resolution images
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3.2.2 The Blur-Warp Model

Another acquisition model which has been used in the literature [29, 71, 72] first
considers the blurring of the high resolution image, followed by warping and
down-sampling, as shown in Fig. 3.8. In this case, the observation model becomes

gl ¼ AlHlM ml;k

� �
fk þ gl þ ll;k ¼ AlM ml;k

� �
Blfk þ wl;k ð3:9Þ

where wl,k denotes the acquisition and registration noise, Bl the blurring matrix for
the l-th high resolution image, M(ml,k) the motion compensation operator for the
blurred high resolution images through the use of motion vector ml,k, and Al again
the down-sampling matrix.

Different notation has been used in Eqs. (3.5) and (3.9) for the blur and warping
operators in order to distinguish between these two models for the rest of the text.
The three-conditional probability density functions in Eqs. (3.6)–(3.8) can be
rewritten now for the blur-warp model, by substituting Al,Hl,C(dl,k) by
Al,M(ml,k)Bl (for brevity we do not reproduce them here). The question as to which
of the two models (blur–warp or warp–blur) should be used is addressed in [68].
The authors claim that when the motion has to be estimated from the low resolution
images, using the warp–blur model may cause systematic errors and, in this case, it
is more appropriate to use the blur–warp model. They showed that when the
imaging blur is spatiotemporally shift invariant and the motion has only a global
translational component the two models coincide. Note that in this case, the blur
and motion matrices correspond to convolution matrices and thus they commute.

Before concluding this section on image formation for uncompressed obser-
vations, we mention here that for both the warp–blur and the blur–warp models we
have defined conditional probability density functions for each low resolution
observation gl given fk and dl,k. Our goal, however, is to define the conditional
probability density functions P(g|fk, d), that is, the distribution when all the
observations g and all the motion vectors d for compensating the corresponding
high resolution frames to the k-th frame are taken into account. The approximation
used in the literature for this joint-conditional probability density functions is

P g fkj ; dð Þ ¼
YL

l¼1

P gl fkj ; dl;k

� �
ð3:10Þ

which implies that the low resolution observations are independent given the
unknown high resolution image fk and motion vectors d.

3.3 Survey of the Super Resolution Algorithms

The idea of super resolution was first introduced in 1984 by Tsai and Huang [11]
for multi-frame image restoration of band-limited signals. A good overview of
existing algorithms is given by [3] and [73]. Most super resolution methods are
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composed of two main steps: first all the images are aligned in the same coordinate
system in the registration step, and then a high-resolution image is reconstructed
from the irregular set of samples. In this second step, the camera point spread
function is often taken into account. The scheme of super resolution is illustrated
in Fig. 3.9.

Precise sub-pixel image registration is a basic requirement for a good recon-
struction. If the images are inaccurately registered, the high-resolution image is
reconstructed from incorrect data and is not a good representation of the original
signal. Zitova and Flusser [74] presents an overview of image registration meth-
ods. Registration can be done either in spatial or in frequency domain. By the
nature of the Fourier transform, frequency domain methods are limited to global
motion models. In general, they also consider only planar shifts and possibly

Fig. 3.8 Blur-warp model relating low resolution images to high resolution images

Fig. 3.9 Scheme for super resolution
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planar rotation and scale, which can be easily expressed in Fourier domain.
However, aliasing is much easier to describe and to handle in frequency domain
than in spatial domain.

3.3.1 Registration

3.3.1.1 Frequency Approach

Tsai and Huang [11] describes an algorithm to register multiple frames simulta-
neously using nonlinear minimization in frequency domain. Their method for
registering multiple aliased images is based on the fact that the original, high
resolution signal is band-limited. They derived a system equation that describes
the relationship between low resolution images and a desired high resolution
image by using the relative motion between low resolution images. The frequency
domain approach is based on the following three principles: (i) the shifting
property of the Fourier transform, (ii) the aliasing relationship between the con-
tinuous Fourier transform (CFT) of an original high resolution image and the
discrete Fourier transform (DFT) of observed low resolution images, (iii) and the
assumption that an original high resolution image is band-limited.

These properties make it possible to formulate the system equation relating the
aliased discrete Fourier transform (DFT) coefficients of the observed low resolu-
tion images to a sample of the continuous Fourier transform (CFT) of an unknown
image. For example, let us assume that there are two one-dimension low resolution
signals sampled below the Nyquist sampling rate. From the above three principles,
the aliased low resolution signals can be decomposed into the un-aliased high
resolution signal as shown in Fig. 3.9.

Let fl (m, n) denote a continuous high resolution image and Fl(wm, wn) be its
continuous Fourier transform (CFT). The global translations, which are the only
motion considered in the frequency domain approach, yield the k-th shifted image
of Eq. (3.1). By the shifting property of the continuous Fourier transform (CFT), the
continuous Fourier transform of the shifted image, Fk(wm, wn), can be written as

Fk Wm;Wnð Þ ¼ exp j2p dx
l;k m; nð ÞWm; nþ dy

l;k m; nð ÞWn

� �h i
Fl Wm;Wnð Þ ð3:11Þ

The shifted image fk (m, n) is sampled with the sampling period Tm and Tn to
generate the observed low resolution image gk (m, n). From the aliasing rela-
tionship and the assumption of band-limitedness of Fl(wm, wn)

Fk Wm;Wnð Þj j ¼ 0 for Wmj j � Lmp=Tmð Þ; Wnj j � Lnp=Tnð Þ ð3:12Þ

The relationship between the continuous Fourier transform (CFT) of the high
resolution image and the discrete Fourier transform (DFT) of the k-th observed low
resolution image can be written as [75]
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ck Xm;Xn½ � ¼ 1
TmTn

XLm�1

ml¼0

XLn�1

nl¼0

Fk �
2p
Tm

Xm

M
þ m

 �
;
2p
Tn

Xn

M
þ n

 � �� �
ð3:13Þ

By using lexicographic ordering for the indices m, n on the right-hand side and
k on the left-hand side, a matrix vector form is obtained as:

Y ¼ UX ð3:14Þ

where Y is a p 9 1 column vector with the k-th element of the discrete Fourier
transform (DFT) coefficients of yk[m, n], F is a LmLn 9 1 column vector with the
samples of the unknown continuous Fourier transform of fl (m, n), and U is a
p 9 LmLn matrix which relates the discrete Fourier transform of the observed low
resolution images to samples of the continuous high resolution image.

Therefore, the reconstruction of a desired high resolution image requires us to
determine U and solve this inverse problem. It is not clear, however, if such a
solution is unique and if such an algorithm will not converge to a local minimum.
Most of the frequency domain registration methods are based on the fact that two
shifted images differ in frequency domain by a phase shift only, which can be found
from their correlation. Using a log-polar transform of the magnitude of the frequency
spectra, image rotation and scale can be converted into horizontal and vertical shifts.
These can therefore also be estimated using a phase correlation method.

3.3.1.2 Phase Shift and Correlation

Reddy and Chatterji [76 and 77] describe such planar motion estimation algo-
rithms. Authors apply a high-pass emphasis filter to strengthen high frequencies in
the estimation. Kim and Su [78, 79 and 80] also apply a phase correlation tech-
nique to estimate planar shifts. To minimize errors due to aliasing, their methods
rely on a part of the frequency spectrum that is almost free of aliasing. Typically
this is the low-frequency part of the images. [81] showed that the signal power in
the phase correlation corresponds to a poly phase transform of a filtered unit
impulse. [82] developed a rotation estimation algorithm based on the property that
the magnitude of the Fourier transform of an image and the mirrored version of the
magnitude of the Fourier transform of a rotated image has a pair of orthogonal
zero-crossing lines. The angle that these lines make with the axes is equal to half
the rotation angle between the two images. The horizontal and vertical shifts are
estimated afterwards using a standard phase correlation method.

3.3.1.3 Regularization

An extension of this approach for a blurred and noisy image was provided by [12],
resulting in a weighted least squares formulation. In their approach, it is assumed

3 Super Resolution 53



that all low resolution images have the same blur and the same noise character-
istics. This method was further refined by [13] to consider different blurs for each
low resolution image. Here, the Tikhonov regularization method is adopted to
overcome the ill-posed problem resulting from blur operator. Bose et al. [14]
proposed the recursive total least squares method for super resolution recon-
struction to reduce effects of registration errors (errors in U). A discrete cosine
transform (DCT) based method was proposed by [15]. They reduce memory
requirements and computational costs by using discrete cosine transform (DCT)
instead of discrete Fourier transform (DFT). They also apply multichannel adap-
tive regularization parameters to overcome ill-posed such as underdetermined
cases or insufficient motion information cases.

Theoretical simplicity is a major advantage of the frequency domain approach.
That is, the relationship between low resolution images and the high resolution
image is clearly demonstrated in the frequency domain. The frequency method is
also convenient for parallel implementation capable of reducing hardware com-
plexity. However, the observation model is restricted to only global translational
motion and LSI blur. Due to the lack of data correlation in the frequency domain, it
is also difficult to apply the spatial domain a priori knowledge for regularization.

Generally, the super resolution image reconstruction approach is an ill-posed
problem because of an insufficient number of low resolution images and ill-con-
ditioned blur operators. Procedures adopted to stabilize the inversion of ill-posed
problem are called regularization. In this section, we present deterministic and
stochastic regularization approaches for super resolution image reconstruction.
Typically, constrained least squares (CLS) and maximum a posteriori (MAP) super
resolution image reconstruction methods are introduced.

3.3.1.4 Spatial Approach

Spatial domain methods generally allow for more general motion models, such as
homographies. They can be based on the whole image or on a set of selected
corresponding feature vectors, as discussed by [83] and by RANSAC algorithm
[84]. Keren et al. [85] developed an iterative planar motion estimation algorithm
based on Taylor expansions. A pyramidal scheme is used to increase the precision
for large motion parameters. A hierarchical framework to estimate motion in a
multi resolution data structure is described in [86]. Different motion models, such
as affine flow or rigid body motion, can be used in combination with this approach.
Irani et al. [87] presented a method to compute multiple, possibly transparent or
occluding motions in an image sequence. Motion is estimated using an iterative
multi resolution approach based on planar motion. Different objects are tracked
using segmentation and temporal integration. Gluckman [88] described a method
that first computes planar rotation from the gradient field distribution of the images
to be registered. Planar shifts are then estimated after cancellation of the rotation
using a phase correlation method.
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3.3.2 Reconstruction

3.3.2.1 Interpolation-Based and Frequency Domain

In the subsequent image reconstruction phase, a high resolution image is recon-
structed from the irregular set of samples that is obtained from the different low-
resolution images. This can be achieved using an interpolation-based method as
the one used by [85]. Tsai and Huang [11] describes a frequency domain method,
writing the Fourier coefficients of the high-resolution image as a function of the
Fourier coefficients of the registered low-resolution images. The solution is then
computed from a set of linear equations. This algorithm uses the same principle as
the formulation in time domain given by [89].

3.3.2.2 POCS

A high-resolution image can also be reconstructed using a projection onto convex
sets (POCS) algorithm [27], where the estimated reconstruction is successively
projected on different convex sets. Each set represents constraints to the recon-
structed image that are based on the given measurements and assumptions about
the signal. Capel and Zisserman [83] and [90] use a maximum a posteriori (MAP)
statistical method to build the high-resolution image.

Other methods iteratively create a set of low-resolution images from the estimated
image using the imaging model. The estimate is then updated according to the difference
between the real and the simulated low-resolution images [32, 85]. This method is
known as iterative back-projection. Zomet et al. [91] improved the results obtained with
typical iterative back-projection algorithms by taking the median of the errors in the
different back-projected images. This proved to be more robust in the presence of
outliers. Farsiu et al. [70] proposed a new and robust super resolution algorithm.

Instead of the more common L2 minimization, they use the L1 norm, which
produces sharper high-resolution images. They also showed that this approach
performs very well in combination with the algorithm by [91]. Elad and Feuer [31]
present a super resolution framework that combines a maximum-likelihood/MAP
approach with a projection onto convex sets (POCS) approach to define a new
convex optimization problem. Next, they show the connections between their
method and different classes of other existing methods.

3.4 Novel Super Resolution Registration Algorithm Based
on Frequency

In this chapter, we show that the flowchart of the proposed algorithm and each
implementation sources. And we describe the detail methodologies and show their
experiment results such as the obtained high resolution images, their image quality
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and the computational complexity comparing with the results of other super res-
olution algorithms. First, we show our main flow chart as in Fig. 3.10.

Secondly, we obtained the low resolution video sequence by applying the
down-sampling factor of two into the original video sequence, as shown in
Fig. 3.11, and their resolution size is 320 9 240.

3.4.1 Pre-processing

In the second step, we designed the automatic low resolution input image selection
algorithm to reduce the registration error. In the whole video sequence, there are
unsuitable images according to the reference image. Therefore, it is very important
to choose this.

The video sequence has some linearity since it is made with 30 frames per
second (fps) or 25 frames per second (fps). However, the accuracy of this is not
high. According to the numerous literatures for the motion estimation and the
motion compensation, the probability of inner 1/4-pixel distance motion vector is
over 90 % for the practical video sequences, and the motion compensation error
has maximum value at 1/2-pixel distance [92–100] as shown in Fig. 3.12.

Fig. 3.10 Main flowchart of
the proposed algorithm
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We designate the center image to the reference input image in the specified
video sequence window, and analysis the registration error for each reference
image and its comparing input low resolution images, at this time, we restrict the
maximum number of input low resolution image is limited as five frames. The
reason of this, it has very high computational complexity than others if we used
many input low resolution images. The registration error is computed by the sum
of difference (SAD) computing method since it can easily and simply calculate the
motion compensation. Where, we assume that the block size computing the sum of
difference (SAD) is as 8 9 8 to low computational complexity. Thus, the sum of
difference (SAD) calculation allows us to take the motion compensation error
(MCE). If the sum of difference (SAD) of one input low resolution image (ILRI)
has 0 B SAD B maximum motion compensation error (MMCE, it is same with
maximum SAD), then we can select it as an input low resolution image candidate
(ILRIC). It is illustrated in Fig. 3.13.

Fig. 3.11 Input low resolution video sequence generating scheme

Fig. 3.12 Distribution of the
registration error depending
on the sub-pixel shift
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In the next step, it compares the number of the input low resolution image
candidates of each reference image. One reference image which has the largest the
input low resolution image candidates is chosen as the optimal reference image.
And also we propose an advanced architecture to choose the reference image to
reduce computational complexity as shown in Fig. 3.14. This method can remove
the duplication of the sum of absolute difference (SAD) calculation based on the
partial distortion elimination (PDE) method at each frame. The basic concept of it
is that if the difference between current and candidate block has small value then
this candidate has higher probability to the optimal reference. Therefore, it is more
efficient whenever as an input image which has larger initial accumulated sum of
absolute difference (SAD) value is selected.

3.4.2 Planar Motion Estimation

Fourier based image registration methods only allow global motion in a plane
parallel to the image plane. In such a case, the motion between two images can be
described as a function of three parameters that are all continuous variables:
horizontal and vertical shifts x1,h and x1,v and a planar rotation angle h1.

A frequency domain approach allows us to estimate the horizontal and vertical
shift and the (planar) rotation separately. Assume we have a continuous two-
dimensional reference signal f0(x) and its shifted and rotated version f1(x):

Fig. 3.13 The flowchart of input low resolution image candidate selection
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f1 xð Þ ¼ f0 R xþ x1ð Þð Þ ð3:15Þ

with x ¼ xh

xv

 �
; x1 ¼

x1;h

x1;v

 �
;R ¼ cos h1 � sin h1

sin h1 cos h1

 �

This can be expressed in Fourier domain as

F1 uð Þ ¼
ZZ

x
f1 xð Þe�j2puT xdx

¼
ZZ

x
f0 R xþ x1ð Þð Þe�j2puT xdx

¼ e�j2puT x1

ZZ

x
f0 Rx0ð Þe�j2puT x0dx0

ð3:16Þ

With F1(u) the two-dimensional Fourier transform of f1(x) and the coordinate
transformation x0 = x + x1. After another transformation x00 = R x0, the relation
between the amplitudes of the Fourier transforms can be computed as

Fig. 3.14 The flowchart of an advanced choosing the reference image based on the partial
distortion elimination (PDE)
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F1 uð Þj j ¼ e�j2puT x1

ZZ

x
f0 Rx0ð Þe�j2puT x0dx0

����

����

¼
ZZ

x0
f0 Rx0ð Þe�j2puT x0dx0

����

����

¼
ZZ

x00
f0 x00ð Þe�j2puT RT x0ð Þdx00

����

����

¼
ZZ

x00
f0 x00ð Þe�j2puT Ruð ÞT x0dx00

����

����

¼ F0 Ruð Þj j

ð3:17Þ

We can see that |F1(u)| is a rotated version of |F0(u)| over the same angle h1 as
the spatial domain rotation in Fig. 3.15. |F0(u)| and |F1(u)| do not depend on the
shift values x1, because the spatial domain shifts only affect the phase values of the
Fourier transforms. Therefore we can first estimate the rotation angle h1 from the
amplitudes of the Fourier transforms |F0(u)| and |F1(u)|. After compensation for the
rotation, the shift x1 can be computed from the phase difference between |F0(u)|
and |F1(u)|.

Fig. 3.15 The rotation estimation (h1 = 25�) and their Fourier transform. a Original image and
its Fourier transformed amplitude. b Rotated image and its Fourier transformed amplitude
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3.4.3 Rotation Estimation

The rotation angle between |F0(u)| and |F1(u)| can be computed as the angle h1 for
which the Fourier transform of the reference image |F0(u)| and the rotated Fourier
transform of the image to be registered |F1(Ru)| have maximum correlation. This
implies the computation of a rotation of |F1(u)| for every evaluation of the cor-
relation, which is computationally heavy and thus practically difficult.

If |F0(u)| and |F1(u)| are transformed in polar coordinates, the rotation over the
angle h1 is reduced to a (circular) shift over h1. We can compute the Fourier
transform of the polar spectra |F0(u)| and |F1(u)|, and compute h1 as the phase shift
between the two [76, 77]. This requires a transformation of the spectrum to polar
coordinates. The data from the uniform uh, uv, -grid need to be interpolated to
obtain a uniform uh, uv,-grid. Mainly for the low frequencies, which generally
contain most of the energy, the interpolations are based on very few function
values and thus introduce large approximation errors. An implementation of this
method is also computationally intensive.

Our approach is computationally much more efficient than the two methods
described above. First of all, we compute the frequency content A as a function of
the angle h by integrating over radial lines:

A hð Þ ¼
ZhþDh=2

h�Dh=2

Z1

0

F ur; uhð Þj jdurduh ð3:18Þ

In practice, |F0(ur, uh)| is a discrete signal. Different methods exist to relate
discrete directions to continuous directions, like for example digital lines [101].
Here, we compute the discrete function A(h) as the average of the values on the
rectangular grid that have an angle h - Dh/2 \ uh \ h + Dh/2. As we want to
compute the rotation angle with a precision of 0.1 degrees, A(h) is computed every
0.1 degrees. To get a similar number of signal values |F0(ur, uh)| at every angle, the
average is only evaluated on a circular disc of values for which ur \ q (where q is
the image radius, or half the image size). Finally, as the values for low frequencies
are very large compared to the other values and are very coarsely sampled as a
function of the angle, we discard the values for which ur \ eq, with e = 0.1. Thus,
A(h) is computed as the average of the frequency values on a discrete grid with
h - Dh/2 \ uh \ h + Dh/2 and eq \ ur \ q.

This results in a function A(h) for both |F0(u)| and |F1(u)| as shown in Fig. 3.16.
The exact rotation angle can then be computed as the value for which their cor-
relation reaches a maximum. Note that only a one-dimensional correlation has to
be computed, as opposed to the two-dimensional correlation approaches in [76]
and [77].

Of course, the use of such a radial projection also reduces the available
information, and might introduce ambiguities in the estimation. The simulation
result of our rotation estimation algorithms is shown in Fig. 3.17.
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Fig. 3.16 Rotation estimation. a Average Fourier domain amplitude as a function of the angle
A(h) for the two image from Fig. 3.11. b Correlation between A0(h) and A1(h), with a maximum
at the rotation angle h1 = 25�

Fig. 3.17 The simulation result of the rotation estimation. a Reference image. b Object image.
c Inverse rotation estimated image of (b)
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3.4.4 Shift Estimation

A shift of the image parallel to the image plane can be expressed in Fourier domain
as a linear phase shift:

F1 uð Þ ¼
ZZ

x
f1 xð Þe�j2puT x dx ¼

ZZ

x
f0 xþ x1ð Þ e�j2puT xdx

¼ ej2puT x1

ZZ

x0
f0 x

0
� �

e�j2puT x
0

dx
0 ¼ ej2puT x1 F0 uð Þ

ð3:19Þ

It is well known that the shift parameters x1 can thus be computed as the slope
of the phase difference \(F1(u)/F0(u)) [76–79, 81, 82, 102]. To make the solution
less sensitive to noise, a least squares method is widely used.

Here, the shift parameters x1 can be computed as the slope of the phase dif-
ference \(F1(u)/F0(u)). To make the solution less sensitive to noise, a least squares
method is widely used. When we apply the inverse shift estimation into the object
image after the rotation estimation for the reference image, the result image is
exactly same with the reference image (see Fig. 3.18); therefore this shift esti-
mation process is used in initial registration operation.

Fig. 3.18 The simulation result of the shift estimation. a Reference image. b Object image.
c Inverse shift estimated image with after the rotation estimation of (b)

3 Super Resolution 63



We decide three candidates for a reference image. To do this, we use the Hilbert
space method. That is, we execute the initial registration process as Fig. 3.19.

In Fig. 3.19, LR1 denotes as a reference image and from LR2 to LR4 are chosen
candidates low resolution images. These candidate images are located at each high
resolution grid by using the inverse shift estimation. For example, four sample
images of 320 9 240 resolution to generate a high resolution image are shown in
Fig. 3.20.

Fig. 3.19 The initial registration process

Fig. 3.20 Four sample images to generate a high resolution image
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3.4.5 Reconstruction

And then, we can obtain a high resolution image, but its resolving power is not
good. Because, obtained high resolution image has multichannel sampling fre-
quencies and has unknown the offsets. To reduce the offsets and the number of
multichannel sampling frequency, we apply the mean value filtering. That is, all of
each pixel value is regenerated by using neighbor 5 pixels with cross-shape. Its
graphical diagram and results image for four sample images are shown in
Fig. 3.21.

Secondly obtained high resolution image, it looks not clear. Therefore, we
apply the de-blurring operation to more reduce multichannel sampling frequencies,
and then we apply sharpening process as shown in Fig. 3.23.

We apply mean value filtering, bi-cubic interpolation, de-blurring and sharp-
ening process again like a kind iterative back-projection (IBP) method. And then
we can obtain as Fig. 3.24.

These processes can be expressed as below equations. The initial registered
image by the rotation and shift estimation has non-uniformed sampling frequency
with unknown offsets. It can be expressed as

Ym ¼
X

i1;i2

ej2p i1N1tm;1þi2N2tm;2ð ÞD0

tm
ai1;i2 ð3:20Þ

Fig. 3.21 Graphical diagram
and results image for four
sample images

Fig. 3.22 Secondly obtained
high resolution image by
using the mean value filtering
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3.5 Conclusion

We have described super resolution methods, and especially we have focused to
super resolution imaging with multichannel sampling with unknown offsets. In
such algorithms, an accurate registration can decide the algorithm performance.
We propose an advanced registration algorithms with smart rotation and shift
estimation. The sequence for these two processes in our algorithm followed the
warp-blur observation model. Generally, the cases that the blurring parameters are
depend on the camera rotations and vibrations are much more than vice versa.

Firstly, our algorithm decides the optimal reference image to reduce the reg-
istration error, on the other hand another numerous super resolution algorithms
discard considering this registration error or assume as uniform value. In this
frame work, the registration error is calculated by using the sum of absolute

Fig. 3.23 Result image after
applying the de-blurring and
sharpening to Fig. 3.22

Fig. 3.24 Result image after
applying IBP to Fig. 3.22
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difference (SAD) based on the partial distortion elimination (PDE). This process
has been obtained the noticeable result comparing conventional algorithms.

Secondly, the proposed algorithm estimates the rotation and the shift in order
successively, because our algorithm is based on the warp-blur observation model.
The blurring effects are by the point spread function (PSF) of camera, and it is
subject to changes according to the rotation parameter of the image.

Finally, we have reconstructed a high resolution image by using the planar
motion estimation. This results in a set of nonlinear equations in the unknown
signal coefficients and the offsets. Using this formulation, we have shown that the
solution is generally unique if the total number of sample values is larger than or
equal to the total number of unknowns (signal parameters and offsets).

We present the one reference image and their three candidate images for 10
sample images to reconstruct a high resolution image by using our proposed
registration algorithm. These candidate images are obtained from first step. And
also we represent all images for each sample and show a bi-cubic interpolated
image and a super resolution image by proposed algorithm. The image quality of

Table 3.1 Comparison of the different methods presented in this chapter
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proposed algorithm is much higher than the bi-cubic interpolation method. We
take the average PSNR of proposed algorithm is about 38 dB and another’s are
lower than our method. It is as shown in Table 3.1.
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Chapter 4
Image Enhancement for Improving
Object Recognition

Jaeseok Kim

Abstract Image enhancement techniques are increasingly needed for improving
object recognition in automobile driving. In driving conditions, there are many
variables that degrade the quality of the image captured from the camera, such as
fog, rain, a sudden change of illumination, or lack of illumination. If the quality of
the obtained image is degraded, object recognition (cars, pedestrians, fixed objects,
and traffic signals) can be unsatisfactory. To improve the recognition rate of
objects, several image enhancement algorithms are proposed and evaluated. In this
chapter, general image enhancement techniques are introduced, followed by a
discussion of advanced techniques for the driving environment.

4.1 General Image Enhancement Techniques

Image enhancement is the process of manipulating an image so that the result is
better than the original for a specific application [1]. It covers a broad scope of
techniques that are present in numerous applications. These techniques involve
enhancement or restoration of an image that has been degraded during image
acquisition, highlighting certain features of an image, creation of a new
image from other images, and so on [2]. Among the numerous applications of
image enhancement techniques, we focus on techniques for improving object
recognition in the automobile driving environment.

Image enhancement techniques applicable to this application can be divided
into four major categories: point processing, area processing, frequency domain
processing, and tone-mapping. Point processing modifies a pixel’s value based
on that pixel’s original value and yields a new pixel with the same coordinates.
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Area processing operates in the spatial domain, using a square mask that computes
for the object pixel and neighboring pixels. Frequency domain processing is the
technique that uses the advantage of the frequency domain to enhance an image. In
order to convert data from the spatial domain to the frequency domain, the Fourier
transform is the most widely used algorithm. The tone-mapping technique is the
process of converting a high dynamic range (HDR) image to a low dynamic range
(LDR) image that is suitable for display, by compressing the dynamic range of the
HDR image while preserving the details of the image.

Figure 4.1 shows the classification of image enhancement techniques.

4.1.1 Point Processing Technique

Point processing techniques work with an image histogram, which is a valuable
tool used to view the intensity profile of an image [2], providing information about
the contrast and overall intensity distribution. The histogram of a digital image
with intensity levels in the range [0, L-1] is a discrete function h(rk) = nk, where
rk is the kth intensity value, and nkis the number of pixels in the image with
intensity rk [1]. It is common practice to normalize the histogram by dividing each
of its components by the total number of pixels in the image. Thus, a normalized
histogram is given by Gonzales and Woods [1]:

pðrkÞ ¼ nk=n ð4:1Þ

where n is the total number of pixels in the image, and k = 0, 1…L-1. p(rk) gives
an estimate of the probability of occurrence of intensity level rk. Figure 4.2 pre-
sents some sample images and their histograms.

Fig. 4.1 Classification of image enhancement techniques
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4.1.1.1 Histogram Equalization

The histogram pattern gives information about the contrast of an image. For
example, if an image has a narrow histogram, such as is shown in Fig. 4.3, the
image is considered to be a low contrast image. Generally, it is not easy to
recognize details in a low contrast image.

To increase the contrast of an image, the histogram equalization technique can
be used. Histogram equalization redistributes intensity distributions, and the
resulting image will have a more uniformly distributed histogram. The process of
equalizing starts with computing a normalized histogram of the original image.
The transform equation T(rk) is given by [1]:

Fig. 4.2 Sample images and their histograms [3] a Dark image b Light image
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T rkð Þ ¼ L� 1ð Þ
Xk

j¼0

pr rj

� �
¼ L� 1

n

Xk

j¼0

nj; k ¼ 0; 1; 2; . . .; L� 1 ð4:2Þ

where rk is the intensity value of the input image pixel, nj is the number of pixels
in the image with intensity rj, and n is the total number of pixels in the image. The
resulting image is obtained by mapping each pixel in the input image using
Eq. (4.2). Figure 4.4 shows the result of histogram equalization, whereby the
contrast of the image is enhanced and the histogram becomes broader.

Histogram equalization works well when the distribution of the histogram is
narrow. To adjust histogram equalization for more general cases, the histogram
division algorithm [4] is suggested. The result of histogram division and equal-
ization is an adaptive contrast stretched image. In this method, the histogram can
be divided into two or more regions. For example, in the case of the bi-histogram,
the original histogram will be divided into two sections. In this case, upper region
and lower region can be decided by the threshold function. If the PDF of the

original image is p Xkð Þ ¼ nk

n , each region is represented as [4]:

PL Xkð Þ ¼
nk

n
;PU Xkð Þ ¼

nk

n
ð4:3Þ

So the final transfer functions are represented as follows:

fL xð Þ ¼ X0 þ Xm � X0ð ÞcLðxÞ ð4:4Þ

fU xð Þ ¼ Xmþ1 þ XLþ1 � Xmþ1ð ÞcUðxÞ ð4:5Þ

This algorithm shows an improved performance in preserving brightness.

Fig. 4.3 Histogram of a low contrast image [1]
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4.1.1.2 Contrast Stretching

The contrast of an image is its distribution of light and dark pixels. In the histo-
gram of a low contrast image, the histogram is concentrated on the right, the left,
or in the middle. Contrast stretching is a technique that enlarges the image’s
contrast, stretching the histogram to fill the full dynamic range of the image [2].
This makes the image clearer, as the human viewer can more readily discern an
image with greater contrast. With this technique, the histogram of an image would
be expanded to cover all ranges of pixels. The basic transformation equation is [2]:

new pixel ¼ old pixel� low

high� low
� 255 ð4:6Þ

Figure 4.5 shows the result of contrast stretching. The contrast stretched image
has a broader histogram than the original image’s histogram.

Contrast stretching and histogram equalization both improve the contrast of the
image, with some differences. The contrast stretching technique extends the
intensity range of an image with a fixed ratio (highest pixel value/lowest pixel
value), whereas the histogram equalization technique redistributes the intensity
range in accordance with the cumulative distribution function by occurrence.

4.1.2 Area Processing Technique

Area processing techniques operate on the input pixel and the neighboring pixels
to generate a new output pixel. The most important concept in the area processing
technique is filtering, which performs some operations to accept or reject certain
components in the pixels of the image. For the filtering operation, a specific region
is selected and the components in that region are filtered.

Fig. 4.4 Histogram equalized image and its histogram
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There are two kinds of filters: the non-linear filter and the linear filter. Non-
linear filters do not have any fixed form, but linear filters are represented as a
convolution, which is a weighted sum of pixels in the neighborhood of the source
pixel. The range of the neighborhood and weights is determined by a convolution
mask, a small matrix with predetermined weight.

The discrete form of the equation for spatial domain convolution is given by:

R x; yð Þ ¼
Xd

i¼�d

Xd

j¼�d

w i; jð Þf ðx� i; y� jÞ ð4:7Þ

where (2d + 1) 9 (2d + 1) is the mask size, w(i, j)’s are the weights of the mask,
f(x, y) is the input pixel at coordinates (x, y), and R(x, y) is the output value at (x, y).

If the center of the mask is at location (x, y) in the image, the gray level of the
pixel located at (x, y) is replaced by R, the mask is then moved to the next location
in the image, and the process is repeated.

Figure 4.6 shows how convolution is performed.

Fig. 4.5 Original image and contrast stretched image a Low contrast image b Contrast stretched
image
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The next section describes two main types of filtering operations: noise
reduction and sharpening.

4.1.2.1 Noise Reduction

In image processing, noise reduction is always an issue. The most frequently
occurring noises are impulse noise and Gaussian noise. Impulse noise is also called
salt and pepper noise because of its appearance as white and black dots super-
imposed on an image. Gaussian noise is inherent in our environment, which has a
Gaussian profile. Low pass filtering is useful for the reduction of Gaussian noise,
and median filtering is suitable for the reduction of impulse noise.

(a) Low pass filtering

The low pass spatial filter (sometimes called an averaging filter) is used for
smoothing edges and other fine details in the image. It is useful for removing
Gaussian noise. Simultaneously, low pass filtering also blurs the edges of objects
in the target image. Blurring can sometimes be used as a pre-processing task for
certain image processing techniques, such as the removal of small details from an
image or the smoothing of false contours.

For low pass filtering, the key requirement is that all coefficients of the mask are
positive. The Gaussian mask and the averaging mask are well-known low pass
filters. The coefficients of the Gaussian mask are determined by the bell-shaped
Gaussian function. Equation (4.18) is the equation of Gaussian function.

G x; y½ � ¼ e
�ðx2þ y2Þ

2r2

2pr2
ð4:8Þ

where r controls the effective spread of coefficient. If the r value is small, the
weight of coefficients is dense. On the other hand, if the value of r is large, the

Fig. 4.6 Concept of discrete convolution
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weight is broad. Figure 4.7 shows an example of a 3 9 3 Gaussian blur mask
where r = 1.

Figure 4.8 shows the result of low pass filtering, notably some smoothing
effects that are effective means of reducing Gaussian noise. However, this low pass
filtering has the undesirable side effect that it blurs edges.

(b) Median filtering

Median filtering is a non-linear area processing technique that replaces the
value of a pixel with the median of the intensity values in the neighborhood of that
pixel. Median filtering is performed by selecting the median value from the values
in the median mask region for the output pixel. For each input pixel f(x, y), the
values of the pixels are sorted and the median value is assigned to the output pixel
g(x, y). Figure 4.9 shows how the median filter works.

Median filtering is a widely used technique for noise reduction, especially
impulse noise. Moreover, the process can preserve the sharpness of the edge and
details in the target image [1, 5]. Edge preservation is one great advantage that the
low pass filter cannot provide.

Figure 4.10 shows an example of the result of median filtering.

4.1.2.2 Sharpening

Sharpening has the opposite effect from smoothing. Sharpening emphasizes the
details in an image and highlights the transitions in intensity. It is based on the
high pass filtering operation, which is used to highlight a fine detail in an image or
to enhance a detail that has become blurred. High pass filtering attenuates the low
frequency components without disturbing the high frequency information in the
frequency domain. In the spatial domain, sharpening can be accomplished by
spatial differentiation. Unsharp masking and high boost filtering are commonly
used techniques for high pass filtering.

The unsharp masking process can be performed by subtracting the unsharpened
version of an image from the original image [1]. This process consists of the
following steps:

Step 1: Blur the original image.
Step 2: Subtract the blurred image from the original image (the resulting difference

is called the mask).

Fig. 4.7 Example of 3 9 3
Gaussian blur mask
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Step 3: Add the mask to the original.

Letting �f (x,y) denote the blurred image, the mask is given by [1]:

gmask x; yð Þ ¼ f x; yð Þ � �f ðx; yÞ ð4:9Þ

A weighted portion of the mask is then added to the original image, as follows:

g x; yð Þ ¼ f x; yð Þ þ k � gmaskðx; yÞ ð4:10Þ

where f x; yð Þ and g x; yð Þ are the input and sharpened images, respectively.
When the weight coefficient k = 1, the process is called unsharp masking, and

when k [ 1, the process is called high boost filtering.
Unsharp masking and high boost filtering have the effect of making the image

look sharper than the original image, as shown in Figs. 4.11 and 4.12.

Fig. 4.8 Result of low pass filtering a Original image. b Low pass filtered image

Fig. 4.9 How the median
filter works (3 9 3 mask)
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4.1.3 Frequency Domain Processing Technique

Image processing with a domain transformed image can reduce computational cost
and increase the accuracy of operation for some image processing techniques. In
particular, the computation of convolution in the spatial domain is costly, but it can
be replaced by simple multiplication in the frequency domain, for which the time
required is much less than convolution in the spatial domain, even including
transform and inverse transform time. In addition, the result of the operation in the
frequency domain is more precise than that performed in the spatial domain, since

Fig. 4.10 Example of the result of median filtering [1] a Image with impulse noise. b Median
filtered image

Fig. 4.11 Example of unsharp masking

82 J. Kim



masking is always an approximation of the original model in the spatial domain
process, whereas, in the frequency domain, the ideal low pass or high pass filter
can be used.

Another point to note in the frequency domain process is that there is a rela-
tionship between frequency components and intensity variations in an image. The
slow varying frequency component is proportional to the average intensity of an
image. Low frequencies correspond to the slowly varying intensity components of
an image, whereas higher frequencies correspond to fast intensity changes. These
are the edges of objects and other components of an image, characterized by abrupt
changes in intensity.

The Fourier transform is generally used for domain transformation from the
spatial domain to the frequency domain. Wavelet transform is also a currently
popular technique in image processing.

Fast Fourier transform (FFT) and inverse fast Fourier transform (IFFT) algo-
rithms are developed to calculate the Fourier transform and inverse transform step
efficiently, using the following equations:

Spatial domain : g x; yð Þ ¼ f x; yð Þ � hðx; yÞ ð4:11Þ

Frequency domain : G w1;w2ð Þ ¼ F w1;w2ð ÞH w1;w2ð Þ ð4:12Þ

where h x; yð Þ and H w1;w2ð Þ are filter transfer functions.

Fig. 4.12 Example of high boost filtering
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The image at right of Fig. 4.13 shows the frequency image of the original image
on the left.

Another advantage of using the frequency domain is that it can help us to
understand the filter more easily by means of frequency analysis. It can manipulate
images with different frequencies, like the low pass filter or high pass filter. The
operation of filtering in the frequency domain consists of [2]

Step 1: transforming the image data to the frequency domain via FFT
Step 2: multiplying the image’s spectrum with a filtering mask
Step 3: transforming the spectrum back to the spatial domain.

In the following section, we consider two major filters in the frequency domain:
smoothing filters and sharpening filters.

4.1.3.1 Smoothing Filter in the Frequency Domain

Smoothing is achieved in the frequency domain by high frequency attenuation,
which is low pass filtering. There are three types of low pass filters: ideal, But-
terworth, and Gaussian. These three categories cover the range from very sharp
(ideal) to very smooth (Gaussian) filtering. The Butterworth filter is viewed as a
transition between the two extremes.

The ideal low pass filter cuts off all high frequency components outside a circle
of a specified radius D0 from the origin of the transform. It is specified by the
following equation [1]:

Fig. 4.13 Image in frequency domain [6] a Original image b Image in frequency domain
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H u; vð Þ ¼ 1 if Dðu; vÞ�D0

0 if D u; vð Þ[ D0

�
ð4:13Þ

where D0 is a positive constant and D(u, v) is the distance between a point (u, v) in
the frequency domain and the center of the frequency rectangle; that is,

D u; vð Þ ¼ ½ u� P=2ð Þ2þðv� Q=2Þ2�1=2 ð4:14Þ

Figure 4.14 shows a perspective plot of an ideal low pass filter and filter,
displayed as an image.

Figure 4.15 shows the results of applying ideal low pass filters with different
cutoff frequencies.

As shown in this figure, when the radius of the filter increases, the blurring of
the resulting image diminishes. More details about further examples of low pass
filters can be found at section 4.8 in reference [1].

4.1.3.2 Sharpening Filter in the Frequency Domain

Image sharpening can be achieved in the frequency domain by high pass filtering,
which attenuates the low frequency components without disturbing high frequency
information in the Fourier transform. As noted above, there are three types of high

Fig. 4.14 a Perspective plot of an ideal low pass filter transfer function and b the filtered image [1]

Fig. 4.15 Results of ideal low pass filtering with different cutoff frequencies [1] a Original image
b D0 ¼ 30 case c D0 ¼ 60 case d D0 ¼ 160 case
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pass filters: ideal, Butterworth, and Gaussian. In this section, we deal with the ideal
high pass filter.

The ideal high pass filter stresses edges and abrupt changes in an image. It
performs the reverse operation of the ideal low pass filter. A high pass filter is
obtained from a given ideal low pass filter using the equation

Hhp u; vð Þ ¼ 1� Hlpðu; vÞ ð4:15Þ

where Hlpðu; vÞ is the transfer function of the low pass filter. That is, when the low
pass filter attenuates frequencies, the high pass filter lets them pass, and vice versa.

A 2-D ideal high pass filter is defined as

H u; vð Þ ¼ 0 if Dðu; vÞ�D0

1 if D u; vð Þ[ D0

�
ð4:16Þ

Figure 4.16 (new) shows a perspective plot of an ideal high pass filter and
image representation.

Figure 4.17 shows the results of ideal high pass filtering.
At the images with small radius D0, ringing effects are observed. More details about

further examples of high pass filters can be found at section 4.9 in reference [1].

Fig. 4.16 a Perspective plot of an ideal high pass filter transfer function and b the filtered image [1]

Fig. 4.17 Results of ideal high pass filtering with different cutoff frequencies [1] a D0 ¼ 30 case
b D0 ¼ 60 case c D0 ¼ 160 case
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4.2 Image Enhancement Techniques for Automobile
Application

4.2.1 Outline

Every image serves a purpose, and image enhancement should be used appropriate
to that purpose. Image enhancement of the image of a person aims to make the
image clearer to the human eye. The primary goal of image enhancement for
application in automobiles, however, is to modify the image to achieve better object
recognition. This is because most automotive applications are based on recognition
of objects such as pedestrians, lanes, other vehicles detection, and signals.

Image-based pedestrian/vehicle detection is a pattern recognition problem.
Feature extraction is a most important step in determining the performance
(positive and false detection rate) of the pattern recognition system. Feature
extraction is essentially the detection of edges and boundaries. For example, it is
well known that horizontal and vertical edges are strong cues for hypothesizing
vehicle detection.

A visual processing system needs to function well under a wide dynamic range
of visibility conditions, including overcast sky, strong highlights, low visibility due
to inclement weather, change of context, and daytime and nighttime driving [7].
The driving environment is also influenced by weather conditions such as rain, fog,
or shadow. The images acquired in these conditions are quite different from
images taken on a normal light and sunny day. Figure 4.18 shows examples of
road images acquired at night and in rainy conditions.

When one tries to recognize objects from these low contrast images, the
detection rate is very low, certainly inadequate for auto navigation. Image
enhancement is necessary to make the edges of objects clear and improve the
detection rate of objects in the driving environment.

Fig. 4.18 Examples of road images taken at night and in rainy conditions a Image taken at night.
b Image taken in rainy conditions
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There are three types of enhancement algorithm for automobile application.
The first is image enhancement in the spatial domain. The second is image
enhancement in the frequency domain, which requires domain transformation from
the spatial domain to the frequency domain, using Fourier transform or wavelet
transform. The third is the high dynamic range (HDR) imaging processing
algorithm.

4.2.2 Image Enhancement in the Spatial Domain

Research on image processing for the vehicular environment is still in its infancy.
Several types of applications exist, each requiring a different kind of processing. In
this chapter, a pre-processing technique for object recognition will be introduced
as an example of vehicular image processing. The object recognition rate is the
main goal of this enhancement process.

Figure 4.19 shows an example of image enhancement steps in the spatial
domain. As a first step, the contrast stretching technique is applied to enhance
contrast in the image. In the next, a smoothing process is performed to remove the
artifacts of the image. The edge strength of the image is then calculated to produce
clear edges of objects in the image.

(1) Step 1: Contrast stretching

Contrast stretching is a technique to improve the quality of an image by
extending the contrast (intensity range) of the input image. If the brightness of an
image is dark or too bright overall, visibility is quite low. The contrast stretching
technique makes the edges of the objects clearer.

Figure 4.20 shows a typical example of a low contrast image. The brightness of
the image on the left is excessive, and it is not easy to detect the white line on the
road. Applying the contrast stretching algorithm yields the image on the right, in
which the white line becomes more visible.

(2) Step 2: Smoothing process

The smoothing process is a technique that can remove image artifacts, which
are mainly high frequency components of an image. When an image is enhanced
by a smoothing algorithm, peak points and thermal noise are eliminated or
reduced. In the enhanced image, a blurring effect occurs, which is one charac-
teristic of the smoothing algorithm. Figure 4.21 shows the result of applying a
smoothing algorithm to the contrast stretched image.

Fig. 4.19 Image enhancement process in the spatial domain for vehicular application
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In the spatial domain, the smoothing algorithm is realized by applying a mask.
There are several kinds of masks for smoothing, including the Gaussian mask and
the averaging mask.

(3) Step 3: Calculation of edge strength

Edge (or contour information) is one of the most useful means of representing
the characteristic of an object. Some calculation of the strength of edge is therefore
important, for which many algorithms are available. Determining the energy of an
image is a typical method for calculating the edge strength. The first step in this
calculation is obtaining the vertical and horizontal gradients of the image. Gradient
means the difference between pixel values. Equations (4.17) and (4.18) are
equations of horizontal and vertical gradient, respectively.

Fig. 4.20 Low contrast image and contrast stretched image a Low contrast image b Contrast
stretched image

Fig. 4.21 Contrast stretched image and smoothing filter adjusted image a Contrast stretched
image. b Smoothed image
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gx ¼ n xþ 1; yð Þ � nðx� 1; yÞ ð4:17Þ

gy ¼ n x; yþ 1ð Þ � nðx; y� 1Þ ð4:18Þ

where n(x, y) is the intensity of target location for gradient calculation. The energy
of an image is calculated by adding the absolute values of each gradient.

E ¼ gxj j þ jgyj ð4:19Þ

The vertical and horizontal gradients of Fig. 4.19 b are shown as Fig. 4.22.
Figure 4.23 shows the difference between two energy images. In the energy of

the original image shown in Fig. 4.21a, most of the edges are not clear. On the
other hand, the energy of the enhanced image, which is processed in the spatial
domain, shows clearer edges and is much better for object recognition.

Fig. 4.22 Vertical and horizontal gradients of an image a Vertical gradient image. b Horizontal
gradient image

Fig. 4.23 Energy of original and enhanced images a Energy of the original image. b Energy of
the enhanced image
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4.2.3 Image Enhancement in the Frequency Domain

Restoration of an image may be difficult when a vehicular-mounted camera cap-
tures an image in a road environment of rapid variation of luminance, such as the
presence of the high beam of a car on the opposite side of the road or an irregular
change of luminance. These kinds of illuminance problem make image enhance-
ment processing in the spatial domain difficult. As a result, image enhancement in
the frequency domain is widely used for vehicular images. To enhance an image in
the frequency domain, domain transformation is required in advance. The most
familiar transformation method is the Fourier transform. However, unlike other
applications, real-time processing of vehicular images requires information from
both the spatial and the frequency domain. The Fourier transform loses all
information from the spatial domain, which makes it unsuitable for automobile
application. Wavelet transform is proposed to satisfy this requirement. Wavelet
transform is also much faster than discrete Fourier transform (DFT), and hence is
more attractive for vehicular application.

4.2.3.1 Wavelet Transform

Wavelet transform is one of the most popular methods to transform from the
spatial to the frequency domain. For the continuous, square-integrable function
f(x), the definition of wavelet transform is defined as Eq. (4.20):

WW s; sð Þ ¼
Z1

�1

f ðxÞWs;s xð Þdx ð4:20Þ

where wavelet Ws;s xð Þ is defined as

Ws;s xð Þ ¼ 1
ffiffi
s
p W

x� s
s

� �
ð4:21Þ

and s and s are called scale and translation parameters, respectively.

4.2.3.2 Wavelet Series Expansion

Wavelet transform can be derived from wavelet series expansion. The wavelet
series expansion of function fðxÞ is related to the scaling function uðxÞ and the
wavelet WðxÞ. The scaling function is controlled by the variable j. Consider the set
of expansion functions composed of integer translations and binary scaling of the
real, square-integrable function u xð Þ; this is the set {uj;k xð Þ}, where
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uj;k xð Þ ¼ 2j=2uð2 jx� kÞ ð4:22Þ

Here, k determines the position of uj;k xð Þ along the x-axis, and j determines the

width of uj;k xð Þ. The term 2j=2controls the amplitude of the function. The wavelet
WðxÞ is the basis function of wavelet series expansion.

The equation for the wavelet series is defined as

f xð Þ ¼
X

k

cj0 kð Þuj0;k xð Þ þ
X1

j¼j0

X

k

dj kð ÞWj;kðxÞ ð4:23Þ

where j0 is an arbitrary starting scale, the cj0ðkÞ are scaling coefficients, and djðkÞ
are referred to as wavelet coefficients. If the expansion functions form an ortho-
normal basis or tight frame, the expansion coefficients are calculated as

cj0ðkÞ ¼
Z

f ðxÞuj0;k xð Þdx ð4:24Þ

djðkÞ ¼
Z

f ðxÞWj;k xð Þdx ð4:25Þ

4.2.3.3 Discrete Wavelet Transform (DWT)

Like the Fourier series expansion, the wavelet series expansion maps a function of
a continuous variable into a sequence of coefficients. If the function being
expanded is discrete, the resulting coefficients are called the discrete wavelet
transform. If f(n) = fðx0 þ nDxÞ for some x0, Dx and n = 0, 1, 2, …, M-1, the
wavelet series expansion coefficients for f(x) [defined by Eqs. (4.24) and (4.25)]
become the forward DWT coefficients for sequence f(n):

Wu j0; kð Þ ¼ 1
ffiffiffiffiffi
M
p

X

n

f nð Þuj0;kðnÞ ð4:26Þ

WW j; kð Þ ¼ 1
ffiffiffiffiffi
M
p

X

n

f nð ÞWj;k nð Þ j� j0 ð4:27Þ

The uj0;kðnÞ and Wj;kðnÞ in these equations are sampled versions of basis
functions uj0;kðxÞ and Wj;kðxÞ. In accordance with Eq. (4.23), the complementary
inverse DWT is Eq. (4.28).

f nð Þ ¼ 1
ffiffiffiffiffi
M
p

X

k

Wuðj0; kÞuj0;kðnÞ þ
1
ffiffiffiffiffi
M
p

X1

j¼j0

X

k

WWðj; kÞWj;kðnÞ ð4:28Þ
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4.2.3.4 Wavelet Basis Function

For the wavelet transformation, the wavelet is used as the basis function. The
wavelet is a small wave that has varying frequency and limited duration [1]. Many
kinds of wavelet basis functions exist, such as the Morlet wavelet, Shannon
wavelet, Daubechise wavelet, and Haar wavelet [8–10].

The Haar wavelet is a powerful wavelet and the most widely used. It is a
sequence of rescaled ‘‘square-shaped’’ functions, which together form a wavelet
family or basis. Haar used these functions to give an example of an orthonormal
system for the space of square-integrable functions on the unit interval [0, 1]. The
technical disadvantage of the Haar wavelet is that it is not continuous and therefore
not differentiable. This property can, however, be an advantage for the analysis of
signals with sudden transitions, such as monitoring tool failure in machines. The
Haar wavelet’s mother wavelet function WðtÞ can be described as follows:

W tð Þ ¼
1 ð0� t� 1=2Þ
�1 ð1=2� t� 1Þ
0 otherwise

8
<

:
ð4:29Þ

4.2.3.5 Image Enhancement in the Wavelet Domain

Wavelet transform allows the original image to be divided into several sub images.
If the wavelet transform is performed once, then the result will be four sub images,
and each sub image is filtered twice. The filtered images will be, from the top left
in clockwise order, low pass-low pass (LL), low pass-high pass (LH), high pass-
low pass (HL), and high pass-high pass (HH). Figure 4.24 shows an example of
the result of wavelet transform. If more sub images are needed, additional wavelet
transform can be performed on each sub image.

The LL image has low frequency components of the original image and still
permits the shape of the image to be seen. The LL image thus indicates which part
of the original image has low frequency. By the same principle, because the HH
image has high frequency components, it indicates which part of the original
image has high frequency. An important fact is that most energy is concentrated in
the LL region. If more precise information of the image is required, two or more
stages of wavelet transform can be performed.

Sub images from DWT can be composed into one image with the inverse DWT.
If there was no change of information, the restored image will be the same as the
original image. However, if there were changes in any of the sub regions, the
restored image will not be the same. Hence, if the proper filtering method is
adjusted for each sub image, an enhanced image can be acquired by inverse DWT
of the filtered images.

Figure 4.25 is an example of a flow chart for an image enhancement technique
using DWT and inverse DWT [11]. This non-linear technique for image
enhancement is one of the most recent developments based on the characteristics
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Fig. 4.24 Example of wavelet transform

Fig. 4.25 Example of image
enhancement using DWT

94 J. Kim



of DWT. The algorithm adopts piecewise linear (PWL) filtering with discrete
wavelet transform. The algorithm was designed to suppress noise in the low fre-
quency region. Thus, the LL region is filtered with a smooth PWL filter and other
regions are filtered with a PWL sharpened filter. This process removes noise in the
low frequency region and sharply enhances the high frequency regions. All regions
are then combined with inverse discrete wavelet transform.

Figure 4.26 shows DWT and PWL filtering adjusted images [11]. The original
image is divided into four sub images with one stage DWT. All sub images are
enhanced with the PWL filtering algorithm described in Fig. 4.23. In the enhanced
images, a remarkable improvement can be observed, allowing, for example, the
leaves of the trees, the edges of the boat, and other details to be clearly
distinguished.

4.2.4 High Dynamic Range Tone-Mapping Technique

In the driving environment, it is hard to recognize objects when there is inter-
ference from the high beam of a vehicle on the opposite side of the road or when
the vehicle is passing through a tunnel. This situation is caused by the common
camera’s limited capacity for detecting luminance. Dynamic range is defined as
the ratio between the largest and smallest luminance values [12]. When the scene
has high dynamic range (HDR), this range must be reduced in order to improve
object recognition, which is typically done with HDR tone-mapping techniques.

Fig. 4.26 Comparison between the original image and the enhanced image with DWT and PWL
filtering a Original image b Enhanced image
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4.2.4.1 Concept of Tone-Mapping

The specific algorithm that performs the reduction of dynamic range is referred to
as tone-mapping (or tone reproduction). The display of a tone-mapped image
should perceptually match the depicted scene. Since dynamic range reduction
requires the preservation of certain scene characteristics, it is important to study
how people perceive scenes and images [3].

When there is a high beam on a vehicle, as shown in Fig. 4.25a, the quality of
image captured by a vehicle-mounted camera is not adequate for recognition.
Tone-mapping reduction yields the kind of image shown in Fig. 4.27b, which
produces much clearer recognition.

Nowadays, this kind of tone-mapping technique is widely used for object
recognition in the automobile industry

4.2.4.2 Tone-Mapping Operators

Tone-mapping operators can be classified into four types: the global tone-mapping
operator and the local tone-mapping operator in the spatial domain, and, in the
non-spatial domain, an operator that manipulates images in the frequency domain
and another that manipulates images in the gradient domain. Figure 4.28 shows the
classification of tone-mapping operators.

The global tone-mapping operator compresses the entire image using an
identical mapping curve for each pixel. The local tone-mapping operator computes
a local adaptation level for each pixel, based on the pixel value itself, as well as a
neighborhood of pixels surrounding the pixel of interest [3].

The frequency domain operator requires a domain conversion, which is com-
monly performed by FFT and IFFT. The gradient domain operator also requires
domain conversion, which is commonly performed by gradient calculation and the
Poisson equation solver.

Fig. 4.27 Original and tone-mapped images a Original image b Tone-mapped image
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(a) Global tone-mapping operator

The global tone-mapping operator compresses the entire image using a single
compression curve. This technique is the simplest one to reduce an image’s
dynamic range intuitively.

A well-known global tone-mapping operator is Stockham’s algorithm [13],
which uses Eq. (4.30) as a mapping function [3].

Ld x; yð Þ ¼ logbð1þ Lw x; yð ÞÞ
logbð1þ Lw;maxÞ

ð4:30Þ

wherethe displayed luminance Ld is derived from the ratio of real world luminance
Lw and maximum luminance in the scene Lw;max. This mapping ensures that,
whatever the dynamic range of the scene, the maximum value is remapped to one
(white), and other luminance values are smoothly incremented [13].

The operator effectively applies a logarithmic compression to the input lumi-
nances, but the base of the logarithm is adjusted according to each pixel’s value.
The base is varied between 2 and 10, allowing contrast and detail preservation in
dark and medium luminance regions, while still compressing light regions by
larger amounts.

Drago’s logarithm tone-mapping [14] is proposed to interpolate smoothly
between different bases. Drago uses Eq. (4.31) as a mapping function.

Ld x; yð Þ ¼ Ld;max=100
log10ð1þ Lw;maxÞ

� log10ð1þ Lwðx; yÞÞ
log10ð2þ 8 Lw x;yð Þ

Lw;max

� �
log10 pð Þ= log10 0:5ð ÞÞ

ð4:31Þ

where Ld;max is the maximum display luminance, which is display dependent and
should be specified by the user. In most cases, a value of 100 cd/ m2 would be
appropriate for Ld;max. This algorithm leaves the bias parameter p to be specified by
the user. For many applications, a value between 0.7 and 0.9 produces plausible

Fig. 4.28 Classification of tone-mapping operators
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results, p = 0.85 being a good initial value. Figure 4.29 shows images created
with different bias values [3].

The computation cost of global tone-mapping operators is very low, and many
may be executed in real time. However, global tone-mapping operators are weaker
at preserving visibility when the scene’s dynamic range is extremely high and
local characteristics are not well depicted.

Fig. 4.29 Images resulting from application of Drago’s tone-mapping algorithm with different
bias values [3] a p = 0.6. b p = 0.7. c p = 0.8. d p = 0.9. e p = 1.0
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(b) Local tone-mapping operator

The local tone-mapping operator computes a local adaptation level for each
pixel, based on the pixel value itself, as well as a neighborhood of pixels sur-
rounding the pixel of interest. This local adaptation level drives the compression
curve for this pixel. Because the neighborhood of a pixel helps determine how the
pixel is compressed, a bright pixel in a dark neighborhood will be treated differ-
ently from a bright pixel in a bright neighborhood. A similar situation pertains for
dark pixels with bright and dark neighborhoods [3]. This process is effective for
preserving the locality of images.

Local tone-mapping techniques have been studied in various ways: to deter-
mine how many neighboring pixels need to be included in the computation, how to
weight each neighboring pixel’s contribution to the local adaptation level, and how
to use this adaptation level within a compression function [3].

Chiu proposes a local tone-mapping operator [15]. This algorithm uses the
following equations as a mapping function [3]:

Ld x; yð Þ ¼ sðx; yÞLwðx; yÞ ð4:32aÞ

sðx; yÞ ¼ 1

k 	 Lblur
w ðx; yÞ

ð4:32bÞ

Where Ld is displayed value, Lw is the real world scene’s luminance, and s x; yð Þ
is a low pass filtered version of the input image [3]. Here, k is the user-defined
parameter that controls the sðx; yÞ, and Lblur

w is the luminance of the blurred image.
Usually k is bigger than 1. sðx; yÞ can be controlled by changing the blur kernel
size and changing the user-defined parameter k.

Another well-known local tone-mapping operator, based on Chiu’s work, is the
retinex algorithm developed by Rahman [16]. This algorithm applies a Gaussian-
blurred kernel to input the image in the log domain to reduce a halo effect. The
blurred images can be generated as two different forms: single-scale retinex or
multi-scale retinex. The single-scale retinex form uses the following equation as a
mapping function [3]:

Id x; yð Þ ¼ exp log Iw x; yð Þð Þ � klog Iblur
w x; yð Þ
� �� �

ð4:33Þ

Where Id is display luminance value in the log space, Iwis world luminance value,
and Iblur is the blurred image’s luminance. In single-scale retinex form, this algorithm
operates in the log domain. However, the placements of the logarithms are somewhat
peculiar (namely, after the image is convolved with a Gaussian filter kernel). The
multi-scale retinex form uses the following equation as a mapping function [3]:

Id x; yð Þ ¼ exp
XN

n¼0

wn log Iw x; yð Þð Þ � k 	 log Iblur
w x; yð Þ

� �� �
 !

ð4:34Þ
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where wn is a weight function. The multi-scale retinex form is simply the weighted
sum of a set of single scale retinexed images. The weight given to each scale is
determined by the user. For the purposes of experimentation, it is convenient to
weight each level by a power function, which gives straightforward control over
the weights. For an image stack with N levels, the normalized weights are then
computed by the following equation [3]:

wn ¼
ðN � n� 1Þf

PN
m¼0 ðN � m� 1Þf

ð4:35Þ

where N is the number of scaled images. Figure 4.30 shows the result of using the
Rahman retinex tone-mapping algorithm.

There are two user-defined parameters in the retinex algorithm: k, which is the
scale of the second log term, and the weight function, wn. The user-defined
parameters have a trade-off relationship. Larger values of k will cause the com-
pression to be more dramatic, but also create larger halo effects [3].

A local tone-mapping operator produces results that are more natural and
represent details well. However, it creates a halo effect and the computing cost is
very high because it applies a different curve for every single pixel.

There are also other local tone-mapping operators, such as the Fairchild iCAM
algorithm [17], which uses a color appearance model, and the Pattanaik multi-
scale observer model [18], which is an improved algorithm of Fairchild iCAM’s.

(c) Frequency domain operator

The frequency domain operator is a frequency-dependent compressor that converts
the spatial domain data into frequency domain data using FFT and IFFT.

Fig. 4.30 Original and Rahman tone-mapped image a Original image. b Rahman tone-mapped
result
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One such operator is the Oppenheim operator [19], the basic concept of which
is that low frequency components are attenuated more than higher frequency
components in images. As the high frequency component is related to edge
information, this algorithm preserves edge information well.

The frequency-based operator starts by converting images in the spatial domain
into the frequency domain in the log space. In the frequency domain, tone
reproduction is performed as follows:

Id fð Þ ¼ s fð Þ 	 Iwðf Þ ð4:36Þ

where Id(f) is log luminance value in the frequency domain, s fð Þ is an attenuating
factor that depends on frequency f, and Iwðf Þ is the real world scene’s log luminance
value in the frequency domain. s fð Þ is calculated by the following equation [3]:

s fð Þ ¼ 1� cð Þ þ c
k 	 f

1þ k 	 f
ð4:37Þ

where c and k are the user-defined parameters. The parameter c controls the
maximum amplitude of attenuation applied to the DC components, and the
parameter k controls the slope of the attenuating factor for a specific frequency.

Figure 4.31 shows the results depending on different c values in Oppenheim’s
algorithm. The value of c is sequentially 0.1, 0.3, 0.5, and 0.9.

Oppenheim suggests the reasonable default value for c is 0.5.
Further research based on Oppenheim’s work has been conducted by Cho-

udhury [20], who proposed trilateral filtering to overcome the drawbacks of
bilateral filtering, which is poor in high-gradient and high-curvature regions.

The frequency domain operator is not widely used because of its poor perfor-
mance. However, it contains several key ideas that have found their way into
numerous other tone-reproduction operators.

(d) Gradient domain operator

The gradient domain operator is a gradient-dependent compressor, which converts
spatial domain data into frequency domain data using simple subtraction and the
Poisson equation solver.

High-frequency components in an image cause rapid changes from one pixel to
the next. On the other hand, low-frequency features cause the differences between
neighboring pixels to be relatively small. It is possible to partially distinguish
between illuminance and reflectance in a different way by considering the gradi-
ents in the image [3].

The first to explore this notion was Berthold Horn [21], who outlined a com-
putational model of human lightness perception, which is perceptual quantity that
correlates with surface reflectance. This work assumes that each pixel of an image
is formed as the product of illumination and surface reflectance, as follows:
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Lv x; yð Þ ¼ Ev x; yð Þr x; yð Þ ð4:38Þ

where Lvðx; yÞ is the pixel’s luminance, and Evðx; yÞ and rðx; yÞ are illuminance
and reflectance components, respectively.

When we take the logarithm value of Lvðx; yÞ as density image D x; yð Þ,

D x; yð Þ ¼ logðLv x; yð ÞÞ ð4:39Þ

The gradient field of an image can be computed as follows [3]:

rG x; yð Þ ¼ Gx x; yð Þ;Gy x; yð Þ
� �

¼ D xþ 1; yð Þ � D x; yð Þ;D x; yþ 1ð Þ � D x; yð Þð Þ
ð4:40Þ

The compressed gradient field is then expressed by multiplying each gradient
by a compressive function u x; yð Þ; as follows:

rG0 x; yð Þ ¼ rG x; yð Þ uðx; yÞ ð4:41Þ

Fig. 4.31 Images resulting from Oppenheim’s algorithm with different values for c [3] a c = 0.1,
b c = 0.3, c c = 0.5, d c = 0.7
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A compressed density image D0 x; yð Þ is constructed by solving the Poisson
equation as follows [3]:

r2D0 x; yð Þ ¼ div G0ðx; yÞ ð4:42Þ

Finally, the tone-mapped image Ld is computed using the following equation [3]:

Ld x; yð Þ ¼ exp D
0

x; yð Þ
� �

ð4:43Þ

Although Horn was largely interested in computational models of human
lightness perception, Fattal [22] proposed a gradient domain operator based on
Horn’s model. This algorithm uses Gaussian pyramid images [23] when the gra-
dient field is manipulated [3]. Gaussian pyramid images are repeatedly filtered and
subsampled images obtained from the original image. The procedure of the Fattal
tone-mapping algorithm using four scaled images is shown in Fig. 4.32 [24].

Fig. 4.32 Procedure of
Fattal tone-mapping
algorithm using four scaled
images
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As the first step, a Gaussian pyramid D0;D1 …, Dd is constructed from the density
image D x; yð Þ. At each level s, a gradient field rGs is computed as follows [3]:

rGs x; yð Þ ¼ Ds xþ 1; yð Þ � Ds x� 1; yð Þ
2sþ1

;
Ds x; yþ 1ð Þ � Ds x; y� 1ð Þ

2sþ1

ffi 	

ð4:44Þ

where Ds is a density image for level s.
As the next step, a scale factor us x; yð Þ is computed based on the magnitude of

the gradient, as follows:

us x; yð Þ ¼ a
jjrGs x; yð Þjj ð

jjrGs x; yð Þjj
a

Þb ð4:45Þ

where a and b are user-defined parameters. Gradients larger than a are attenuated
provided that b\ 1, whereas smaller gradients are not attenuated and in fact may
even be somewhat amplified. After calculating each attenuation factor, compressed
gradient fields are accumulated by linear interpolation.

Figure 4.33 shows a gradient tone-mapped image. Although the gradient tone-
mapped image looks unnatural, edges are emphasized.

The Fattal algorithm is known as an effective technique for rendering the
dynamic range of edge-enhanced HDR images. However, it has a high compu-
tational complexity because of the domain conversion procedure. Performing
inverse gradient transformation, which is solved by the Poisson equation solver, is
the process that takes the most time.

To solve the Poisson equation effectively, many alternative Poisson solver
algorithms have been developed, several of which are shown in Fig. 4.34 [24],
which includes time complexity for image size and type of solver. Image size N is
the total number of pixels for an image.

Fig. 4.33 Original and gradient tone-mapped images a Original image b Gradient tone-mapped
image
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In 2013, Lavanya [24] proposed a local Poisson solver that provides a direct
solution for inverse gradient transformation in real time. This algorithm is easy to
implement on hardware and does not need whole pixels of the image.

Although the gradient domain operator does not preserve color information, it
emphasizes the edges of objects. Furthermore, it also can be processed in real time
using Lavanya’s algorithm. This suggests that the Fattal gradient tone-mapping
algorithm is a good candidate for object recognition in a driving environment.

We performed a simulation of Fattal’s algorithm applied to object recognition
in a driving environment. The experimental result is shown in Fig. 4.35.

When we applied a vehicle/pedestrian detection algorithm to the original
image, detection failed. On the other hand, when we applied the same algorithm to
the Fattal tone-mapped image, both car and pedestrian could be readily detected.
This result, shown in Fig. 4.35b, indicates that Fattal’s tone-mapping algorithm is
effective for object recognition in the driving environment.

Fig. 4.34 Several Poisson solver algorithms

Fig. 4.35 Original and Fattal’s algorithm applied image a Original image b Fattal tone-mapped
image
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Chapter 5
Detection of Vehicles and Pedestrians

Hyunchul Shin and Irfan Riaz

Abstract Vehicle and pedestrian detection has gained the attention of researchers
in the past decade because of the increasing number of on road vehicles and traffic
accidents. Vehicle and pedestrian detection system is of utmost importance since it
can be used to take instantaneous and calculated decisions where human failure
might occur resulting in reduction of road mishaps. But designing a detection
system which is robust to various shapes of vehicles, different human postures/
clothing, and weather/environment conditions is a challenging problem. In the
following sections, the state of the art methods in vehicle and pedestrian detection
are discussed.

5.1 Introduction to Vehicle/Pedestrian Detection

Vehicle and pedestrian detections have gained great attention of researchers in the
past decade because the Advanced Driver Assistance Systems (ADAS) is mainly
based on these technologies.

There are primarily three big reasons for blooming research in vision-based
vehicle detection techniques. The most prominent being the startling losses both to
human lives and money, caused by vehicle accidents. Secondly, technology has
improved considerably within the last 30 years and thirdly, the exponential growth
in processing speed has paved the way for viable implementation of computation
intensive vision algorithms.
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Pedestrian detection is one of the key problems in computer vision, with several
applications that have the potential to greatly enhance the quality of life. In recent
years, the number of approaches to detect pedestrians in monocular images has
grown steadily. Detecting pedestrians has advanced the frontiers of this problem in
many aspects, e.g., features, classifiers, testing speed, night vision, and occlusion
handling. Recent experiments show that despite significant progress, there is still
much room for improvement in performance and accuracy. Especially, detection rate
is disappointing for low resolution images and partially occluded pedestrians [1].

Some of the vital factors in performance evaluation of a vehicle/pedestrian
detection systems are presented in Fig. 5.1.

Vision-based Vehicle/Pedestrian detection is a Pattern Recognition problem in
computer vision. The performance of the detection system depends on two factors:
the features used for object representation and the machine learning method used
for classification.

5.1.1 Feature Extraction

Features are functions of the original measurement variables which are useful for
classification and/or pattern recognition. Feature extraction is the process of
defining a set of features, or image characteristics, which will most efficiently or
meaningfully represent the information that is important for analysis and
classification.

Normally some pre-processing procedures are necessary, like filtering, nor-
malization, histogram equalization and tone-mapping [2], to adjust the overall and
local contrast for satisfactory recognition.

We classify the various features currently employed as follows [3]:

Fig. 5.1 Vision for an advance driver assistance system
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(1) General Features
Application independent features such as color, texture, and shape. According
to the abstraction level, they can be further divided into:

(1) Pixel-level features: Features calculated at each pixel, e.g. intensity, color,
location.

(2) Local features: Features calculated over the results of subdivision of the
image through segmentation, edge detection, gradient or Local Binary Pat-
terns (LBP) [4].

(3) Global features: Features calculated over the entire image or just on a regular
sub-area of an image.

(2) Domain Specific Features

Application dependent features such as human, faces, fingerprints, and con-
ceptual features. These features are often a synthesis of low-level features for a
specific domain.

On the other hand, all features can be coarsely classified into low-level features
and high-level features. Low-level features can be extracted directly from the
original images, whereas high-level feature extraction must be based on low level
features.

5.1.2 Classification

In the field of machine learning, the goal of statistical classification is to use
object’s characteristics to identify which class (or group) it belongs to. The term
‘‘classifier’’ refers to the mathematical function, implemented by a classification
algorithm, which maps input data to a category.

In machine learning we normally encounter two types of classification proce-
dures, classification is considered an instance of supervised learning, i.e. learning
where a features extracted from a training set along with labels is used. Once a
classifier is trained it can classify the test data to the nearest feature matching class
as shown in Fig. 5.2. The unsupervised learning procedure is known as clustering
(or cluster analysis), and involves grouping data into categories based on some
measure of inherent similarity (e.g. the distance between instances, considered as
vectors in a multi-dimensional vector space).

In the pedestrian/vehicle detection the following classifiers are normally used.

(1) Cascade Classifier

Cascading is based on the concatenation of several classifiers, using all infor-
mation collected from the output of a given classifier as additional information for
the next classifier in the cascade, as shown in Fig. 5.3. The key idea of cascading is
that we select a threshold with high recall (i.e. we make our classifier more
permissive so it doesn’t miss even weak positive candidates) for each stage and we
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increase precision using the cascade. Hence the pure negative candidates get
rejected in the early stage and the detection efficiency is improved.

(2) Bag-of-Words

Bag-of-words model (BoW model) [5] can be applied to image classification,
by treating image features as words. A bag of visual words is a sparse vector of
histogram of a vocabulary of local image features. To represent an image using
BoW model, an image can be treated as a document. Similarly, ‘‘words’’ in images
need to be defined too. To achieve this, it usually includes following three steps:
feature detection, feature description, and visual words codebook generation, as
shown in Fig. 5.4.

The first step of the algorithm is to collect a series of feature points from
training images and cluster them into a visual vocabulary of so-called ‘‘visual
words.’’ These features are gathered by examining various attributes such as
intensity, color, texture, edge and corner distribution of an image. After feature
detection, each image is abstracted by several local patches.

Fig. 5.2 Supervised classifier training and testing

Fig. 5.3 Cascade classifier
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Feature description methods deal with how to represent the patches as
numerical vectors. These vectors are called feature descriptors. A good descriptor
should have the ability to handle intensity, rotation, scale and affine variations to
some extent. One of the most famous descriptors is Scale-invariant feature
transform (SIFT) [6]. SIFT converts each patch to 128-dimensional vector. After
this step, each image is a collection of vectors of the same dimension (128 for
SIFT), where the order of different vectors is of no importance. This allows fea-
tures to be represented similarly among images with different lighting, size, etc.

After all of these features are extracted from the training data, they are then
clustered using a clustering algorithm, e.g. k-means. These cluster centers can be
thought of as ‘‘visual words’’ or ‘‘codewords’’ which produce ‘‘codebook’’ of size
equal to the number of clusters formed. A codeword can be considered as a
representative of several similar patches. This is where the ‘‘bag of words’’ model
comes into play; these ‘‘visual words’’ are not dependent on spatial information in
the images. One can abstractly think of it as chopping up an image into many little
segments, taking the most relevant ones, and throwing them randomly into a bag.

(3) Support Vector Machine (SVM)

Support vector machines (SVMs) are supervised learning models with associ-
ated learning algorithms that analyze data and recognize patterns, used for clas-
sification and regression analysis [7]. SVM is a famous technique for high speed
and accurate data classification.

Fig. 5.4 Bag-of-words description
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The basic SVM takes a set of input data and predicts, for each given input,
which of two possible classes forms the output, making it a non-probabilistic
binary linear classifier. Given a set of training examples, each marked as belonging
to one of two categories, an SVM training algorithm builds a model that assigns
new examples into one category or the other. An SVM model is a representation of
the examples as points in space, mapped so that the examples of the separate
categories are divided by a clear gap that is as wide as possible. New examples are
then mapped into that same space and predicted to belong to a category based on
which side of the gap they fall on.

Formally, the SVM binary classifier algorithm looks for an optimal hyperplane
as a decision function in a high-dimensional space, as shown in Fig. 5.5. Thus,
consider one has a training data set {xk, yk} [ yk 9 {-1, 1} where xk are the
training example feature vector and yk the class label. At first, the method consists
in mapping xk in a high dimensional space owing to a function U. Then, it looks
for a decision function of the form: f(x) = w � U(x) + b and f(x) is optimal in the
sense that it maximizes the distance between the nearest point U(xi) and the
hyperplane as shown in the figure. The class label of x is then obtained by con-
sidering the sign of f(x).

(4) Active Learning

Active learning is very promising in reducing the amount of training data
needed and has been applied to various tasks [8]. Instead of assuming that all of the
training examples are given at the start, active learning algorithms interactively
collect new examples, typically by making queries to a human user. Often, the
queries are based on unlabeled data, which is a scenario that combines semi-
supervised learning with active learning.

The typical components of active learning setting are shown in Fig. 5.6. The
data are divided into (typically few) labeled instances L and pool of unlabeled
instances U. There is also a learner which is trained on the labeled data and a query

Fig. 5.5 SVM boundary
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module q. The module q decides which instances of U will be selected to be
labeled and added in L, which in turn will be used to train the learner. In a passive
learning setting, q selects instances randomly, as opposed to active learning where
the most informative instances are chosen.

(5) Random Forest

Random forest is a technique, capable of performing regression and classifi-
cation analysis of the test data based on the model learned through the training data
[9]. It can handle a large number of features, and it’s helpful for estimating which
of the variables are important in the underlying data being modeled. It belongs to a
larger class of machine learning algorithms, called ensemble methods. Ensemble
learning involves the combination of several models to solve a single prediction
problem. It works by generating multiple classifiers/models which learn and make
predictions independently. Those predictions are then combined (by averaging or
voting) into a single (mega) prediction that should be as good or better than the
prediction made by any one classifier, as shown in Fig. 5.7.

Random forest is a brand of ensemble learning, as it relies on an ensemble of
decision (Classification or Regression) trees. A decision tree is composed of a
series of decisions that can be used to classify an observation in a dataset. The
algorithm to induce a random forest will create a bunch of random decision trees
automatically. Since the trees are generated at random, most won’t be all that
meaningful to learning the classification/regression problem. But what is help-
ful are the few really good decision trees that are also generated along with the bad
ones.

To make a prediction, the new observation goes down through each decision
tree which assigns a predicted value/label. Once each of the trees in the forest has
reported its predicted value/label, the predictions are tallied up and the mode vote
of all trees is returned as the final prediction.

Fig. 5.6 Active learning illustration
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Simply, the 99.9 % of trees that are irrelevant make predictions that are all over
the map and cancel each other out. The predictions of the minority of trees that are
good dominates that noise and yield a good prediction.

5.2 Vehicle Detection

5.2.1 Challenges

Vehicle detection using optical sensors is very challenging due to huge ‘within
class variations’ in vehicle appearance.

• Vehicles may vary in shape (Fig. 5.8a), size, and color. The appearance of a
vehicle depends on its pose and is affected by nearby objects (Fig. 5.8b).

• Complex outdoor environments (e.g., illumination conditions (Fig. 5.8c)),
unpredictable interaction between traffic participants, cluttered background
(Fig. 5.8d) are difficult to control.

• On-road vehicle detection also requires faster processing than other applica-
tions since the vehicle speed is bounded by the processing rate.

• Another key issue is the robustness of the system to vehicle’s movements and
drifts.

Fig. 5.7 Typical structure of random forest
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5.2.2 Research and Industrial Status

With the ultimate goal of building autonomous vehicles, many government
institutions, automotive manufacturers and suppliers, and R&D institutions have
launched various projects worldwide, involving a large number of research units
working cooperatively.

5.2.3 State of the Art

On-road vehicle detection systems have high computational requirements as they
need to process the acquired images in real-time or close to real-time to save time
for driver reaction. Searching the whole image to locate potential vehicle locations
is impractical for real-time applications. The majority of methods reported in the
literature follows two basic steps [5], as shown in Fig. 5.9:

• Hypothesis Generation (HG), where the locations of possible vehicles in an
image are hypothesized.

• Hypothesis Verification (HV), where tests are performed to verify the presence
of vehicles in the image.

Fig. 5.8 Different cases in vehicle detection [10]
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(1) HG Methods

The objective of the HG step is to find candidate vehicle locations in an image
quickly for further exploration. The hypothesized locations from the HG step form
the input to the HV step, over which tests are performed to verify the correctness
of the hypotheses. The following are the signatures that hold importance in HG
methods:

5.2.3.1 Symmetry

As one of the main signatures of man-made objects, symmetry is often used for
object detection and recognition in computer vision. Images of vehicles observed
from rear or frontal views are in general symmetrical in the horizontal direction.
An important issue which arises while computing symmetry from intensity is that
symmetry estimations are noise sensitive. In [11], the authors formulated sym-
metry detection as an optimization problem that was solved using Neural Net-
works (NNs).

5.2.3.2 Shadow

Using shadow information as a sign pattern for vehicle detection was discussed
initially in [12]. By investigating image intensity, it was found that the area
underneath a vehicle is distinctly darker than any other areas on asphalt road. The
intensity of the shadow depends on the illumination of the image. To segment the
shadow area, low and high thresholds are required. However, it is obvious that it is
hard to find a low threshold for a shadow area.

In [13], a method was proposed to determine the threshold values. Specifically,
a normal distribution was assumed for the intensity of a free driving space. The
mean and variance of the distribution was estimated using Maximum Likelihood
(ML) estimation. But the assumption about the distribution of the road pixels
might not always be true.

Fig. 5.9 Two steps of vehicle detection. a HG. b HV
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5.2.3.3 Vertical/Horizontal Edges

Different views of a vehicle, especially rear/frontal views, contain many horizontal
and vertical structures, such as rear-window, bumper, etc. Using constellations of
vertical and horizontal edges has proved to be a strong cue for hypothesizing
vehicle presence.

In [14], the authors utilized the edge information to detect distant cars. They
proposed a coarse-to-fine search method looking for rectangular objects. The
coarse search looked through the whole edge maps for prominent edges, such as
long uninterrupted edges. Whenever such edges were found, the refined search
process was started in that region. In [15], vertical and horizontal edges were
extracted separately using the Sobel operator. Then, two edge-based constraint
filters (i.e., rank filter and attached line edge filter) were applied on those edges to
segment vehicles from the background.

(2) HV Methods

The input to the HV step is the set of hypothesized locations from the HG step.
During HV, tests are performed to verify the correctness of a hypothesis.
Approaches to HV can be mainly classified into two categories: (1) template-based
and (2) appearance-based.

5.2.3.4 Template Based Methods

Template-based methods use predefined patterns of the vehicle class and perform
correlation between the image and the template. In [16], the authors proposed a
template based on the observation that the rear/frontal view of a vehicle has a ‘‘U’’
shape (i.e., one horizontal edge, two vertical edges, and two corners connecting the
horizontal and vertical edges). During verification, they considered a vehicle to be
present in the image if they could find the ‘‘U’’ shape.

5.2.3.5 Appearance Methods

HV using appearance models is treated as a two-class pattern classification
problem: vehicle versus non-vehicles. Building a robust pattern classification
system involves searching for an optimum decision boundary between the classes
to be categorized. Given the huge inter-class variations of the vehicle class, we can
imagine that this is not an easy task. One feasible approach is to learn the decision
boundary based on training a classifier using the feature set extracted from the
training images. Usually, the variations in non-vehicle class are also modeled to
improve the performance. Each training image is represented by a set of local or
global features. Then, the decision boundary between the vehicle and non-vehicle
classes is learned either by training a classifier (e.g., NNs, SVMs) or by modeling
the probability distribution of the features in each class (e.g., using the Bayes rule
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assuming a Gaussian distribution). Using Gabor filters for vehicle feature
extraction was investigated in [17]. Gabor filters provide a mechanism for
obtaining orientation and scale tunable edge and line detectors. Vehicles contain
strong edges and lines at different orientation and scales; thus, these features are
very effective for vehicle detection. The hypothesized vehicle sub-images were
subdivided into nine overlapping sub-windows. Gabor filters were then applied on
each sub-window separately.

A ‘‘vocabulary’’ of information-rich vehicle parts was constructed automati-
cally by applying the Forstner interest operator [18] onto a set of representative
images, together with a clustering method [19]. Each image was represented in
terms of parts from this vocabulary to form a feature vector, which was used to
train a classifier to verify the hypotheses.

Based on the previous active learning framework, a real-time detector was
introduced [20], in which the authors independently detected vehicle parts using
strong classifiers trained with active learning. They matched part responses using a
learned matching classification. The learning process for part configuration lev-
eraged user input regarding full vehicle configuration. Part configurations were
evaluated using the SVM classification.

5.2.4 Typical Methods

(1) Single Camera Vehicle Detection Using Edges and Bag-of-Features

The methodology presented in [5] involves two main parts, initial candidate
generation using edge based method and verification using Bag-of-Features (BoF)
algorithm. Initial candidate locations or Region of Interest (ROI) are those regions
where presence of vehicle is most likely and hence they should be verified. Cas-
cading of the two methods helps to achieve accurate vehicle detection at lower
computational cost.

Edges are one of the main characteristics of an object, which carries most of the
information about an object in an image. In [5], it was observed that horizontal
edges are strong features for vehicle detection. Therefore, initial candidate were
generated using Horizontal Edge Filtering (HEF) on the Canny edge map. These
initial candidates are further verified using the BoF with K Nearest Neighbor
(KNN) algorithm. A threshold is used on differences of histograms of training and
test images for matching the vehicles. The combination of edges (initial candidate)
and bag-of-features (final verification) improves the detection rate significantly.
Figure 5.10 shows the flow chart of main methodology.

Initial candidate generation is very important for vehicle detection as the
detection accuracy largely depends on it. In this chapter, for an initial candidate
generation, the authors used HEF of canny edge map. The Canny edge detector is
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applied on the ROI of the input image to generate an edge map as shown in
Fig. 5.11b. Through rear-view images of various vehicles it was observed that long
connected horizontal edges usually belong to a vehicle. Based on this observation,
HEF is applied on Canny edge response for detection of vehicles. In HEF, each
row of the whole edge map is searched for at least ten consecutive 1’s. Whenever a
number of consecutive ones are found, they are preserved as a long connected
horizontal edge. Following this criterion, the whole image is scanned and only
long connected edges are set to 1, while small unconnected edges are set to 0. As a
result, small unconnected edges are neglected and only long connected edges are
used. The edge based method is very fast and permissive (almost zero miss rate). It
generates a sparse search space for verification stage by filtering out most of the
unworthy candidates.

BoF algorithm is used for the initial candidate verification. This reduces the
number of false matches and improves detection accuracy. This cascaded tech-
nique for vehicle detection reports 98 % detection accuracy on the highways and
96 % on urban roads.

Fig. 5.10 Procedure for
vehicle detection
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(2) A General Active-Learning Framework for On-Road Vehicle Recognition
and Tracking

In [21], the authors introduced a general active-learning framework for robust
on-road vehicle recognition and tracking. This framework takes an active-learning
approach for building vehicle-recognition and tracking systems. A passively
trained recognition system is built using conventional supervised learning. Using
the Query and Archiving Interface for Active Learning (QUAIL), the passively
trained vehicle-recognition system is evaluated on an independent real-world data
set, and informative samples are queried and archived to perform selective
sampling.

For the task of identifying vehicles, a boosted cascade of simple Haar-like
rectangular features has been used, since Rectangular features are sensitive to
edges, bars, vertical and horizontal details, and symmetric structures. The algo-
rithm also allows for rapid object detection that can be exploited in building a real-
time system, partially due to fast and efficient feature extraction using the integral
image. The resulting extracted values are effective weak classifiers, which are then
classified by Adaboost.

They integrate a particle filter for vehicle tracking. The probability densities of
possible predictions of the state of the system are represented by a randomly
generated set, and multiple hypotheses are used to estimate the density of the
tracked object.

Fig. 5.11 a Region of interest (ROI) generation. b Canny edge map of ROI image. c Results of
horizontal edge filtering on an image
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(3) On-Road Multi-Vehicle Tracking Using Deformable Object Model and
Particle Filter with Improved Likelihood Estimation

In [22], a multi-vehicle detection and tracking method was proposed using a
vehicle-mounted monocular camera. In the proposed method, the vehicle features
are learned as a deformable object model through the combination of a Latent
Support Vector Machine (LSVM) [23] and Histograms of Oriented Gradients
(HOGs) [24]. The detection algorithm combines both global and local features of
the vehicle as a deformable object model. Detected vehicles are tracked through a
particle filter, which estimates the particles’ likelihood by using a detection score
map and template compatibility for both root and parts of the vehicle while
considering the deformation cost caused by the movement of vehicle parts.
Tracking likelihoods are iteratively used as a priori probability to generate
vehicle hypothesis regions and update the detection threshold to reduce false
negatives.

This method combines a deformable object model with particle filter to improve
the detection accuracy according to the procedure shown in Fig. 5.12. At the
detection stage, vehicles are detected using the deformable object model algo-
rithm. It uses a scanning window approach, and a model for the vehicle consists of
a global ‘‘root’’ filter and six part filters and a spatial model of part filters. The
spatial model defines a set of allowed placements for a part relative to a detection
window and a deformation cost for each placement. The score of a detection

Fig. 5.12 Procedure for
multivehicle detection and
tracking [22]
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window is the score of the root filter on the window plus the sum over scores of
part filters minus the deformation cost.

To reduce the false negatives without increasing the false positives, tracking
information from the previous frame has been used as a priori probability for
updating the threshold in step 3. In step 6, the vehicle ‘‘hypothesis’’ regions are
generated, and the threshold has been set to a lower value in the next frame to
reduce false negatives.

At step 4, the new detected vehicles at time t are fused with tracking infor-
mation from the previous frame. If a vehicle is detected for the first time, M
particles are initialized according to a Gaussian distribution. If the detected vehicle
is recognized as a ‘‘side’’ view, the initial value for the horizontal variance of the
particle distribution is set to a higher value than those of the ‘‘front’’ and ‘‘rear’’
views. On the other hand, if the detected vehicle has been detected previously, a
Kalman filter has been used to generate prediction according to the vehicle’s
movement model at step 5. The likelihood of particles is updated by integrating the
scores from the detection score map and intensity correlations for vehicle’s root
and parts between two sequential frames while considering the deformation costs
at step 6 and 7.

5.3 Pedestrian Detection

5.3.1 Challenges

The appearance of a pedestrian exhibits very high variability since they can change
pose, wear different clothes, carry different objects, and have a considerable range
of sizes, e.g. as shown in Fig. 5.13.

Pedestrians have to be identified in the context of a cluttered background, under
a wide range of illumination and weather conditions, as can be seen in Fig. 5.14.

Other pedestrians or common urban elements can partially or heavily occluded
pedestrians (Fig. 5.15).

Pedestrians are to be identified in highly dynamic scenes since both of the
pedestrians and the camera are in motion. The required performance is quite
demanding in terms of system reaction time and robustness.

5.3.2 Pedestrian Detection in a Typical Urban Scenario

The Caltech Pedestrian Dataset [1] is large, realistic and well annotated, allowing
us to study the statistics of the size, position, and occlusion of pedestrians in urban
scenes and also to accurately evaluate the state or the art in pedestrian detection.
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Fig. 5.13 Variability in pose, clothes, etc.

Fig. 5.14 Illumination and weather conditions

Fig. 5.15 Occlusions [25, 26]
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The Caltech Pedestrian Dataset has a CCD video resolution of 640 9 480, 270

vertical field of view, and focal length fixed at 7.5 mm. But, the overall image
quality is lower than that of still images of comparable resolution. The next section
presents terminologies and statistical analysis of pedestrian appearance in a typical
roadside scenario.

(1) Scale Statistics

Distribution of pedestrian’s pixel height: The near scale is defined as to include
pedestrians over 80 pixels, the medium scale as 30–80 pixels and the far scale as
under 30 pixels. Most observed pedestrians (69 %) are at the medium scale as
shown Fig. 5.16.

(2) Occlusion Statistics

• Fraction of time occluded: the fraction of frames in which the pedestrian was
at least partially occluded.

– Most pedestrians (70 %) are occluded in at least one frame, emphasizing on the
importance of detecting occluded people, see Fig. 5.17a.

• Fraction occluded: defined as one minus the visible pedestrian area divided by
total pedestrian area. It is further categorized in three parts as shown in
Fig. 5.17b.

– Invalid e.g. a diagonal occlusion.
– Partial occlusion (1–35 % area occluded).
– Heavy occlusion (35–80 % occluded).

Fig. 5.16 Pixel distribution of pedestrians [1]

Fig. 5.17 Occlusion statistics [1]
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Figure 5.18 presents the probability of occlusion for each pixel (conditioned on
the person being partially occluded). Observe the strong bias for the lower portion
of the pedestrian to be occluded, particularly the feet. And there is a strong bias for
the top portion, especially the head, to be visible.

To observe further structures in the types of occlusions that actually occur, in
[1] the authors quantize occlusion into a fixed number of types. Together, there are
7 types of occlusions that account for nearly 97 % of all occlusions in the dataset.
As can be seen from Fig. 5.19, pedestrians are almost always occluded from either
below or the side; more complex occlusions are rare.

Fig. 5.18 Heat map probability of occlusion for each pixel (conditioned on the person being
partially occluded) [1]

Fig. 5.19 Types of occlusions and their probability of occurrence [1]
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5.3.3 State-of-the-Art Methods

Detecting pedestrians in images is a challenging task owing to various styles of
clothing in appearance and huge possible postures. Significant research has been
devoted to detecting, locating, and tracking people in images and videos. In recent
years, the number of approaches to detect pedestrians in monocular images has
grown steadily. Among all the aspects, the performance of a pedestrian detection
system is mainly determined by two key factors: the learning algorithm and the
feature representation. In the following we will introduce the state of the art
methods of pedestrian detection.

(1) HOG, SVM (Milestone)

In HOG algorithm [24], each detection window is divided into cells of size
8 9 8 pixels and each group of 2 9 2 cells is integrated into a block in a sliding
fashion, so blocks overlap each other. Each cell consists of a 9-bin Histogram of
Oriented Gradients (HOG) and each block contains a concatenated vector of all its
cells. Each block is thus represented by a 36-D feature vector which is normalized
to an L2 unit length. Each 64 9 128 detection window is represented by 7 9 15
blocks, giving a total of 3,780 features per detection window. These features are
then used to train a linear SVM classifier as shown in Fig. 5.20. For testing, the
detector follows a sliding window paradigm which entails feature extraction,
binary classification (Fig. 5.21), and dense multiscale scanning of detection win-
dows followed by non-maximum suppression.

Fig. 5.20 HOG feature extraction block diagram

Fig. 5.21 Binary classification
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• Strong point:

– HOG is a very informative feature for human representation till now;
– Linear SVM achieves fast evaluation and training speed.

• Weak point:

– HOG is not robust under challenging conditions, e.g. occlusions, cluttered
backgrounds;

– Classification accuracy of Linear SVM is not as good as kernelized SVM.

(2) HOG, SVM, AdaBoost

In [27], the authors integrate the cascade-of-rejectors (Fig. 5.22) with the
Histograms of Oriented Gradients (HOG) features to build a fast and accurate
human detection system. The features used in their system are HOGs of variable-
size blocks which capture salient features of pedestrians automatically. Using
AdaBoost for feature selection, the appropriate set of blocks is identified, from a
large set of possible blocks. In their system, they use the integrated image rep-
resentation and a rejection cascade which significantly speeds up the computation.
For a 320 9 280 image depending on the density settings for scale pyramid and
spatial stride, the system can process 5–30 frames per second while maintaining an
accuracy level similar to existing methods.

During feature extraction, for a 64 9 128 detection window, they consider all
blocks whose size ranges from 12 9 12 to 64 9 128. The ratio between block width
and block height can be any of the following ratios (1:1) (1:2) and (2:1). Moreover,
they choose a small step-size, which can be any of {4, 6, 8} pixels depending on the
block size, to obtain a dense grid of overlapping blocks. In total, 5,031 blocks are
defined in a 64 9 128 detection window, each of which contains a 36-D histogram
vector of concatenating the nine orientation bins in 2 9 2 sub-regions.

In order to achieve good classification result, they construct rejection cascade.
Each feature in their scheme corresponds to the 36-D vector used to describe a
block. The weak classifiers they use are the separating hyperplane computed using
a linear SVM. For each level of the cascade they construct a strong classifier
consisting of several weak classifiers (linear SVMs in our case). In each level of
the cascade they keep adding weak classifiers until the predefined quality
requirements are met. In their case they require the minimum detection rate to be
0.9975 and the maximum false positive to be 0.7 in each stage.

Fig. 5.22 Algorithm description
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• Strong point:

– Integration of the cascade-of-rejecters approach with HOG features;
– Achievement of a fast and accurate human detection system.

• Weak point:

– It is real time only for single scale detection;
– Not robust in challenging conditions, e.g. occlusions, cluttered backgrounds

(3) HOG, LAT-SVM, Kalman Filtering

In [28], a new approach for multi-person tracking-by-detection using deform-
able part models in Kalman filtering framework was proposed. The authors used a
pedestrian detection system based on mixtures of multi-scale deformable part
models [23]. The core ideas of deformable part-based models boil down to three
factors:

Fig. 5.23 Overview of our framework
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(1) A deformable part representation for pedestrian.
(2) An efficient matching process.
(3) Latent SVM, a discriminative training method.

The overview of this method is shown in Fig. 5.23. A star-structured part-based
model is defined which is composed of a root filter, n (usually six) part filters, and
associated deformation parameters. An efficient matching process based on
dynamic programming and generalized distance transforms is proposed. To detect
objects in an image we compute an overall score for each root location according
to the best possible placement of the parts. Finally, a latent SVM training process
is formulated to train a mixture of star models from bounding box ground truth.

The Kalman filter is used to keep track of each person and a unique label is assigned
to each tracked individual. Based on this approach, people can enter and leave the
scene at random. We test and demonstrate our results on the Caltech Pedestrian
benchmark, which is the largest available dataset and consists of pedestrians varying
widely in appearance, pose and scale. Complex situations such as people merging
together are handled gracefully and individual persons can be tracked correctly after a
group of people split. The tracking accuracy can be increased at the cost of compu-
tational complexity by using particle filter instead of Kalman filter.

• Strong point:

– One of the most successful approaches for general object detection and
tracking;

– Accepted to be one of the most successful methods at higher resolutions.

• Weak point:

– Deformable part models are time consuming;
– HOG method is not robust to extract informative features in challenging

conditions.

(4) Integral Channel Features

The general idea behind integral channel features [29] is that multiple registered
image channels are computed using linear and nonlinear transformations of the
input image, and then features such as local sums, histograms, and her features and
their various generalizations are efficiently computed using integral images.
Although integral channel features have proven effective, little effort has been
devoted to analyzing or optimizing the features themselves. In this work they
present a unified view of the relevant work in this area and perform a detailed
experimental evaluation. They demonstrate that when designed properly, integral
channel features not only outperform other features including histogram of ori-
ented gradient (HOG), they also

(1) Naturally integrate heterogeneous sources of information.
(2) Have few parameters and are insensitive to exact parameter settings.
(3) Allow for more accurate spatial localization during detection.
(4) Result in fast detectors when coupled with cascade classifiers.
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They evaluated combinations of three types of channels: gradient histograms,
color (including grayscale, RGB, HSV and LUV), and gradient magnitude. These
channels can be computed efficiently and capture diverse information. From the
performance of different combinations of features, they found that LUV + Grad
+ Hist achieve best result. By default, eight channels were used, including gra-
dient magnitude, grayscale, and six gradient histogram channels with no pre or
post-smoothing. They generate a large pool of candidate features randomly rather
than through careful design. They generate candidates by randomly choosing both
the channel index and the rectangle (enforcing a minimum area of 25 pixels).
Considering boosting offers a convenient, fast approach to learning given a large
number of candidate features, they test with AdaBoost algorithm.

• Strong point:

– Integral channel features coupled with a standard boosting algorithm outper-
forms existing features for pedestrian detection.

• Weak point:

– It is not real time and still is not quite robust on the challenge datasets.

Fig. 5.24 The flow diagram of the proposed detection method
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(5) Coarse-to-fine Detection, Hog Features, Color Histogram Similarity
(CHS)

In [30], the key contributions are from the observation that edge information
can be used as coarse human detection by rejecting a large part of the background
windows and that color cues are informative for representing humans. The authors
proposed a new coarse-to-fine human detection method in order to achieve effi-
cient detection with high accuracy, as shown in Fig. 5.24. The color information is
represented by using color histogram similarity within each HOG block, which is
referred as CHS feature, then HOG and CHS are weighted and combined into a
vector as a feature.

In the sliding window detection approach, all the sub-windows are scanned at
all scales. Since most of the sub-windows are background, evaluating these win-
dows with complex descriptors is time consuming. Thus, to find an efficient way to
reject these negative windows while preserving the positive windows. Edges are
quite useful cues for image segmentation tasks. Since windows with humans
usually have more edges than background windows, it is possible to use edge maps
for coarse human detection. Based on this analysis, the sum of binary values in
each edge map is compute. The gradient magnitude of each detection window is
computed and it is thresholded to generate a binary edge map. Then the sum of
binary values is computed to see whether the sum value belongs to the threshold
region found during the training procedure. If the sum of binary values of the edge
map is not in the threshold region then it is rejected as a negative window.

Color by itself is of limited use, because colors vary across the entire spectrum
both for people (respectively their clothing) and for the background, and because
of the essentially unsolved color constancy problem. However, people do exhibit
some structure, in that colors are locally similar—for example the skin color of a
specific person is similar on their two arms and face. HSV color histogram is
constructed in hue, saturation, and value space, which is the most common
cylindrical-coordinate representation of points in an RGB color model. Based on
the HSV cylinder (Fig. 5.25a), the color histogram by making use of hue and
saturation information in a selected image region is constructed (Fig. 5.25b), the

Fig. 5.25 a HSV cylinder. b Selected regions from an input image
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resulting histogram consists of nine bins of hue interval with four levels of satu-
ration within each bin. In this process, brightness information is ignored since
brightness may vary with the lighting conditions when the testing images are
captured.

Figure 5.26 shows an example of color histograms of different regions with the
size of 16 9 16 pixels extracted from Fig. 5.25b. As expected, one can see that
histogram of human size has different prominent color bins in comparison with the
histogram of background. Thus, color histogram is informative for representing
humans. Color histogram itself is not sufficient and robust when it is used alone for
pedestrian detection. Thus finding an efficient way to combine the color histogram
with HOG features in required. Color histogram can be used as a complement to
encode the smooth areas where HOG may not work well. The color histogram in
each cell (8 9 8 pixel) is constructed and the color histogram similarity in each
HOG block (16 9 16) is computed using histogram intersection to obtain a 9-D
CHS feature. So the HOG-CHS feature of a block is 45-D (36 + 9) vector with L2
normalization. After collecting features over the detection window, linear SVM is
used to perform the binary classification.

• Strong point:

– It offered the method for computing CHS, which indeed complementary to
gradient information and achieved promising accuracy.

• Weak point:

– Detection time is increased compared with HOG methods.

(6) Integral Channel Features, Multi-Scale Classifier, Depth Information

In [31], the authors proposed a novel method to improve the detection speed by
efficiently handling different scales and transferring computation from test time to
training time, which was based on Integral Channel Features [29]. Furthermore,
they also proposed a new method for exploiting geometric context extracted from
stereo images to further improve the detection speed and accuracy.

Fig. 5.26 HSV color histograms of the selected image regions
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They first introduced different approaches to detecting pedestrians at multiple
scales. As shown in Fig. 5.27a, a naive approach would create a classifier for each
position and scale, and make them compete against each other. The strongest
responses would then be selected. Assuming that object appearance is invariant to
translations in the image, to implement the naive approach we should train as
many models as there are scales, which is a daunting task. The traditional approach
for object detection at multiple scales, is to train a single model for one canonical
scale, and then rescale the image N times, as seen in Fig. 5.27b. It poses two
problems: 1. Training a canonical scale is delicate, as one needs to find the optimal
size and learn a model that will trade-off between the rich high resolution scales
and the blurry low resolution scales; 2. At run-time one needs to resize the input
image N times, and re-compute the image features N times too. The Fastest
Pedestrian Detector in the West (FPDW) approach [32], shown in Fig. 5.27b, is
proposed for fast pedestrian detection. Instead of rescaling the input image N times
(N * 50), they propose to rescale it only N/K times. Each rescaled image is used
to compute the image features, and these image features are then in turn used to
approximate the feature response in the remaining N-N/K scales (K * 10). The
core idea of this chapter is to move the resizing of the image from test time to
training time. They use the insight of the FPDW [32] detector and reverse it. They
proceed to train N/K classifier, and use the described approximation used in [32] to
transform N/K classifiers into N classifiers, as shown in Fig. 5.27d.

Fig. 5.27 Different approaches to detecting pedestrians at multiple scales. a Naive method.
b Traditional method. c FPDW method. d Reference method
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Depth information is known to be a strong cue for detections. Using scene
geometry as prior for object detection can improve both the quality (by re-
weighting the detection scores) and speed. For the first time, they show that a
recently introduced fast depth information method [33] can be used to accelerate
objects detection in practice. It assumes that the ground is locally flat and that all
objects can be described as flat ‘‘sticks’’ rising vertically above the ground. The
key feature of this approach is that the stixel world model can be estimated directly
from the stereo images quickly, without having to compute the full depth map. It
would provide a faster use of stereo images to reduce the set of candidate detection
windows, which will also reduce the false positives.

• Strong point:

– It provides high quality pedestrian detection at 100 fps by using stixel world
model and the insight of FPPW.

• Weak point:

– They should apply their approach to the multi-class/multi-view detection of
other datasets.

5.3.4 Related Research Trends

Considerable progress has been made in pedestrian detection over the past decade,
which has advanced the frontiers of this problem in many aspects, e.g. features,
classifiers, testing speed, and occlusion handling, while there is still a lot of work
to do in order to achieve real-time high accuracy pedestrian detection in complex
real world.

• Develop robust detection methods for small sized pedestrian in the 30–80 pixel
range.

• Develop effective features for pedestrian in occlusion conditions.
• The combination of multi features to form effective descriptors.
• Stereo-based pedestrian detection.

5.4 Night-Time Pedestrian Detection

5.4.1 Why Infrared Imaging?

Driving at night, a stressful experience for many people, is also more dangerous
than daytime motoring. According to the USA federal Department of Transpor-
tation, slightly more than 20 % of all fatal accidents in the United States in 2004
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occurred between midnight and 6 a.m., a period that accounts for only about 2.4 %
of daily traffic volume [34].

Aside from engineering factors such as the construction and maintenance of
vehicles and roads, a large percentage of road injuries are attributed to human
perceptual error. Of course drinking and fatigue are big factors. But inadequate
illumination also ranks high: headlights provide about 50 m of visibility on a dark
road, but it takes nearly 110 m to come to a full stop from 100 km/h. At that speed,
you may not respond fast enough to an unexpected event, simply because the
bright spot provided by your headlights doesn’t give you enough time.

Figure 5.28 shows commonly used sensors in a typical vision system. Each of
the sensors has its own advantages and disadvantages for example radar sensor
provides object detection in long ranges in almost all weather conditions but it is
very expensive typically around $10,000 [35] and it also has low resolution when
it comes to object identification.

Infrared imaging can be a remedy for relieving the intrinsic problems of visible
imaging techniques and it can help in building a pedestrian detector that can work
under various lighting conditions and weather conditions. Infrared imaging sys-
tems detect infrared (IR) light waves not visible to the human eyes. They work by
either detecting near infrared (NIR) light waves or far infrared (FIR) light waves.
Both types use special cameras that are able to collect small amounts of infrared
light and process it so that it can be seen with human eyes. A signal processor
translates the IR data to an image suitable for display on a monitor.

Fig. 5.28 Different sensors and their ranges
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(1) Near Infrared (NIR)

Night vision enhancement systems that use NIR technology (also called active
vision systems) require ‘‘IR floodlamps’’ to project invisible NIR light onto the
surrounding area. The camera captures the reflected NIR light from the sur-
rounding area and intensifies it to create an enhanced (brightened) image of the
normally dark area.

Pros: higher resolution image, superior picture of inanimate objects, works
better in warmer conditions; smaller sensor can be mounted to rearview mirror,
cost around $300 [35].

Cons: does not work as well in fog or rain, lower contrast for animals, shorter
range of 150–200 m or 500–650 ft.

(2) Far Infrared (FIR)

Far infrared (FIR) light waves are further away from the visible portion of the
spectrum and are created by the heat emitted from objects. This type of technology
may also be referred to as thermal imaging (also called passive vision systems). It
is ideal for detecting living things like people and animals.

Pros: Only shows relevant object (hot objects) on the screen, hence causes less
distraction for driver, has greater range of about 300 m or 1,000 ft, shows higher
contrast for living objects, and does not require ‘‘IR flood lamps’’

Cons: grainy, lower resolution image, not great for warmer weather conditions,
larger sensor, cost around $1,500 [35].

Fig. 5.29 Thermal views of the pedestrians [36]
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5.4.2 FIR Pedestrian Detection

FIR sensor records electromagnetic radiations emitted by objects in a scene as a
thermal image whose pixel intensity values represent the temperature of the
respective bodies as in the Fig. 5.29.

In a thermal image consisting of humans in the scene, human silhouettes can be
generally extracted from the background regardless of lighting conditions, even
when the color of human clothing or skin, and the background is same. This is
because the temperature of the human body and the background is different in most
situations and this makes FIR sensors particularly suitable for night-time pedes-
trian detection. In Fig. 5.30, the pedestrians were not detected in visible image but
they were successfully detected in the IR image.

5.4.3 State-of-the-Art

(1) HoG, SVM, Kalman Filter Tracking

In [38], a method for pedestrian detection and tracking for a vehicle mounted
monocular thermal camera is presented. To deal with the non-rigid nature of
human appearance on the road, a two-step detection/tracking method is proposed.

Their method first detects hotspots, then estimates the size of pedestrians, then
clips corresponding image regions as pedestrian candidates. Once that is done,
classification of candidate regions as pedestrians or non-pedestrians is done using
SVM.

The tracking of the recognized pedestrians is done using Kalman filter pre-
diction and mean shift tracking of heads or bodies of pedestrians. They make use

Fig. 5.30 Successful detections via IR image [37]
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of a combination of appearance-based detection and tracking methods to benefit
from the strengths of different techniques and to overcome their respective limi-
tations. The detection results are shown in Fig. 5.31.

(2) Implicit Shape Model (ISM) Based Objects Detector

In [39] another approach for detecting and tracking multiple pedestrians in real
world environments from a moving, monocular infrared camera is presented. The
authors focus on pedestrian tracking in infrared images and specifically address the
problem of tracking under strong ego motion of the camera bearing vehicle.

In the training stage, a codebook is created by clustering the features (SURF)
followed by building Implicit Shape Model (ISM), which describes the spatial
configuration of features relative to the object center. In the detection stage, SURF
features are first located in each image. Then, matching between the features and
the codebook is conducted to vote the object center. Finally, the voted maxima’s

Fig. 5.31 Recognition results [38]

Fig. 5.32 Methodology [39]
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are refined by the mean shift algorithm [40] to accurately identify the object center
location. Figure 5.32 shows the whole detection procedure.

They showed that, this feature matching based approach is specifically suited to
detect and track people in infrared image sequences. Figure 5.33 shows some of
the detection results. For the case of strong camera motion, they replace the
explicit motion model by a feature shift vector based motion compensation
strategy, which easily fits into the existing detection and tracking paradigm on the
level of image features. They also show how their approach is able to track persons
over short term occlusions and provide a tracking situation where the Kalman filter
dynamics model comes to its limit.

5.4.4 Related Research Trends

The research done till now cover only a subset of the possible challenges in
pedestrian detection. For example, night-time pedestrian detection has only barely
been addressed. However drivers need more support at night-time because humans
do tend to get visually impaired under inadequate light conditions.

Visible cameras are the most widely used sensors, due to the high potential of
visual features, high spatial resolution and richness of texture and color cues.
However, this analysis is far from simple: cluttering and illumination, among
many other factors, affect the performance of visible camera, while FIR is influ-
enced by other hot objects. A fusion of VS/FIR sensors and active sensors, which

Fig. 5.33 Recognition results [39]
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is used to obtain complementary information, is being investigated in the context
of on-board pedestrian detection. The strengths and weaknesses of different kinds
of sensors can be complemented in order to improve the performance. Active
sensors are based on technologies that emit signals and observe their reflection
from the objects in the environment, for example, radars emitting radio waves or
laser scanners emitting infrared light. In general, these sensors are convenient for
detecting objects and providing superior range estimates out to larger distances
when compared to relative to passive sensors.

With further introspection, it can be concluded that the gap between the current
and the desired performance is large and unlikely to be reached without major
leaps in our understanding.

Small scales: Better performance is needed in the 30–80 pixel range and below,
while most research has been focused on pedestrians over 100 pixels.

Occlusion: Performance degrades rapidly even under mild occlusion, including
for part based detectors.

Temporal integration: Although full systems often utilize tracking, a com-
parative study of approaches for integrating detector outputs over time has not
been carried out. Note that full tracking may be unnecessary and methods that
integrate detector outputs over a few frames may suffice.

Context: The ground plane assumption can reduce errors to some extent;
however at low resolutions, more sophisticated approaches for utilizing context are
needed.

Novel features: The best detectors use multiple feature types in combination
with gradient histograms. Additional gains from continued research on improving
feature extraction are expected.
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Chapter 6
Monitoring Driver’s State and Predicting
Unsafe Driving Behavior

Hang-Bong Kang

Abstract In recent years, driver drowsiness and distraction have been important
factors in a large number of accidents because they reduce driver perception level
and decision making capability, which negatively affect the ability to control the
vehicle. One way to reduce these kinds of accidents would be through monitoring
driver and driving behavior and alerting the driver when they are drowsy or in a
distracted state. In addition, if it were possible to predict unsafe driving behavior in
advance, this would also contribute to safe driving. In this chapter, we will discuss
various monitoring methods for driver and driving behavior as well as for pre-
dicting unsafe driving behaviors. In respect to measurement methods of driver
drowsiness, we discussed visual and non-visual features of driver behavior, as well
as driving performance behaviors related to vehicle-based features. Eye related
measurements such as PERCLOS, yawning detection and some limitations in
measuring visual features are discussed in detail. As for non-visual features, we
explore various physiological signals and possible drowsiness detection methods
that use these signals. As for vehicle-based features, we describe steering wheel
movement and the standard deviation of lateral position. To detect driver dis-
traction, we describe head pose and gaze direction methods. To predict unsafe
driving behavior, we explain predicting methods based on facial expressions and
car dynamics. Finally, we discuss several issues to be tackled for active driver
safety systems. They are (1) hybrid measures for drowsiness detection, (2) driving
context awareness for safe driving, (3) the necessity for public data sets of sim-
ulated and real driving conditions.
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6.1 Introduction

Recently, the total number of serious car crashes is still increasing regardless of
improvements in road and vehicle design for driver safety. The U.S. National
Highway Traffic Safety Administration (NHTSA) data indicate that more than
40,000 Americans suffer serious injuries from 56,000 sleep related road crashes
annually [1]. According to a study by the Sleep Research Center (UK), driver
drowsiness at the wheel causes up to 20 % of accidents on monotonous roads [2].
Several studies have produced various estimates of the level of sleep deprivation as
it relates to road accidents. In addition, driver distraction or inattention is another
critical problem for safe driving [3]. In summary, driver drowsiness and distraction
are major causal factors behind road accidents.

To reduce the number of road accidents, it is necessary to monitor driver and
driving behavior and alert the driver when he or she is drowsy or in distraction state.
In addition, if it were possible to predict unsafe driving behaviors in advance, this
would contribute to safe driving. According to one report [4], the amount of car
crashes would be reduced by 10–20 % by monitoring and predicting driver and
driving behaviors. A reliable and robust driver drowsiness and distraction detection
system would send an alert to the driver and thus reduce the number of hazardous
situations on the road. If it were possible to predict unsafe driving behavior in
advance, this would also be helpful in preventing road accidents. Thus, it is
desirable to design a framework consisting of two phases, that is, both monitoring
and predicting driver and driving behavior. Figure 6.1 shows such a framework.

For a driver monitoring system, two issues such as driver fatigue measurement
and distraction detection should be solved. Usually, driver fatigue or drowsiness
may be related with symptoms including eye movement, facial expression, heart and
breathing rate, and brain activity [5–9]. To detect driver drowsiness, visual features
such as eye movement and facial expression are very important. The frequency of
eye blinking and degree of eyelid opening are a good index of the tiredness level
[10]. Yawning measurement is also good indicator of a driver’s drowsiness [11]. As
non-visual features, heart rate variability (HRV), galvanic skin response (GSR) and
conductivity, steering-wheel grip pressure, and body temperature are possible
candidates for estimating the driver’s fatigue level indirectly [12]. Electroenceph-
alogram (EEG) and Electro-oculogram (EoG) give additional psychophysiological
information about drowsiness or emotional reactions [13]. Driving behavior infor-
mation such as steering wheel movement, lane keeping, acceleration pedal move-
ment and braking, etc., should also be considered to detect driver drowsiness.

A good first step in detecting driver distraction or inattention is to monitor the
driver head pose and gaze direction. A forward warning system [14] uses driver
behavioral information to determine driver distraction and to determine whether
the driver is looking straight ahead. Murphy-Chutorian et al. [15] use head pose
information extracted from a localized gradient histogram and support vector
regressors (SVRs) to recognize driver awareness. Kaminski et al. [16] propose a
system to estimate continuous head orientation and gaze direction. Recently,
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excessive uses of in-vehicle information systems such as navigation systems and
mobile phones induce visual and cognitive distraction in the driver. Visual dis-
traction refers to the state of ‘‘eye-off-road’’, and cognitive distraction is described
as ‘‘mind-off-road’’ [17]. Liang [3] proposes a method to detect the interactions of
visual and cognitive distractions.

By carefully monitoring driver and driving performance behavior, it is possible
to predict minor and major accidents. In particular, the progress of pervasive
computing technology with integrated sensors and networking has made it possible
to build an ideal platform to predict accidents. Jabon et al. [18] identify a com-
prehensive set of driver’s key facial features at various pre-accident intervals and
use them to predict minor and major accidents. This approach is very important for
active driver-safety systems designed to prevent accidents. The Signal Processing
5 Laboratory of the EPFL in Switzerland [19] is doing much work in this area.
They analyze facial expressions and muscle movements to detect distraction as
well as emotions that could indicate that the driver is not up to the task at hand.

The aim of this chapter is to discuss monitoring the driver’s state as well as
predicting unsafe driving behaviors. We explain several issues in developing a
framework consisting of two phases: monitoring and predicting driver and driving
behavior. The organization of this chapter is as follows: Section 6.2 discusses
driver drowsiness detection. We discuss driver behavior features such as visual and
non-visual features, and driving performance behaviors related to vehicle-based
features. Eye related measurement like PERCLOS, yawning detection and some

Fig. 6.1 General framework of a monitoring and predicting unsafe behavior system
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current limitations in measuring visual features are discussed in detail. As for non-
visual features, we explore various physiological signals and drowsiness detection
methods that use these signals. As for vehicle-based features, we describe steering
wheel movement and the standard deviation of lateral position. Section 6.3
describes some issues related to driver distraction measurement, in particular, head
pose and gaze direction methods. Section 6.4 presents prediction methods for
unsafe driving behaviors. We explain predicting methods based on facial
expression and car dynamics. Finally, Sect. 6.5 discusses some issues for active
driver safety systems. They are (1) hybrid measures for drowsiness detection, (2)
driving context awareness for safe driving, (3) the necessity for public data sets of
simulated and real driving conditions.

6.2 Driver Drowsiness Measurement

For safe driving, it is necessary to construct a reliable driver monitoring system
which could alert the driver when he or she is drowsy or a state of inattention.
Figure 6.2 shows a monitoring system for driver and driving behavior. In this
section, we will discuss drowsiness measurement methods.

The word ‘‘drowsy’’ simply refers to an inclination to fall asleep. A drowsy
driver who falls asleep at the wheel can be characterized by diminished alertness
compared to a normal state. Sometimes a driver experiences sleep for a few
seconds and may not even realize it. This is called micro-sleep. The duration of
micro-sleep can last between a few seconds and as long as 30 s or even more. This
is sufficient time to drift out from one’s traffic lane and crash into a tree or another
car. Therefore, the driver’s drowsiness state, in which a transition occurs from
awake to asleep, should be monitored.

To detect the drowsiness level of the driver, we have to extract driver behavior
information as well as driving behavior information as shown in Table 6.1. Driver
behavior information consists of both visual and non-visual features. Visual fea-
tures include eye closure, eye blinking, yawning, head pose, facial expression etc.
[10, 11, 20]. Non-visual features consist of heart rate, pulse rate and brain activity.
These physiological signals (electrocardiogram (ECG), electromyogram (EMG),
electrooculogram (EoG) and electroencephalogram (EEG)) are used to detect
driver drowsiness [21–26]. Driving behavior information includes deviations from
lane position, vehicle speed, steering movement, pressure on the acceleration
pedal, etc. [27, 28].

6.2.1 Visual Features

Usually, facial movements such as eye blinking, frequent yawning and nodding or
swinging head are key elements among visual features used for detecting
drowsiness. Much research work is focused on eye behaviors in particular to
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determine a driver’s alertness [29, 30]. A reliable and valid determination of a
driver’s alertness level is known as PERCLOS (Percent Eye Closure) [31–33].
PERCLOS is the percentage of total time that the driver’s eyelid is closed 80 % (or
more) over the pupil and also reflects slow eyelid closure. When PERCLOS
exceeds a predetermined threshold, the proposed system generates a drowsiness
warning. However, one disadvantage of PERCLOS is that sometimes a driver who
is trying to stay awake is able to fall asleep with his eyes open.

To calculate PERCLOS, we have to extract the eye region including the pupil
area. However, there are some limitations in extracting those visual features. One
of them is the problem of proper lighting. Drowsiness should be detected under

Fig. 6.2 Driver monitoring system

Table 6.1 Summary of various features for detecting driver drowsiness

Category Features Measurement Function Characteristics

Driver behavior Visual
feature

PERCLOS, yawn detection
facial expression

Monitoring
monitoring,
prediction

Non-intrusive

Non-visual
feature

EEG(electroencephalogram)
ECG(electrocardiogram)
EoG(electro-oculogram)
PPG(Photoplethysmography)

Monitoring Intrusive

Driving behavior Vehicle-
based
feature

Steering wheel movement
Standard deviation of lateral

position

Monitoring Variations from vehicle
type and individual
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real conditions, i.e., throughout daytime and night, and regardless of whether the
driver is wearing glasses or sunglasses. Usually, a simple CCD or web camera is
used during the day, and an IR camera is used at night [34–37]. Moreover, for eye
detection with a driver who is wearing sunglasses, it is necessary to find a proper
wavelength of Near IR (NIR) illumination. Figure 6.3 shows an example of
images of the driver wearing black sunglasses at various wavelengths [37]. One
possible candidate wavelength is 850 nm. In a real automotive environment,
reflected sunlight is also generated on the outer surface of the eyeglasses. To
diminish the reflection effect, Jo et al. [37] used a NIR illuminator with a narrow
bandpass filter which restricts the incoming wavelength of light to 850 nm. This is
because the high-power LED illuminator is more powerful than the sunlight in the
car. Figure 6.4 shows that the reflected sunlight is removed by an NIR illuminator
with narrow bandpass filter [37].

Another method is faceLAB used in the commercial product such as the Seeing
Machine [38]. A passive pair of video cameras is used and the video images are
processed in real-time to determine the 3D position of each feature. The system is
able to determine a precise 3D head pose and computes eye gaze direction. Its
advantages include coping well with low light conditions and head movements
while the driver is wearing sunglasses. Figure 6.5 shows faceLab 5 cameras [38].

Yawning is another sign of driver drowsiness. This is detected from measuring
both the rate and the amount of changes in the driver’s mouth contour [7, 11].
Figure 6.6 shows an example of a yawning detection system [7]. Head pose
estimation and head motion detection of movements such as nodding are also
important in monitoring driver alertness [39, 40]. In addition, facial wrinkles of the
driver appearing on the brows, mouth and nasolabial fold are good physical signs
that drowsiness is being resisted, and that therefore it is present [41].

6.2.2 Non-Visual Features

Non-visual features or physiological signals such as heart rate and brain activity
are useful in predicting drowsiness, with fewer false positives compared to visual
features because the determination of a drowsy state from visual features can be

Fig. 6.3 Images of a driver wearing black sunglasses at various wavelengths (a 700 nm,
b 750 nm, c 850 nm, d 900 nm) from [37]
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Fig. 6.4 Reflected sunlight is dealt with by an NIR illuminator with a narrow bandpass filter
(a NIR illuminator only, b NIR illuminator with bandpass filter) in [37]

Fig. 6.5 Commercial product faceLab 5 in [38]
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possible only after the driver is well on the way to sleep. In other words, the
prediction of drowsiness based on these physiological signals makes it possible to
warn a drowsy driver in a timely manner. Electrocardiogram (ECG), electroen-
cephalogram (EEG), electromyogram (EMG), electro-oculogram (EoG), and
Photoplethysmography (PPG) may all be used as physiological signals.

From the ECG signal, heart rate (HR) can be extracted; the heart rate can be
used to detect drowsiness because it varies significantly between alertness and
drowsiness states [25, 42]. Heart rate variability (HRV) which measures the beat-
to-beat changes in the heart rate is also used to detect drowsiness. As the driver
goes from an alert to a drowsy state, the ratio of low frequency to high frequency
beats in the ECG signal progressively decreases [23, 43].

The EEG signal is commonly used to detect drowsiness by detecting power
changes in the alpha band (8–13 Hz) and theta band (4–8 Hz) [44–46]. Drowsiness
is determined by a decrease in alpha frequency band and an increase in the theta
frequency band. The combination of EEG and EMG signals is used to detect
drowsiness and has obtained high success rate compared to the frequency signal
alone [21].

The EoG signal is related to eye movement [24, 47]. The EoG signal is obtained
from the electric field generated by the electric potential difference between the
cornea and the retina. To measure eye movement, pairs of electrodes are placed
above and below the eye or to the left and right of the eye. Rapid eye movements
(REM) and slow eye movements (SEM) are detected easily using the EoG signal
to differentiate alertness and drowsiness [48].

Photoplethysmography (PPG) is a non-invasive technique associated with
changes in peripheral blood flow circulation [49]. PPG signals feature peaks and
valleys representing maximum blood volume changes, and minimum blood vol-
ume changes corresponding to the beginning of and the end of blood ejection [50].
Fluctuation in these patterns is significant because it correlates to arousal events
such as drowsiness; sympathetic motions provoke the PPG baseline to wander or
drift [51]. Thus, changes in the PPG reflected wave pattern are important features
in drowsiness classification.

Fig. 6.6 Yawning detection system in [7]
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One critical issue in handling physiological signals is to eliminate noise and
artifacts inevitable in real environment driving conditions. Following effective
filtering, various feature extraction techniques such as Fast Fourier Transform
(FFT) and Discrete Wavelet Transform (DWT) are used. Then, the extracted
features are classified using Support Vector Machine (SVM), Artificial Neural
Networks (ANN), Linear Discriminant Analysis (LDA), etc. [52–54].

Even though the reliability and accuracy in detecting driver’s drowsiness based on
physiological signals is high when compared to visible features, an important limi-
tation of physiological signal measurement is its intrusive nature. One possible way
to solve this limitation is to use wireless technologies such as Zigbee and Blutooth for
measuring physiological signals in a non-intrusive way by placing the electrodes on
the steering wheel or in the driver’s seat [55, 56]. Figure 6.7 shows ECG measure-
ment on the driver seatback [55]. Finally, the signals are handled by smart phones and
driver drowsiness is determined [57]. However, this kind of non-intrusive system is
less accurate compared to intrusive systems due to improper electrode contact.

6.2.3 Driving Behavior Features

Driving behavior features or driving performance measures include steering wheel
movement, lane keeping, acceleration pedal movement and braking, etc. [58–60].
These features correlate to vehicle type and variability among drivers in their
driving habits, skills and experience. The two most commonly used driving
behavior measures for detecting the level of driver drowsiness are the steering
wheel movement and the standard deviation in lateral position.

Steering Wheel Movement (SWM) is measured using steering angle sensor
mounted on the steering column. When the driver is drowsy, the number of micro-
corrections to the steering wheel, which are necessary in normal driving, is

Fig. 6.7 ECG measurements
on driver’s seatback from
[55]
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reduced [61]. Figure 6.8 shows two typical steering wheel angles, for an awake
and a drowsy driver. The driver’s drowsiness state is determined from small
SWM’s of between 0.5 and 5�. SWM’s are being adopted by car companies such
as Nissan and Renault, but work in very limited situations due to their reliability
only in particular environments [26].

Standard Deviation of Lateral Position (SDLP) is another sleepiness sensitive
continuous performance measure. Ingre et al. [62] found that SDLP is correlated
with the Karolinska Sleepiness Scale (KSS), a nine-point scale that has verbal
anchors for each step shown in Table 6.2. However, SDLP is dependent on
external factors such as road markings, lighting and climatic conditions. Some-
times, these driving performance measures are not specific to the driver’s
drowsiness. In particular, these kinds of driving behavior measures are dependent
on the vehicle type, driver experience, and conditions of the road.

Fig. 6.8 Comparison of steering wheel angle for awake and drowsy drivers in [61]

Table 6.2 Karalinkska
sleepiness scale (KSS)

Scale Descriptions

1 Extremely alert
2 Very alert
3 Alert
4 Fairly alert
5 Neither alert nor sleepy
6 Some signs of sleepiness
7 Sleepy, but no effort to keep alert
8 Sleepy, some effort to keep alert
9 Very sleepy, great effort to keep alert, fighting sleep
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6.3 Driver Distraction Detection

Distraction is another important factor causing impairment of driver attention,
involving a driver not paying sufficient attention to the road in spite of the presence
of obstacles or other people. In particular, there is a trend toward increasing use of
in-vehicle information systems, which also leads to driver distraction. Distractions
can be categorized as visual, that is, ‘‘eye-off-road’’, and cognitive, that is, ‘‘mind-
off-road’’ [17]. Driver distraction may lead to larger lane variation, slower
response to obstacles, and more abrupt steering control, and its monitoring should
be a feature of a safer driver-monitoring system.

To detect driver distraction, it is necessary to extract head pose or gaze infor-
mation [63, 64]. Head pose estimation provides a driver’s field of view and current
focus of attention. It is intrinsically linked to visual gaze direction. When the eyes
are not visible, head pose is used to estimate the gaze direction. The combination of
both head pose and eye direction provides a person’s gaze information [65].

Murphy-Chutorian et al. [63] categorize eight conceptual approaches to head
pose estimation. These are appearance template methods, detector array methods,
nonlinear regression methods, manifold embedding methods, flexible models,
geometric methods, tracking methods, and hybrid methods. Feature-based methods
are the most commonly used gaze direction estimation methods [64]. With these
methods, local features such as contours, eye corners, and reflections from the eye
images are used. However, in vehicular environments, general gaze direction is
sometimes good enough to reduce false warnings in forward collision warning
(FCW) systems [66]. General gaze direction can be approximated by using only
head orientation, which is computed by shape features with/without eye position,
texture features or hybrid features consisting of shape and texture features [67].

6.4 Predicting Unsafe Driving Behavior

Monitoring driver state, driving behavior performance and vehicle state is very
important for improving active driver safety systems. The driver state is monitored
by measuring drowsiness, fatigue or stress levels [68–71]. Driving behavior per-
formance and vehicle state are also monitored by analyzing the information
regarding driving speed, steering wheel angle, braking, and acceleration [58–60,
72–74]. After detecting drowsiness or distraction, an alert is sent to the driver.

Another important issue for an active driver safety system is to develop a
mechanism to predict minor and major accidents in advance. Jabon et al. [18] used
facial features to aid in driver accident prediction. They combined both vehicle
dynamics and driver face analysis for accident prediction. First, a comprehensive
set of 22 raw facial features are analyzed. Then, the most valuable statistics for
predicting accidents are extracted from a range of time and frequency domain
values, so that both major and minor accidents are can be predicted. Even though
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the experimental results of Jabon et al. [18] are not based on real road situations, it
has been found that facial features show most predictive accuracy four seconds
prior to accidents and are more helpful in predicting minor accidents than major
ones. This is because predictive accuracy for major accidents comes primarily
from vehicle features rather than facial features.

EPFL and PSA Peugeot Citroen [19] are developing a technology to detect the
driver distraction as well as emotions that could indicate that the driver is not up to
the task at hand. In other words, facial expressions and muscle movements are
important in analyzing whether the driver is too distracted, too tired or even too
angry to safely control their vehicle.

Although facial features have proven to aid in predicting minor accidents, their
predictive efficacy should be improved. To predict accidents more accurately, it is
necessary to capture other physiological signals either from the driver or from
some other part of the driver-environment system. Based on these data, a new
model can be generated for predicting impending driver accidents. In particular,
various populations of participants, traffic cultures and driving contexts should be
handled in constructing a more extensive and general accident prediction model.

6.5 Discussion

For active driver safety systems, we have discussed various topics such as driver
drowsiness detection, driver distraction detection, and prediction of unsafe driving
behavior. To develop a better driver safety system, several other issues should be
addressed. The most important ones are (a) hybrid measures for drowsiness
detection, (b) driving context-awareness for safe driving, (c) the necessity for
public data sets for simulation and real driving conditions.

6.5.1 Hybrid Measures for Drowsiness Detection

Among driving behavior and driver behavior features in detecting driver drowsi-
ness, driving behavior may sometimes not detect a driver’s drowsiness reliably.
Driver behavior features are better than driving behavior features, but visual
features have sometimes limitations due to illumination conditions and driver
posture [41]. Non-visual features such as physiological features are reliable and
accurate, but their nature is intrusive. This should be solved before they can be
used in real vehicular environments. Even though a less intrusive measurement of
ECG has been developed [56, 75, 76], EEG and EoG still require electrodes placed
on the scalp or eye area in an intrusive manner. However, non-intrusive mea-
surement of physiological signals may be developed in the near future [76, 77].

Some attempts at a fusion of various measurements has already been done [23,
77, 78]. A mixture of PERCLOS, ECC and EEG were used to detect driver
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drowsiness and resulted in a higher success rate than individual measures [23]. Lee
et al. [49, 79] proposed a real-time physiological and vision monitoring method for
drowsiness detection. Photoplethysmography (PPG) signal and eye pattern data are
combined to detect driver fatigue. Figure 6.9 shows an example of web cam and
PPG system from [49]. In another example, Cheng et al. [78] used fusion of
PERCLOS, blink rate, maximum close duration and percentage of non-steering
measures to detect drowsiness.

Fig. 6.9 a Web cam and PPG PCB. b drowsiness detection monitoring system [49]
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The fusion method usually shows good performance in drowsiness detection
even when certain sensors lose validity. A desirable hybrid measure is to fuse
visual, physiological and driving behavior features. Figure 6.10 shows an example
of hybrid measurement for driver state detection. One issue is developing data
fusion methods such as feature-level and decision-level fusion [23].

6.5.2 Driving Context-Awareness for Safe Driving

For safe driving, driving context awareness is necessary because various infor-
mation related to driving conditions and environment should be fused effectively.
We can divide driving context into global and local. The global driving context
refers to driving environment parameters such as vehicle type, road type, driving
time, driving circumstances, road conditions, etc. The local driving context refers
to the driver status. In other words, local context is related to the driver’s visual
and cognitive perceptiveness and its deterioration because of distraction, drowsi-
ness and/or emotions.

In particular, a driving context-based computational model combining driving
environment and driver status seems to be a promising avenue of development.
Using such a model, the detection rate for distraction and drowsiness will increase,
which will be helpful in predicting unsafe driving behavior.

Fig. 6.10 Hybrid measurement for detecting driver state
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6.5.3 Necessity for Public Data Sets for Simulation and Real
Driving Conditions

To monitor driver and driving behavior, various hardware and software algorithms
are being developed, but they are tested mostly in the simulated environments
instead of real driving ones. This is due to the danger of testing drowsiness in real
driving environments. Philp et al. [80] found that reaction times and sleepiness as
derived from self-evaluations increase in a simulated environment compared to a
real driving environment due to the monotony of the experience. Engstorm et al.
[81] stated that physiological workload and steering activity were both higher
under real driving conditions compared to simulated environments. In real driving
conditions, various factors including variations in lighting and noise can also affect
the driver’s attention. Thus, it is necessary to make simulated environments looks
more like realistic.

Even though various kinds of methods for drowsiness and distraction detection
are proposed and tested, it is very difficult to compare them directly. This is
because there are no benchmark data sets available. To develop reliable drowsi-
ness detection systems, public data sets covering simulated and real driving
environments should be released in the near future.

6.6 Conclusions

In this chapter, we have reviewed the various methods available to determine the
drowsiness and distraction state of the driver. Driver behavior such as visual
features, non-visual features and driving performance behavior are explored to
detect driver drowsiness. PERCLOS, eye-closure duration (ECD), frequency of
eye closure (FEC) are visual feature-based systems used to detect driver drowsi-
ness. Among these, PERCLOS shows good performance in detecting drowsiness
but has some limitations, such as illumination conditions. To overcome this
problem, an 850 nm IR illuminator is used. Physiological signals such as ECG,
EEG, EoG and PPG signals are used as non-visual features to detect driver
drowsiness. Even though physiological signals show better performance than
visual features, they have some limitations, particularly their intrusive nature. To
overcome this problem, less intrusive sensors should be developed. Currently,
ECG signals can be captured using a less intrusive manner. Driving performance
behavior such as steering wheel movement and standard deviation of lateral
position are also used to detect drowsiness.

Driver distraction is detected using head pose and gaze direction. Driver dis-
traction may lead to larger lane variation, slower response to obstacles, and more
abrupt steering control. Thus, distraction should be monitored for developing a
safer driver-monitoring system.
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For active driver safety systems, it is desirable to predict unsafe driving
behavior. We have explained prediction methods based on facial expression and
car dynamics. Based on facial expression, the driver’s emotion is detected, which
is helpful in predicting driving behavior.

Finally, we have discussed several issues to tackle in future development of
active driver safety systems. They are (a) hybrid measures for drowsiness detec-
tion, (b) driving context-awareness for safe driving, (c) the necessity of public data
sets for simulation and real driving conditions.
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Chapter 7
SoC Architecture for Automobile Vision
System

Kyounghoon Kim and Kiyoung Choi

Abstract Advanced Driver Assistance System (ADAS) is becoming more and
more popular and increasing its importance in a car with the advancement in
electronics and computer engineering that provides key enabling technologies for
such a system. Among others, vision is one of the most important technologies
since the current practice of automotive driving is mostly, if not entirely, based on
vision. This chapter discusses architectural issues to be considered when designing
Systems-on-a-Chip (SoC) for automobile vision system. Various existing archi-
tectures are introduced together with some analysis and comparison.

7.1 Automotive Applications

An ADAS may consist of many different applications including emergency col-
lision avoidance, backup warning, adaptive cruise control, self-parking, lane
departure warning, route planning, etc. Some of those applications are very time
critical. For example, emergency collision avoidance should be fast enough so that
the system can give timely control over the steering and/or braking of the car. Such
applications have deadlines to be surely satisfied. If they fail to meet the deadlines,
then serious problems such as traffic accident can occur. Thus the applications
must be implemented with high priority such that the latency constraints are to be
definitely satisfied during the execution of the applications. In this case, the
implementation should consider the system performance in terms of latency, i.e.,
the delay from the input event to the output or response. On the other hand, some
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applications do not have stringent deadline constraints. For example, route plan-
ning applications sometimes take time to find an optimal path to the destination. It
could be annoying, but does not directly lead to a serious problem. Some appli-
cations require high throughput but may not care much about the latency. For
example, video display requires high throughput computing for processing motion
image data of large bandwidth, but the latency is in general not an issue. That
makes pipelined architectures very attractive for such applications. Thus the
design of an ADAS system should take into account such temporal requirements of
applications that are to be integrated into the system. Figure 7.1 shows various
automotive applications and their temporal requirements in terms of criticality in
response time [1].

7.2 Architectural Consideration for Vision

The architecture design for an automobile vision system may need considering
requirements in many aspects including accuracy, performance, energy consump-
tion, reliability, and cost. For example, the system may need accurate detection of
objects such as pedestrians. It should be fast enough for timely warning or emer-
gency stop of the car. Even when not driving the car, the user may want to keep the
system turned on for security purposes and, in such a case, energy consumption
matters. Reliability is another important issue especially for autonomous operation
of a car. Those requirements can be considered as constraints to be satisfied or as
objective functions to be optimized during the architecture design.

Designing a vision system architecture that satisfies such constrains can be very
challenging. First of all, the architecture needs to handle heavy computations on a
huge amount of data. For example, the calculation of disparity map needs one
billion operations per stereo VGA (640 9 480) image [2]. Thus processing 30
video frames per second requires 30 billion operations per second (30 GOPS) only
for disparity map calculation. It also requires lots of data requiring large memory

Speculative Evasion Pre-Planning

Eye Tracking Autonomous Control

Movie Player Backup Camera Warning System

Driver's Display Automatic lane Following

Data Encryption (Disk, Network, etc.) Intelligent Cruise Control Emergency Collision Avoidance

Route Planning Voice Control Traffic Sign Recognition Autonomous Local Navigation

General Purpose Throughput Bound Soft Real-Time Hard Real-Time

Fig. 7.1 Spectrum of possible temporal requirements for a number of automotive applications
[1] (the term ‘Real-Fast’ in [1] has been replaced with ‘Throughput Bound’ by the author’s
preference)
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space and bandwidth. In the VGA case, the required memory capacity for a frame
of stereo image is 640 9 480 9 3 (RGB) 9 8 (color) 9 2 = 14 Mbits
(1 M = 1,048,576). Increasing the resolution to SVGA (800 9 600) and 1080p
(1920 9 1080) increases the memory capacity to 22 Mbits and 95 Mbits,
respectively. Consider fetching 30 frames of video data per second. It amounts to
420 Mbps, 660 Mbps, and 2.85 Gbps for VGA, SVGA, and 1080p, respectively,
only for fetching raw video data. The amounts of computation, memory capacity,
and communication depend on the applications, the constraints given, and the
algorithms used for implementing the applications. In general, however, the
amounts are relatively big and can be handled efficiently only by careful archi-
tecture design.

Also to be considered are real-time issues. For hard real-time systems, it is
important to meet the deadlines. Just improving the average performance may not
help but making the performance predictable helps. Assigning more time-critical
tasks with higher priority allows using slower/cheaper hardware/processor while
satisfying real-time constraints. Pipelining can improve throughput for streaming
applications but may not help satisfying real-time constraints.

Flexibility is another issue for architecture design. Compared to software
implementation, hardware implementation can achieve much higher performance
at much lower energy consumption and area cost. However, it requires much more
effort and time for the design. What makes it worse is that it is not flexible at all; if
it is to be modified for a bug-fix or upgrade, it should be entirely re-implemented.
On the other hand, software implementation is relatively easy, provided that the
processor architecture is given. Bug-fix or upgrade is also relatively easy if that
can be done by only software modifications. Performance improvement may be
achieved by just replacing existing processor cores with faster ones and porting the
existing software to the new processor cores. However, such an approach may
have limitation in performance and energy consumption. Thus a good balance
between hardware and software is important in designing the architecture.

The image signal processing for vision can be divided into three different
levels: low-level, mid-level, and high-level. Each level deals with different data
size, different algorithm complexity, and different levels of parallelism. Figure 7.2
shows how the characteristics change as the processing moves from low-level to
high-level [3]. Low-level processing includes relatively simple filtering operations
such as noise cancellation and image enhancement. It typically has large input data
(pixels to be processed) and large output data (processed pixels). Although it needs
to process a large amount of data, since the processing over a set of data is in
general independent of that over a different set of data, massively parallel pro-
cessing can be done to speed up the process. Thus it can benefit from hardware
implementation. Mid-level processing includes operations such as segmentation,
region description, and object classification. It typically takes large amount of
input data and produces relatively small amount of output data. The algorithms
used for this level of processing have complexity higher than that of simple
filtering and have parallelism to some extent. High-level processing includes
intelligent analysis such as cognitive vision. It takes small amount of input data
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extracted from the image signal and generates results of small data size. The
algorithms used at this level are typically very complicated and sequential and thus
software implementation fits better.

Since vision systems handle a lot of data (mostly for the low-level and mid-
level processing), memory and communication architectures are also very
important. The architectures should be designed based on the memory access
patterns (refer to Sect. 7.7 for more discussions on architecture design based on
memory access patterns). Low-level processing involves pixel to pixel transfor-
mation and mid-level processing involves pixel to symbol transformation, while
high-level processing performs reasoning upon symbols without accessing mem-
ory much. Following are various operations typically performed in vision pro-
cessing and the corresponding memory access patterns, which are also
pictorialized by Fig. 7.3 [4].

• Point Operation (PO) gets a source pixel from the memory, processes it to
generate a destination pixel, and writes it back to the memory. Examples that
perform such operations include thresholding and color conversion.

• Local Neighborhood Operation (LNO) reads pixel values in a local area of an
image from the memory, processes it to obtain the pixel value at the center of
the area, and writes it back to the memory. 2D image filtering such as
smoothing is an example.

• Global Operation (GIO) needs to read source pixels in the global area to
generate a destination pixel. Fourier transform is an example, where each point
in the frequency domain is computed based on all values in the spatial domain.

• Statistical Operation (SO) reads source pixels to generate scalar or vector data.
Examples include histogram calculation and Hough transform. Hough trans-
form is a technique used to detect lines or shapes in the image.

• Geometrical Operation (GeO) reads data in the source area/location to generate
data in the destination location. Examples include affine transform and image
transposition.

Fig. 7.2 Characteristics of
three levels of image
processing [3]
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• Recursive Neighborhood Operation (RNO) reads source pixels as well as
previous destination pixels to determine the current destination pixel. Examples
are distance transform and dither transform.

• Object Operation (OO) reads data in a local area and generates scalar or vector
data corresponding to that area. Examples are region growing and connected
component labeling.

7.3 Example: Pedestrian Detection

7.3.1 Detection Flow and Preprocessing

Pedestrian Protection System (PPS) is an active research area aimed at improving
traffic safety. Pedestrian detection is one of the key processes in the PPS and is
typically performed by a general module-based processing. As shown in Fig. 7.4
[5], the module-based processing flow may include six cascaded modules: pre-
processing, foreground segmentation, object classification, verification/refinement,
tracking, and application. The first three modules can be considered as low-level
and mid-level processing, and thus we focus on those three modules since efficient
implementation of them needs architectural consideration of hardware, which is
our main interest in this chapter. The remaining three modules require complicated
algorithms that may not be well parallelized and thus can be better implemented
with software.

Fig. 7.3 Image processing operations and the corresponding memory access patterns [4]
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Among the first three stages, the preprocessing module has simple functions
such as correction of camera distortion and rectification. Camera distortion
includes lens distortion, sensor tilting, and offset from focal axis. Rectification is to
align two corresponding epipolar lines from two stereo images into a straight line
on a common image plane. For this, the epipolar lines on stereo image planes are
rotated into a straight horizontal line on the common image plane. The resulting
rectified pixels are typically obtained through bilinear interpolation. In this section,
we focus more on the second and third stages (foreground segmentation and object
classification) and explain them in the following subsections.

7.3.2 Foreground Segmentation

Foreground segmentation is to extract regions of interest (ROIs) in a frame of
image so that they can be used as inputs to the next vision processing step for
object classification. One primitive way of generating ROIs is through exhausted
scan. In that case, however, huge amount of data will be generated forcing sub-
sequent processing steps consume a lot of time and memory space. The foreground
segmentation step must deselect as many background regions as possible for
efficiency of the subsequent steps for pedestrian detection, whereas it should
collect foreground ROIs if they have any possibility to include a target object,
which may be more important. Figure 7.5 shows (a) an original image (b) only
10 % of the ROIs obtained by exhaustive scan, and (c) extracted ROIs by a more
efficient way. It is not difficult to see the difference in the number of ROIs between
the exhausted search and a smart search at first glance.

Due to foreground segmentation, the amount of computation can be reduced
dramatically. In addition, once classified as having a target object in the previous
video frame, the object can be tracked in order to enhance the accuracy of seg-
mentation. This is a good example to explain how each step of vision processing
affects other steps.

There are many techniques used for foreground segmentation including stereo
vision, laser scanning, optical flow, and combination thereof. Among them, stereo
vision is the most useful technique that can be combined with other techniques to

Fig. 7.4 Module-based pedestrian detection flow [5]
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build a powerful tool for pedestrian detection. It can extract ROIs with perspective
views similar to the behavior of animals with two eyes.

To find ROIs using stereo images, a v-disparity image can be obtained from the
disparity map of two stereo images [6]. Figure 7.5d show the v-disparity image
obtained for the original scene in Fig. 7.5a. In the v-disparity image, abscissas
represent disparity values and ordinates represent row numbers in the original
image. The intensity of a point (x, y) in the v-disparity image represents the
number of points that have the same disparity value x on row y in the disparity
map. Thus the slanted line appearing on the v-disparity image typically represents
the road (horizontal plane) and the vertical lines typically represent obstacles
(vertical planes or ROIs).

Another way of finding ROIs using stereo images (used for extracting depth
information) is to perform road plane fitting directly in the Euclidean space instead
of obtaining the v-disparity image (to avoid inefficiency due to non-linear rela-
tionship between disparity and depth) [7, 8]. Once the road plane fitting is done, a
set of ROIs are obtained by placing boxes sized by pedestrian size constraint (PSC)
at equispaced grid points on the road as shown in Fig. 7.5c.

7.3.3 Object Classification

In the object classification step, machine learning and pattern recognition tech-
niques are used in order to classify the input ROIs into two categories: pedestrian
and non-pedestrian, which is the objective of the entire system. Thus, object
classification is a very important step in a pedestrian detection system. The
objective of classifier itself is to classify input objects into relative categories with
some criteria, which is similar to what human beings do. A classifier generally
works in two phases: training phase for building up the classifier and recognition
phase for the actual use of it. In the former, the classifier is trained with a set of
data to adjust its internal parameters to enhance the accuracy of classification; in
the latter, it is used to make a decision on whether an input data object belongs to a
category or not. This section introduces three classification techniques—support
vector machine, adaptive boosting, and neural network—that are relatively well

Fig. 7.5 Foreground segmentation [5]
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known due to achieving good performance thereby being adopted as classifiers in
the contemporary automobile vision systems.

Support Vector Machine (SVM) invented by Vapnik [9], is one of the most
popular methods for supervised learning. It is popular mainly due to its perfor-
mance. The main idea of SVM is to maximize the margin between classes in order
to increase the capability of separation. Maximizing the margin helps the classifier
not to generate an error. Figure 7.6 shows an example where input data are
grouped into two classes—circles and squares—which should be identified by the
SVM classifier. It is easy to see that (b) has a larger margin than (a), implying that
the SVM classifier represented by the separation line in (b) is more stable than that
in (a). Thus, SVM concentrates on how to maximize the margin between classes.

In order to obtain the maximum margin, mathematical analysis and induction
can be adopted with Lagrange multiplier. However, because this is beyond our
scope, this section just briefly mentions the theoretical view. As shown in Fig. 7.7,
the hyper-plane separating the two classes can be represented by wT x� b ¼ 0,
where x is a vector indicating a point on the hyper-plane, and w is the normal

vector to the hyper-plane. The parameter b= wk k ¼ b
� ffiffiffiffiffiffiffiffiffiffiffiffiffi

wT wð Þ
p

determines the
offset of the hyper-plain from the origin along the normal vector w. The set of
input data points xi belonging to one class (circles) satisfies the constraint given by
wT xi � b� � 1, and the other set of data points xj (squares) satisfies the constraint

given by wT xj � b� � 1. Then the margin is given by 2
� ffiffiffiffiffiffiffiffiffiffiffiffiffi

wT wð Þ
p

, and thus

wk k2¼ wT w is minimize (to maximize the margin) by adjusting w and b in the
training process while satisfying the constraints. The data points on the boundary
of the constraints (i.e., the vectors xk satisfying wT xk � b ¼ �1 or wT xk � b ¼ 1)
are called support vectors; this is the reason why the classifier is called support
vector machine.

Fig. 7.6 SVM classifier
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There are cases where no hyper-plane can divide the space cleanly; some
misclassified points have to be allowed as shown in Fig. 7.7. Also, some points are
allowed to be placed within the margin area. Of course the number of such points
and the degree of misclassification should be minimized. For this, the concept of
soft margin hyper-plane is introduced [10]. The constraints are replace by
wT xi � b� � ð1� fiÞ and wT xj � b�ð1� fjÞ, where fi C 0 represents the
degree of misclassification of data point xi. In this case, w, b, and fi are adjusted to

minimize wk k2þC
P

ifi (the objective function to be minimized takes this form
for mathematical convenience but can take a difference form).

Although the SVM mentioned here divides two classes in a linear manner, non-
linear SVM can also be implemented by doing transformation using a function
;ðxÞ and applying the standard SVM formulation to obtain wT; xð Þ � b ¼ 0.
However, the details are omitted in this section.

AdaBoost, which stands for Adaptive Boosting, was invented by Freund and
Schapire [11]. The main idea is to combine a set of weak classifiers, because
generating a single strong classifier is much more difficult in many cases. In other
words, combining a set of week classifiers is more efficient in terms of training effort
and accuracy enhancement. However, there also occur some complicated issues
such as diversity problem among the classifiers. AdaBoost focuses on the input set
on which a classifier made a wrong decision, and gives a higher weight to it when a
new classifier is generated so that it can recover from the failure of the previous
classifier. Figure 7.8 depicts an overview of this mechanism including three training

Fig. 7.7 Maximum-margin hyper-plane
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steps and one evaluation step. Given a set D1 of data as shown in Fig. 7.8a with
circles and squares, the objective is to divide them into two classes, one for circles
and the other for squares. White region represents the class of circles, while shaded
region represents that of squares. In the first training step, the left part of D1 is
separated by the h1 classifier, which results in three errors for the circles filled up
with black. In order to recover from this failure, the weights of those data points are
increased to obtain a new set D2 and a new classifier h2 is generated as shown in
Fig. 7.8b. Due to the increased weights, h2 may better classify those points. How-
ever, it also generates three new errors for the squares filled up with black. In the
same way as the previous process, the weights of the data points corresponding to
the three new errors are adjusted in D3 so that they can be classified correctly in the
next step. Finally, a new classifier h3 is generated from D3 as shown in Fig. 7.8c. The
total combination of the three classifiers is shown in Fig. 7.8d, in which each
classifier has its own weight. The classifier-weight is determined based on the ratio
of the amount of correct classification to that of incorrect classification achieved by
the classifier. The calculation of the amount of correct/incorrect classification also
considers the weight of each data point. Thus, if a classifier correctly classifies more
data points with higher weights, then it gets larger classifier-weight.

Neural network has been created with the intension of mimicking the mechanism
of learning and calculation in a human brain. Due to the non-linear separable
property as well as the highly parallelizable structure, it has been adopted as one of
the most popular classifiers in the area of pattern recognition and classification.
Many variations of neural networks have been invented from traditional multi-layer

Fig. 7.8 AdaBoost classifier
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perceptron (MLP) to convolution neural networks (CNN), motivated by the visual
cortex of human. Even, a spiking neural network can be built following actual
communications of neurons by modeling biological electric signals [12].

In the aspect of vision systems, neural networks can also be used as a classifier
that decides whether an object is a person/vehicle or not. Multi-layer perceptron, a
typical neural network, is shown in Fig. 7.9a, which has three layers: an input
layer, an output layer, and a hidden layer. Each layer is composed of conceptual
building blocks called a neuron that are represented as a circle in (a); it models
biological neurons that are connected with each other with dendrites and synapses
as shown in (b), where neuron y receives electric signals from previous neurons x1,
x2, … xn. Each signal line has a weight value to reflect the significance of it. The
model of neuron y calculates the weighted sum of those signals, and if it is bigger
than given threshold value b, the output is set to one by the transfer function shown
in Fig. 7.9b. However, various transfer functions such as sigmoid, linear, Gaussian
function can be used. The characteristics of a neural network are determined by
how to combine neurons, select transfer functions, and adjust weight values.
Similar to SVM and Adaboost, the weights of neurons are adjusted in response to
the input training data so that the neural network can properly recognize objects.

7.3.4 Post Processing

Post processing is composed of verification/refinement and tracking. Although
these steps do not affect the quality of the entire vision system that much, com-
pared with the previous steps, they still have some influence on it. As mentions in

Fig. 7.9 A neural network in the form of multi-layer perceptron and a perceptron model of a
neuron
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Sect. 7.2, they are typically based on control intensive algorithms and fit well with
software implementations. Since just conventional processors with super-scalar or
VLIW architecture are in general good enough to execute them, this subsection
provides only a brief explanation of what is done in those steps. In the verification/
refinement step, the judgments made in the object classification step are inspected
again to prevent false positive and true negative with some criteria. Examples of
the criteria include vertical to horizontal length ratio of walking people or the
height of people relative to the distance from camera. Refer to [5] for other
techniques. In case of tracking, the object is monitored over time in order to
predict future positions and help extracting ROIs in an early processing step for
segmentation.

So far, we have overviewed each processing step for pedestrian detection as an
example of vision system. In the following sections, hardware architectures for the
implementation of those processes are introduced, which include commercial off-
the-shelf (COTS) machines, specific hardware such as ASIC, and architectures
based on biological recognition as peculiar approaches.

7.4 Comparison of COTS Architectures

Ranft et al. [13] studied vision-processing systems having a stereo camera, covering
steps from preprocessing to foreground segmentation mentioned in the previous
section. They adopted COTS devices including X86-compatible CPU, Tilera many-
core, and Nvidia GPU in order to show that COTS devices have performance good
enough to run the vision applications at reasonable power consumption. First, they
tried two kinds of X86-compatible CPU: two Intel Xeon X5660 with six-cores and
four AMD Opteron 6172 with twelve-cores. Thus they have in total 12 and
48 cores, respectively. The architectures have multi-level caches and can execute
SIMD instructions. They also support multi-threading based on parallel program-
ming models such as Pthread and OpenMP. The second case they tried is a many-
core system that has a TILEPro64 processor with 64 cores made by Tilera. Fig-
ure 7.10 shows the cores connected by a network-on-chip with mesh topology;
external memory controllers are placed at the top and bottom; other peripherals
such as Ethernet interface, serial interface, and PCIe interface are placed on the left
and right side. It also supports Pthread and OpenMP. The last architecture used for
the comparison is NVidia GeForce GTX 470, a GPU that supports CUDA pro-
gramming model. It has 14 streaming multi-processors (SMs), each of which has
32 CUDA cores, a register file, caches, and a shared memory as shown in Fig. 7.11
(two SMs are disabled in GeForce GTX 470).

With those architectures, the comparison of performance and power con-
sumption was conducted for disparity map generation as well as motion estima-
tion. Major processing steps include camera undistortion and rectification (see
Sect. 7.3.1), cropping and scaling, Difference of Gaussian (DoG) preprocessing,
block matching for calculating disparity and static scene optical flow (SSOF)
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estimation, and consistency and texturedness filtering. Those processing steps take
1344 9 391 stereo images as the input. Figure 7.12 shows overall processing steps
where each step has one or more groups of threads for parallel processing, and the
results are kept in concurrent queues in between steps. Figure 7.13a depicts
example images after cropping (top) and DoG pre-processing (bottom); the DoG
pre-processing is for removing variability in brightness by subtracting Gaussian
blur from the original image. Over the pre-processed images, block matching is
applied to obtain disparity map and SSOF. Sum of absolute differences (SAD) is
the most popular operation used for block matching. The disparity map is obtained
by applying block matching between left image and right image and the SSOF
(bottom) is obtained by applying block matching between new image and old
image. The consistency and texturedness filtering is to calculate the confidence
level of the results by checking consistency of the results in the two images and
also by checking texturedness to see if there is a large homogeneous region where
SAD operations do not work well. Figure 7.13b shows the corresponding disparity
map (top) and the SSOF (bottom) obtained by the overall system. Here, brightness
encodes the confidence.

Fig. 7.10 Tilera TILEPro64 processor [20]
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Fig. 7.11 Nvidia GPU Fermi architecture [21]

Fig. 7.12 Processing steps [13]

Fig. 7.13 Vision processing. a Image after cropping (top) and DoG pre-processing (bottom).
b Results of disparity (top) and SSOF (bottom) [13]
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The performance of those systems in undistortion and rectification, pre-pro-
cessing, and raw block matching steps is shown in Fig. 7.14 where ordinate is for
latency in milliseconds and abscissa is for number of used cores. The graph shows
that GeForce GTX 470 gives the best performance, which is explained by the fact
that the implemented steps are for low-level processing with a lot of data paral-
lelism (refer to Sect. 7.2), which enables GPU (it actually has 448 CUDA cores in
14 SMs) to achieve the best performance. X86 compatible CPUs (Dual-Xeon and
Quad-Opteron) outperforms TILEPro64 due to their SIMD capability for data
parallelism, which is not in TILEPro64. Dual-Xeon processor outperforms Quad-
Opteron for raw block matching due to the additional SIMD instructions supported
by Xeon. In terms of energy consumption, GeForce GTX 470 and TILEPro64
performs better than Dual-Xeon and Quad-Opteron.

Another comparison among Intel Xeon E5405, Nvidia Tesla C1060 GPU, and
Xilinx Virtex-5 LX330 FPGA was made for a vision system [14]. As shown in
Fig. 7.15, FPGA is regarded as the best choice in the aspect of performance for
unit power and area, although it is inferior to other devices in terms of flexibility
and reusability. It is interesting to see that, as the frame size of vision processing
increases, only GPU shows rapid increase in performance for unit cost, power, and
area.

Fig. 7.14 Single steps’ processing time about number of cores used [13]
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7.5 More on GPU

As shown in the previous section, GPU provides a good opportunity in the design
of a vision system. This section investigates more on the use of GPU for pedestrian
detection based on histogram of oriented gradients (HoG) and SVM classifier
(refer to Sect. 7.3.3). HoG is a popular feature descriptor used for object detection
in a vision system [15]. Figure 7.16a shows how HoG feature vector is generated.
Briefly speaking, after dividing a detection window (each ROI can be considered
as a detection window) into overlapped blocks consisting of multiple cells, HoG is
obtained by calculating gradients of each pixel in a cell along specific directions
and building a histogram for each cell through orientation binning. To reduce the
effect of varying illumination and shadowing across cells, the HoG values are
normalized within a block. Then the normalized histogram of each cell becomes a
building block for the HoG feature of the entire detection window. The histogram
of an overlapped cell can contribute to the feature multiple times but with different
normalizations. Thus, the feature vector of the detection window is made by
collecting HoGs for all the cells as shown at the bottom of Fig. 7.16a. The vector is
used for classifying the image into pedestrian or non-pedestrian group by using
SVM. The collected set of HoG data has useful information about the image
including the distribution of local intensity gradients and edge directions. SVM
classifier takes the information as a feature to discriminate a pedestrian from
others. Figure 7.16b shows the overall process of construction of HoG data and
classification by SVM.

The tasks for generating HoG data and classifying by SVM have data-paral-
lelism that can be utilized by GPU. For example, the HoG operation belongs to
low-level processing mainly for pixel-level computing as mentioned in Sect. 7.2.
Classifying an object with trained SVM is mainly conducted by inner product
operations. Now, let’s see how we can implement the system on a GPU. The ROI
image from a camera is first sent to the global memory of the GPU so that the
gradient value of each pixel can be calculated by a GPU thread. The threads are
allocated as shown in Fig. 7.17a (note that Block(i, j) in the figure represents a

Fig. 7.15 Comparison among CPU, GPU, and FPGA [14]. a Performance per USS.
b Performance per watt. c Performance per mm2
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GPU block), where the gradient data computed by each thread is stored into a
space of the shared memory such that multiple threads can access the data. All the
processing is done in a parallel manner. Similarly, the histogram for a cell is
calculated by multiple threads as shown in Fig. 7.17b. In case of a cell containing
8 9 8 pixels, 64 threads per cell co-work to build a histogram. To normalize the
histograms within a block, the threads in a HoG block are mapped to a GPU block
because the threads belonging to the same GPU block can communicate fast with
each other through data shared among them. If a block consists of four cells and
each cell has a histogram having nine bins, 9 9 4 threads are used in the histogram
normalization step, since the threads can concurrently operate on the bins with
synchronization and locking method.

In the training phase of SVM, the parallelism in the algorithm may not be
sufficient for full utilization of the GPU. However, the classifying phase contains
plenty of parallel executions. The classifying phase can be divided into two steps:
computation of inner products of the coefficient vector of SVM and the HOG
vector of entire ROI and the reduction of the inner products. The inner product is
calculated by multiple threads that generate product values from SVM coefficients

Fig. 7.16 Overview of HoG feature and SVM classification [15]
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Fig. 7.17 Generating HoG data using GPU. a Gradient and b Histogram computation
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and HoG values as shown in Fig. 7.18a. Then data reduction (summation) is done
over the set of products in order to get the final value for decision as shown in
Fig. 7.18b, where the number of data is reduced to a half every step, and in each
step, synchronization operations are also executed in order to align the processing
status of all the threads.

As a result, the performance improvement obtained by using GPU (GTX 560Ti)
was 13 times compared to CPU (Core i7@3.2 GHz) only implementation.
Figure 7.19 shows original images from a camera and the human detection results.
The detection with HoG and SVM using the GPU processed 36.5 fps on average,
while the CPU achieved 2.8 fps.

When using a GPU, a real-time issue can be raised. Because GPU architecture
is concentrated on throughput-bound applications, it may not be a good choice for
handling the real-time properties in automobile vision system, which was

Fig. 7.18 SVM calculation using GPU. a Inner product for SVM classification. b Data reduction
of product values
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mentioned in Sect. 7.1. Even if a real-time operation system (OS) is used, it is hard
to control timing when GPU is involved, since it is not a system programmable
device, and even the GPU driver is treated as a black box. The OS cannot directly
schedule or control the execution of threads in a GPU; preemtive scheduling is not
allowed. There have been attempts to overcome this issue. The approach in [1], for
example, groups all GPU-using tasks into a container that models a logical pro-
cessor. The tasks in the container are then scheduled in first-in-first-out (FIFO)
order so that there will be no contention among multiple tasks. Some GPU-using
tasks may also require CPU execution time, during which the GPU will be in idle
state. To better utilize the GPU by allowing other GPU-using tasks to exploit the
idle time, the GPU is treated as a shared resource protected by a real-time mutex.

7.6 Comparison of VLIW and COTS Architecture

There is another research that compares VLIW, FPGA, and COTS architectures
for a vision system calculating disparity map for stereo vision with video size of
VGA (640 9 480) [2]. As the COTS architectures, three GPU architectures and
AMD Opteron CPU having 2.8 Ghz frequency have been selected. The three GPU
architectures include Nvidia Quadro FX5600, GeForce 7900 GTX, and GeForce
8800 Ultra. As the FPGA, Xilinx Virtex-5 has been selected. As the VLIW

Fig. 7.19 Results of a GPU-based human detection system
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architecture, the authors have designed a generic VLIW architecture with vision-
specific customized features such as scalable control/data-paths, a basic media
instruction set architecture, and a flexible register file structure. The VLIW pro-
cessor is based on a vector unit (VU) that can be replicated to increase the number
of parallel executable instructions. Figure 7.20 illustrates the pipeline structure of
a VU. In a VU, using identical functional units (FUs) also helps to enhance
instruction parallelism, which can magnify the speed of the rank transformation
and the semi-global-matching algorithm as explained in the following paragraph.

The architectures mentioned above are compared in terms of performance of
computing disparity map, which is an essential component in stereo vision pro-
cessing. The comparison takes the rank transform and the semi-global matching
method, which are known to be very efficient for disparity computation. The
processing steps are shown in Fig. 7.21, where rank transformations are applied to
the two stereo images, left and right, in the first stage. Rank transformation for a

pixel p ¼ px; py

� �T
is given by

R pð Þ ¼ p0 2 A pð ÞjI p0ð Þ\I pð Þf gk k; ð7:1Þ

where A(p) is the set of pixels in the neighborhood of p and I(p) is the intensity of
p. It helps alleviate the effect of different background scenes (from the two images)
at the boundary of the same object. It also removes the effect of differences in the
gain and bias of the two cameras (note that DoG can also be used to remove bias in
the intensity or brightness as explained in Sect. 7.4).

Fig. 7.20 Pipeline structure of a vector unit that can be replicated to build a VLIW architecture
[2]
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Stereo matching based on semi-global matching is performed on the results of
rank transformation. The matching cost for pixel p and disparity d can be given by

C p; dð Þ ¼ Rl x; yð Þ � Rr x� d; yð Þj j ð7:2Þ

Semi-global matching, however, uses the concept of path cost, which is
recursively calculated by

Lr p; dð Þ ¼ C p; dð Þ þmin

Lr p� r; dð Þ; Lr p� r; d � 1ð Þ
þP1; Lr p� r; d þ 1ð Þ

þP1;min
i

Lr p� r; ið Þ þ P2

2

664

3

775�min
l

Lr p� r; lð Þ

ð7:3Þ

where r is a vector indicating a path such that p-r represents a previous pixel in
that direction. Multiple paths are considered to cover the 2D image as shown in
Fig. 7.22. The second term adds the path cost along r, while considering a small
change or discontinuity in disparity. P1 and P2 are penalties for the small change
and discontinuity, respectively. The last term is just to prevent the cost from
increasing too much along the path due to adding the second term. Then disparity
values are obtained by mindS p; dð Þ, where S p; dð Þ ¼

P
r Lr p; dð Þ. Finally, as

shown in Fig. 7.21, left/right check is performed to see if the result based on the
left image is the same as (or different by only one pixel from) that on the right
image and thus to ensure that the disparity value is valid. Figure 7.23b shows the
disparity map obtained from the input image in (a), where brighter points in (b)
have higher disparity values (closer).

The processing steps in Fig. 7.21 require 3,093 basic operations per pixel, for
9 9 9 rank kernel, 64 pixel disparity range, and 4 paths, and thus require about one
billion operations per pair of VGA (640 9 480) images. For those operations,
AMD Opteron with SIMD takes 1.8 s to process a 450 9 375 image. Table 7.1
compares the performance of various architectures. Virtex-5 FPGA shows the best
performance of 66–167 fps, while the next best one is VLIW architecture that can
execute rank transformation (RT) and semi-global matching (SGM) with 30 fps at
400 MHz clock frequency. Nvidia GPU and AMD Opteron CPU show lower

Fig. 7.21 Disparity calculation with rank transformation and semi-global matching [2]
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performance. Note, however, that the comparison was not conducted under the
same condition. For example, the GPUs used smaller image sizes but 8 paths for
SGM; they used different matching cost functions including Birchfield and Tomasi
(BT), absolute difference (AD), and hierarchical mutual information (HMI).

Fig. 7.22 Possible path orientations for eight and four paths [2]

Fig. 7.23 Input image and disparity map [2]

Table 7.1 Performance comparison among different architectures for stereo matching [2]

Architecture Frame size (Disp.
range)

Performance
(fps@MHz)

Algorithm

Generic VLIW 640 9 480 (64) 30 fps@400 MHz RT&SGM(4x)
Nvidia Quadro FX5600 450 9 375 (64) 5.85 fps BT&SGM(8x)
Nvidia GeForce 7900 GTX 320 9 240 (64) 8 fps AD&SGM(8x)
Nvidia GeForce 8800 Ultra 320 9 240 (64) 13 fps HMI&SGM(8x)
AMD Opteron 450 9 375 (64) 0.56 fps@2.8 GHz SGM
Virtex-5-FPGA 640 9 480 (64) 66–167 fps@133 MHz RT&SGM(4x)
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7.7 Memory/Bus Requirement

So far, vision systems have been looked into from the viewpoint of computation,
considering that they require huge amount of computation (e.g., as mentioned in
the previous example, stereo matching requires about one billion operations to
compute disparity map for 640 9 480 images). Many researches have also con-
centrated only on computation to improve the overall performance. However,
memory and bus subsystems are also very important to achieve real-time perfor-
mance for automobile vision system.

Let’s take the example of calculating disparity map for stereo images in
Sect. 7.6 to see how much memory and bus bandwidths are required in a typical
stereo vision system. Suppose the system has 64 disparity range for eight paths for
semi-global matching and thus one pixel generates 64 matching cost values. The
work in [16] tried to reduce memory footprint for semi-global matching and
enhance system performance. Their algorithm requires the memory size of
w� h� 18þ 3� w� dmax þ dmax, where w and h are width and height of the
image respectively, and dmax is disparity range. VGA gray stereo image with 64
disparity claims about 5.7 MBytes (640 9 480 9 18 + 3 9 640 9 64 + 64). It
is not difficult to guess that the requirement of memory and bandwidth increases
dramatically when high resolution image is required and the entire automobile
vision processing is considered (see Fig. 7.24).

Table 7.2 shows that the cache memory size of popular up-to-date embedded
processors is much smaller than the memory requirement estimated above for
stereo vision. Without any architectural support, the system performance will be
degraded significantly due to frequent memory spill. Considering that an auto-
mobile vision system should operate as a real-time system and 30 fps is commonly
required, such degradation of performance can be critical. In case of bus sub-
system, total required bandwidth is roughly 30 (fps) 9 14 (Mbits) 9 64 (disparity
range) 9 2 (read and write) = 53.8 Gbps. A typical 64 bit bus matrix must
operate at clock frequency higher than 800 MHz to satisfy the required bandwidth.
This example ignores any contention among IP blocks and considers only disparity
map calculation, and thus the real situation would get much worse. Therefore, both
bus and memory sub-system must be managed together with computation in order
to achieve real-time performance required for automobile vision system.

7.8 Vision Processors

Because computer vision involves considerable amount of computation compared
with other applications, it is challenging to achieve its real-time requirement.
There have been many researches for decades in order to overcome the challenges.
Most of them focus on low level processing for data parallelism as mentioned in
Sect. 7.2, because a typical vision system has huge amount of data to process and
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thus requires massively parallel processing. This section introduces two such
researches together with the architectures proposed by them.

IMAP-CE, an implementation of IMAP architecture, was designed as highly
parallel SIMD architecture in order to utilize the parallelism of vision processing
[4]. As shown in Fig. 7.25, the overall architecture is composed of a control
processor (CP) and an array of 128 PEs. The array has 16 PE groups, each of
which has eight PE units. CP is a 16-bit RISC that has a 6-stage pipeline, 32 KB
instruction cache, and 2 KB data cache. Each PE has 4-way VLIW architecture
based on 8-bit RISC that supports 3-stage pipeline, 24 general-purpose registers
with 8-bit width, an 8-bit ALU, an 8 9 8-bit multiplier, a load-store unit (LSU), a
reduction unit (RDU) for communication with CP, and a communication unit
between PEs. Each PE is attached to a locally addressable 2 KB on-chip RAM

Fig. 7.24 SGM for VGA image. a Display image resolution. b Positioning of semi-global
matching in the detection processing

Table 7.2 Cache size of embedded processors

ARM11 ARM
Cortex-A8

ARM
Cortex-A9

Qualcomm
Scorpion

Qualcomm Krait

L1 cache Varying,
typically
16 + 16 kB

32 + 32 kB 32 + 32 kB 32 + 32 kB 16 + 16 kB 4-way
set associative

L2 cache Varying,
typically
none

512 kB 1 MB 256 kB (Single-
core)

1 MB 8-way set
associative
(Dual-core)

512 kB (Dual-
core)

2 MB (Quad-core)
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(IMEM: internal memory) for data caching and can communicate with other PEs
through a bus in a ring topology, thus named as integrated memory array processor
(IMAP). It also has an external interface (EXTIF) containing DMA block to
transfer data between IMEM and EMEM (external memory). The chip was fab-
ricated using 0.18 um CMOS process with 11 9 11 mm2 die area containing
32.7 M transistors and consumed average power of about 2 W.

Figure 7.26 shows an example of processing image data on IMAP, where each
column corresponds to a local memory of each PE and thus each row of the

Fig. 7.25 IMAP-CE block diagram and die-photo [4]

Fig. 7.26 IMAP working model [4]
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column corresponds to an address of the local memory. The example assumes that
the image width is the same as the number of PEs so that each PE can process one
pixel on a horizontal line of the image (each local memory stores the source and
destination pixel data). The dotted line in the figure is called pixel-updating line
(PUL), which represents the set of pixels processed in parallel. As explained in
Sect. 7.2, the low-level processing for computer vision involves pixel operations
that can be grouped into Point Operation (PO), Local Neighborhood Operation
(LNO), Global Operation (GIO), Statistical Operation (SO), Geometrical Opera-
tion (GeO), Recursive Neighborhood Operation (RNO), and Object Operation
(OO). IMAP can effectively manage such pixel operations with the notion of PUL
including row-wise PUL, row-systolic PUL, slant-systolic PUL, and autonomous
PUL as shown in Fig. 7.27. The experimental result in Fig. 7.28 shows that IMAP-
CE operating at 100 MHz is about three times faster than Intel P4 general purpose
processor operating at 2.4 GHz clock frequency. This comparison was conducted
under 128 9 240 source image with 8 bits per pixel.

Another architecture proposed in [17] is based on multi-SIMD, which exploits
the parallelism in vision processing using SIMD arrays. As shown in Fig. 7.29, the
architecture consists of two SIMD modules sharing a memory; one consists of a
two-dimensional (2D) array of 16 9 16 PEs and the other has an one-dimensional
(1D) array of 16 PEs. There are also separate communication channels between
those two modules and an external CPU. The 1D SIMD module calculates column
or row data of an image in parallel, while the 2D SIMD module computes 2D pixel
data of the image in parallel. The PEs in the 2D SIMD module are connected in a
mesh topology, and thus each PE can communicate with four neighboring PEs.

Fig. 7.27 Correspondence between pixel operation groups and parallelizing techniques [4]
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Although 1D SIMD modules cannot communicate with its neighbor, they are
designed to control longer data words. This architecture supports summation and
broadcast; the former is to accumulate data using the 2D SIMD and send the result
to the 1D SIMD; the latter is to distribute the data treated by the 1D SIMD into the
2D SIMD. Through this method, the Multi-SIMD architecture can execute com-
plicated operations, which conventional SIMD architecture cannot do easily. In
case of shared memory, the architecture has four access patterns: 2D pixel access
from the 2D module, 1D column access from the 1D module, 1D row access from

Fig. 7.28 Performance compared with 2.4 GHz Intel P4 [4]

Fig. 7.29 Conceptual Image of Multi-SIMD [17]
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the 1D module, and 0D sequential access from the external CPU. Figure 7.30
shows the data path of the proposed architecture. Both 1D and 2D SIMD modules
can execute two-stage pipeline, while the summation logic has three-stage pipeline
paths. The shard memory consists of 16 9 16 memory elements, each of which
can store 4 Kbits and perform 8-bit access at once. Each PE of the 2D module is
composed of 8-bit general-purpose registers, 1-bit flag registers, an adder, a sub-
tractor, a 1-bit shifter, and a bitwise logical operation unit. Each PE in the 1D
module has 16-bit registers, an adder, a subtractor, a multiplier, and a bitwise
logical operation unit. Each summation unit is implemented with tree-structured
adders.

7.9 Yet Another Approach

In the aspect of conventional computation, it is true that computer vision has been
regarded as a difficult area even until these days. However, biological systems such
as human brain not only achieve miraculous recognition ratio compared with
artificial vision systems, but also recognize complex objects instantly. Simply,
they are accurate and fast; they even consume very low power. With this obser-
vation, some researches have focused on a direction to mimic what human brain
does. Figure 7.31 shows a visual cortex system and its building block, neuron, of a
human brain. As illustrated in Sect. 7.3.3, a neuron consists of neuron cell body,
dendrites, and axon. Each neuron connects to other neurons through a synapse that
is a junction between a dendrite and an axon tip with a tiny gap. Visual recognition
in the brain involves two parts called the dorsal stream and the ventral stream. The
dorsal stream is associated with motion, object locations, and control of the eyes,
while the ventral stream is concerned with object recognition and representation.

Fig. 7.30 Data path of the vision processor [17]
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The research presented in [18] suggested a brain-inspired architecture called
digital neurosynaptic core that achieves real-time response, low power consump-
tion, and compact chip size. The chip has 256 integrate-and-fire neurons, 1,024
axons, and a 1,024 9 256 SRAM crossbar memory for synapses to connect neu-
rons, while keeping flexibility to configure in terms of neuron parameter, axon
types, and synapse states. The research also suggested an abstract neural

Fig. 7.31 Visual cortex and neurons of human brain

Fig. 7.32 Neurosynaptic core architecture and its implementation [18]
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programming model to execute applications in the area of control system, classi-
fication, and computer vision. As shown in Fig. 7.32a, axons are modeled by rows
while dendrites are modeled by columns; synapses are modeled by row-column
junction points; neurons illustrated as circles in the bottom receive signals from the
dendrites. Figure 7.32b shows a snapshot of operation right after the firing of axon
3, which activates the corresponding row wire. The row has three synapses rep-
resented by circles, and thus N1, N3, and NM are eventually updated. Figure 7.32c
shows the photo of the neurosynapic core implemented on a 2 9 3 mm die and the
test board.

Figure 7.33 shows an autonomous virtual robot driver application using the
neurosynaptic core, where the chip receives input data from scenery and generates
commands to move the robot as an action of the driver. For simplicity, the scenery
inputs in the virtual environment are generated in the host machine (Fig. 7.33a).
512 feature data extracted from the current scene are mapped to the 1,024 axons
(half excitatory and half inhibitory), and then neurons produce spiking outputs
(sensory layer in Fig. 7.33b). Then the motor command processing block collects
the outputs and steers the robot toward left or right. The top of Fig. 7.33c shows
spike activity of neurons during driving; the bottom depicts average distance from
the center of the driving track.

Another application using the neurosynaptic core is to recognize a handwritten
numeric digit composed of 22 9 22 pixel units. It uses Restricted Boltzmann
Machine (RBM) as the classifier in order to recognize digit numbers. Using 256
hidden units, each pixel unit is mapped to two axons: excitatory and inhibitory.
Figure 7.34 depicts that (a) the digit value is recognized as three by the neuro-
synaptic core using 968 axons and 256 neurons, and (b) the average accuracy for
digit recognition is 89 %. Actually, it achieved 94 % accuracy when classifying
10,000 images provided by MNIST dataset [19].

Fig. 7.33 Application for autonomous virtual robot driver [18]

7 SoC Architecture for Automobile Vision System 193



7.10 Conclusions

In an Advanced Driver Assistance System (ADAS), vision is one of the most
important key technologies, because most important information that is necessary
when driving a car can be generated from visible scenes such as pedestrians,
vehicles, lanes, traffic signs, etc. Since automobile vision systems are directly
coupled with human safety, its design has stringent requirements on various con-
straints such as high accuracy, real-time performance, low power, area, etc. The
challenges are doubled because of huge amount of data to compute and transfer.

In summary, this chapter has presented key characteristics of vision systems
and the architectural considerations for them. It has taken pedestrian detection as
an example for the application and reviewed the processing steps comprising the
detection flow including preprocessing, foreground segmentation, object classifi-
cation, verification, and tracking. Several system architectures for implementing
the vision-processing steps have been introduced. They include conventional
COTS machines, vision-specific architectures, and even a human-brain-inspired
system. Those architectures have been studied mostly to overcome the problem of
huge amount of computation required to realize high accuracy as well as real-time
property. However, it should be pointed out that bus and memory subsystems for
communication and storage are also important to further enhance the performance
of such systems.
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Chapter 8
Hardware Accelerator for Feature Point
Detection and Matching

Jun-Seok Park and Lee-Sup Kim

Abstract Recently, many vehicle manufacturers have adopted a vision processing
based driver assistance system (DAS) for safety. Since vehicles cannot allow any
crash or collision even when running very fast, all vision algorithms should be
operated in real-time without any error. Since many algorithms such as object
recognition/tracking, image matching, and simultaneous localization and mapping
(SLAM) are based on the interest point detection and matching algorithm, interest
point detection and matching algorithms should be accelerated to provide result
data for overall vision system in real-time. However, they are one of the most
compute-intensive operations in DAS and even the state-of-the-art hardwired
accelerators hardly achieve 60 frames per second (fps) only in VGA resolution
(640 9 480). They suffer from tremendous hardware overhead because they are
implemented based on heterogeneous many-core system. To overcome these
limitations, we aims to implement hardware which achieve more than 90 frames
per second in full HD resolution (1080p) only with 30 % of logic gates compared
to the state-of-the-art object recognition processors. In this chapter, we introduces
three techniques to design this hardware : (1) Joint algorithm-architecture opti-
mizations for exploiting bit-level parallelism, (2) A low-power unified hardware
platform for interest point detection and matching, and (3) scalable hardware
architecture.
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8.1 Introduction to Interest Point Detection and Matching
Hardware

Compute-intensive vision algorithms and applications are widely studied to
improve robustness and operation speed. At the same time, people are becoming
more familiar with mobile devices, which have three major features: (1) integrated
camera, (2) various embedded vision algorithms according to the enhancement in
process technology, and (3) easiness of implementing vision applications based on
programmable hardware. As the demand for high-quality visual contents process-
ing on mobile devices increases, computer vision algorithms such as face detection
and augmented reality (AR) become essential in order to design instinctive human
interactive solution. There are several complex vision algorithms focused on
mobile environment, such as marker-less AR, object recognition and object
tracking introduced for mobile devices [1, 2].

Recently, vision algorithms and applications have been further applied and
embedded in vehicles, as well as mobile devices. Many vehicle manufacturers
have adopted a driver assistance system (DAS) based on vision algorithms for
safety [3, 4]. Since vehicles cannot allow any crash or collision, accurate distance
between the vehicle and other obstacles should be calculated correctly in real-time
even when running very fast. However, 3D depth estimation and object (other
vehicles or obstacles) detection are one of the most complex vision algorithms.

Although the high-end PC platform includes large amount of computing
resources, running complex vision algorithms on PC platform in real-time is dif-
ficult. Thus, accuracy/performance loss is inevitable on embedded environment
because of limitations of embedded systems such as implementation area and
battery lifetime. Many researchers tried to accelerate various vision algorithms by
implementing hardwired logics. Interest point detection and matching are basic
and one of the most compute-intensive operations in general vision tasks such as
object recognition/tracking, image matching/stitching, and simultaneous locali-
zation and mapping (SLAM). Object recognition based on scale invariant feature
transform (SIFT) is stable and robust from various noises, so it is widely used to
extract and match feature points. However, real-time processing is difficult
because of tremendous amounts of computations [5]. Many object recognition
processors are proposed to resolve this problem [6, 7], but they achieve real-time
performance (60 frames per second (fps)) only in VGA resolution (640 9 480). In
this work, features from accelerated segment test (FAST) [8] and binary robust
independent elementary features (BRIEF) algorithms [9] are used for interest point
detection and matching respectively as shown in Fig. 8.1. These two algorithms
are widely used because they achieve better performance than SIFT in general.
Although these algorithms can completely replace SIFT with good performance
and robustness [2], they are optimized more for PC platform. For example, the
decision tree in FAST is not appropriate for mobile environment, because the
decision tree requires large on-chip memory resources. Furthermore, it requires
many branch (sequential) operations while degrading processing performance.

198 J.-S. Park and L.-S. Kim



To meet the requirement of modern vision based DAS, a practical solution for
real-time processing of vision tasks with high-resolution video stream should be
designed. In [10], we proposed an interest point detector, which accelerates the
segment test of FAST. The system is implemented as a small IP with joint algo-
rithm-architecture optimization techniques in order to exploit bit-level parallelism.
It has 89 higher throughput than state-of-the-art object recognition processors
which are implemented based on many-core system [6, 7]. Furthermore, the uni-
fied hardware platform for interest point detection and matching is proposed to
improve area-efficiency and workload balancing.

8.2 Interest Point Detection Hardware with Joint
Algorithm-Architecture Optimization

Since many algorithms are optimized in PC platform not in dedicated hardware, it
is hard to guarantee that an algorithm, which operates well in PC platform, can be
implemented in hardware efficiently. To implement it in hardware, designer should

Fig. 8.1 General recognition process based on feature detection and matching
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consider about parallelism and some overhead factors such as area and power and
modify it. In this chapter, we introduce interest point detection and matching
algorithm and hardware accelerators. Then, we introduce interest point detection
hardware which is optimized by joint algorithm-architecture optimization process.

8.2.1 Introduction to Algorithm

8.2.1.1 Interest Point Detection Algorithm

Interest points are sparsely distributed but extracted repeatedly on 2D images of an
object. For example, if you have some pictures taken a book, each corner of the
book would be an interest point. Since corners of the book are detected repeatedly
with a plurality of images and these points represent the book, it is possible to
express a large image of the object using very little data for interest points. In
general, the number of interest point is less than 1 % of the number of the whole
pixels on the image.

SIFT is one of the most popular interest point detectors [5]. Scale invariance is
guaranteed in SIFT by convolving the image with a Difference of Gaussian (DoG)
kernel at multiple scales. SIFT uses a DoG kernel instead of a Laplacian of a
Gaussian (LoG) kernel because DoG is a good approximation of LoG and much
faster.

A feature (interest point) in SIFT is defined as a local maximum or minimum of
DoG that occurs in multiple scales of images. Because it is a blob detector, the
each feature point is not located on the edge or corner of an object in general. This
is done by comparing each pixel in the DoG images with its 26 neighbors (eight at
the same scale, two sets of nine neighbor pixels in upper and lower scales).
Because features are extracted from multiple scales of images, feature is scale-
invariant. Furthermore, since high-frequency noise is removed during image
scaling, it is robust to noise. To make a rotation invariant feature, the descriptor of
an interest point is recorded according to the direction of the signal which has
maximum intensity.

The extracted SIFT feature is accurate, stable, and scale-/rotation-invariant.
However, it requires data-intensive operations because the number of Gaussian
convolved images are much more than the other interest point detectors. Obtaining
local maximum or minimum also has heavy computational overhead by the same
reason.

Speed up robust features (SURF) is an enhanced feature extraction algorithm in
terms of processing speed compared to SIFT [11]. It uses box filters and utilizes a
fast Hessian operator to approximate the Hessian-Laplace detector. Since box
filters are computed by a few add and subtract operations based on integral image,
it is faster than the SIFT feature detector which is based on Gaussian convolution
operations. Although fast Hessian requires integral images which demand extra
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storage and computation, it achieves over 39 of performance gain compared to
DoG.

Edward Rosten proposes a novel interest point detection method, FAST [8].
The segment test of FAST criterion operates as shown in Fig. 8.1. It requires a
circle of 16 pixels around the corner candidate pixel p with intensity Ip. The status
of each pixel on the circle is determined as white, black, or gray. The white, black,
and gray states mean that the target pixel is brighter than Ip + threshold t, darker
than Ip – t, and otherwise, respectively. The segment test determines p as a corner
when a set of n consecutive pixels with all white or all black states exists on the
circle. Rosten uses an optimized decision tree trained by ID3 algorithm to increase
performance of the detector in a CPU-based system.

According to Rosten et al. [8], FAST-9 (FAST with n = 9) is the best in terms
of processing speed and repeatability among various feature detectors such as
Harris, SUSAN, or DoG. Furthermore, FAST-9 achieves more than 159 perfor-
mance enhancement compared to the others. It means that FAST algorithm detects
interest points with low computational overhead. However, FAST is not appro-
priate in scale-invariant environments, because it is an algorithm based on a single-
scaled image.

Adaptive and generic accelerated segment test (AGAST), a faster and more
robust feature detection method based on segment test in FAST, is proposed [12].
The main difference between AGAST and FAST is the decision tree construction
method [13].

8.2.1.2 Interest Point Matching Algorithm

Interest point matching is a process which finds the same interest points among a
set of interest points and group them. Since the relationship among matched
interest points is used for image processing, interest point extraction and matching
algorithms are used as a pair in most cases. Interest point matching determines
whether a pair of the interest points is same or not according to the similarity of the
pixel values around the interest points. The pixel data around the interest points,
called an image patch, should be stored with its own interest points because the
image patch is loaded whenever the interest point are compared with another point.
But the comparison based on the raw pixel data of image patches causes two
critical problems. Firstly, the image patches require a lot of memory. Suppose that
1 % of overall pixels in image are interest points and the size of an image patch is
16 9 16. It means that 2.59 larger memory space is necessary for storing image
patch than for the original image. Secondly, if the raw data is used for interest
point matching, redundant operations are inevitable. General interest point
matching algorithms transform the pixel data to another data format such as binary
vector in order to calculate the similarity between interest points. Each interest
points are compared with more than one point in interest matching process,
redundant transformation occurs. Descriptor replaces the image patch to resolve
these problems. It is an encoded data of the image patches. Many researchers find a
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way to make efficient descriptors which have low memory requirement, good
matching result, and low operation overhead of encoding and comparison.

The SIFT descriptor encodes the distribution of pixel intensities around the
feature instead of raw pixel intensities [5]. In general, it offers higher accuracy
than previous approaches such as sum of absolute differences (SAD), sum of
squared differences (SSD), or zero-mean normalized cross-correlation (ZNCC).
But it is slow because SIFT requires a 128-dimensional vector (512 byte) for its
descriptor size. The descriptor is important especially in complex applications
such as SLAM and object recognition because they should handle many feature
points in real-time.

The SURF descriptor is one of the widely used descriptors, like the SIFT
descriptor [11]. It relies on local gradient histograms. The SURF descriptor
achieves similar or better accuracy than the SIFT descriptor, enhancing processing
speed. In order to speed up the performance, it uses integral images.

Both SIFT and SURF descriptors are created by sampling image gradient
magnitudes and orientations around each interest point and accumulating them into
orientation histograms. In order to achieve rotation invariance, the orientation
histograms are rotated relative to local image gradient directions.

Since SIFT and SURF descriptors use 128- and 64-dimensional vectors with
floating point values, they require more than 256 bytes for one descriptor.
Although many researchers focused on descriptor size reduction [14–16], a sub-
stantial amount of computations is additionally required to reduce the size of long
descriptor. In [9], Calonder proposed a new method (BRIEF) to build a descriptor
based on the intensity comparison method in [17]. This method does not create a
long floating point vector because it directly builds short descriptors by comparing
the intensity of pairs of points.

An nd-bit descriptor is generated by nd intensity tests. Each test compares the
intensity of pixels located at (xi, yi) in a small image, which is called as a patch,
and encodes the result on ith bit on the descriptor. Choosing a set of nd (x, y)
location pairs uniquely defines a set of binary tests. 256 and 512 are widely used
for nd because the descriptor yields near optimal results when the nd is larger than
256.

Similarity between descriptors can be measured based on the Hamming distance
between corresponding binary strings. This is very fast because the Hamming
distance can be computed efficiently using a bitwise XOR operation followed by a
bit count [9].

BRIEF achieves 49, 239 performance improvements in generating and
matching descriptors, respectively compared to the previous state-of-the-art
methods, while reducing the size of descriptor less than one-fourth of the SURF
descriptor.

CHoG is a SIFT compression scheme for computing low bit-rate feature
descriptor [18]. It divides a patch into soft log polar spatial bins and the gradient
histogram in each spatial bin is captured directly into the descriptor. For com-
pression the descriptor, CHoG quantizes the gradient histogram in each cell
individually and maps it to an index. The indices are encoded with fixed length.
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The 60-bit CHoG descriptor matches the performance of the uncompressed 1024-
bit SIFT descriptor. CHoG is one of the widely used interest point descriptors
because of its descriptor size and robustness [19].

8.2.1.3 Comparison to Robustness

Since SURF-SURF achieves reasonable performance on PC and it is one of the
most robust algorithm, it is considered as de facto standard in interest point
detection and matching. To quantify the robustness, we calculate the recognition
rate of FAST-BRIEF, SURF-BRIEF and SURF-SURF based on six publicly
available test image sets1. The open source code of FAST and BRIEF and the
latest OpenCV implementation of the SURF are used for comparison.

In graffiti image set, BRIEF decreases robustness. Graffiti dataset requires
strong rotation invariance but BRIEF is not designed to be rotationally invariant.
To overcome this problem, FAST-BRIEF algorithm with orientation correction is
recently proposed in [20]. It achieves similar rotation invariance to SIFT or SURF
even in a strong rotating environment.

In bike image set, the major reason of decreasing robustness is the weakness of
FAST in blurring. FAST cannot extract corners from strongly blurred images
because FAST is a kind of finite impulse response (FIR) filter. Since cameras are
set to obtain well-focused images for target applications, extremely blurred images
do not frequently occur in real-time video stream. According to Ebrahimi et al. [2],
the robustness of FAST-BRIEF is on par or even slightly better than SIFT’s or
SURF’s when they are used for feature detection, tracking and recognition in a
mobile platform.

FAST-BRIEF algorithm has similar robustness compared to SURF algorithm in
many aspects such as lighting and perspective distortion.

8.2.2 Interest Point Detection and Matching Hardware

Many hardware accelerators were proposed to perform SIFT in real-time [6, 7].
Despite the computation complexity of SIFT, they achieved 60 fps in VGA res-
olution. They used circuit-level techniques to reduce the total area of region-of-
interest (ROI) and exploited data-level parallelism based on many-core architec-
ture. Since ROI reduction decreases the amount of image data to be processed,
total execution latency is also decreased. However, they required large hardware
size (50 mm2). The implementation area and required hardware resources increase
super-linearly as the target resolution increases.

1 http://www.robots.ox.ac.uk/*vgg/research/affine.
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Yushi Moko et al. implemented FAST on an MX-G embedded processor which
is a SIMD parallel processor [21]. They developed a method to parallelize FAST
by using both the parallel processor and a co-processor (the host CPU processor).
They achieved 59 improved performance compared to the CPU-based imple-
mentation without parallel processing components, but the frame rate is 27 fps in
512 9 512 images.

Jason Clemons et al. proposed a feature extraction accelerator [22]. They
proposed an embedded heterogeneous multi-core processor with special functional
units. In [22], they evaluated various feature extraction algorithms, such as FAST,
SIFT, and HoG. The implemented processor achieves 149 performance gain for
HoG, but only 49 speed up for FAST. It requires 32 cycles for one segment test.

Marek Kraft et al. presented an SoC coprocessor for accelerating feature
detection (FAST) and matching (SURF) [13]. They did not focus on the continuity
test for FAST which determines where a set of nine consecutive pixels with all
white or all black states on the circle is. Under well-optimized pipeline condition,
the implemented hardware achieved 21 fps in VGA at 50 MHz operating fre-
quency. The hardware architecture for FAST is not much different from [21, 22],
except for the non-max suppression.

Jan Svab et al. showed several simplification techniques to implement SURF on
a FPGA [23]. Their implementation achieves about 10 fps at HD (1024 9 768)
resolution with similar distinguishability and robustness as GPU-SURF while
consuming less than 10 W.

Keisuke Dohi et al. represented a FPGA implementation of FAST corner
detection [24]. Because of a large number of corner patterns, the look-up table for
corner pattern was too large for implementation with an FPGA. They propose
corner pattern compression methods focusing on discriminant division and pattern
symmetry for rotation and inversion. The FPGA implementation of FAST
achieved real-time throughput when consuming only 529 slices in Virtex5 FPGA.
We estimate that it requires 1 or 2 cycles for one segment test because it just reads
the look-up table in order to get the result.

8.2.3 Proposed Method

8.2.3.1 Fast Corner Detection Hardware

Basic Concept

To design a high-performance interest point detection accelerator within small
implementation area, a segment test method based on a string searching algorithm
which searches a target string in long text is proposed. The proposed segment test
method replaces the conventional decision tree method as shown in Fig. 8.2. In
interest point detection process, 16 pixels around the target pixel are classified into
three states (white, gray, and black) as the same as [8]. In this case, text is replaced
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with an infinite repetition of 1-D array of the encoded 16 pixels’ states, and string
is replaced with N (8 \ N \ 13) continuous white (or black) states based on a
string searching algorithm as shown in Fig. 8.2.

It is logically equivalent to the original segment test and gives the same result
as the original. Thus, any string searching algorithm can be used to replace the
conventional decision tree based segment test.

Proposed Algorithm

The Boyer-Moore-Horspool (BMH) algorithm [25] is a simplified version of the
Boyer-Moore (BM) algorithm [26] which is the standard benchmark for the
practical string search algorithm. Not only BMH but also all string searching
algorithms such as Shift-OR [27], Turbo-BM [28], BM and Karp-Rabin [29] are
possible to execute segment test for FAST. In general string searching environ-
ment, BMH would be slower than new complex string searching algorithms.
However, the segment test of FAST has three special conditions : (Condition A)
there are only three alphabets. (white, gray, and black), (Condition B) a string
consists of all black or all white words. (Condition C) the length value of string
and text is fixed and small. Since the segment test under those three conditions is
very simple compared to the general string searching algorithms, it is hard to
assure that new complex string searching algorithms are always faster than BMH.

BMH become useful as the number of used alphabets increase, because average
processing time of BMH is inversely proportional to the cardinality of alphabets
[30]. Since there are only three alphabets (white, black, and gray) in the segment
test, BMH is not the best solution for the segment test. Based on the fact that the
string used in the segment test consists of all black or all white words as shown in
Fig. 8.2, the modified BMH is proposed to improve the segment test performance.

The pseudo code of the proposed method is described in Fig. 8.3. Suppose that
partial text within given range, called window, compares to string. The size of

Fig. 8.2 Proposed segment
test method for exploiting bit-
level parallelism
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window is the same as the size of string. The leftmost position of window in text is
defined window head. Since the window can be moved in text, the location of
window in text is defined as the window head position. Window matching test
consists of two functions; window equality check and window shifting amount
calculation. Window equality check tests whether partial text within a given
window and string are exactly same or not. Window shifting amount calculation
determines the next window head position for saving redundant window matching
tests as much as possible.

The proposed algorithm begins with aligning the left edges of text and window.
At this time, window head position is set to 0. If window equality check finds a
matched window, the target pixel p is classified as a corner by the definition of the
segment test, and the segment test is terminated. However, when there is a mis-
matched word in the window, we cannot decide whether the target pixel p is a
corner or not. Thus, we should perform another window matching test after
shifting the window. At that time, window head position is increased as many as
the result of window shifting amount calculation and the window slides from left
to right in text. Window matching test is repeatedly executed until (1) window

Fig. 8.3 Pseudo code of the proposed method
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equality check finds a match or (2) window head position is larger than the length
of text (number of pixels on the circle; 16 in FAST). Case 2 means that there is no
matched string in text after checking all possibilities. In this case, the segment test
algorithm returns fail.

Window equality check compares string and text within a given window from
right to left. Assume that there is a word in text at which the comparison process
failed. Since string consists of the same words (all white or all black), it is
impossible that the mismatched word in text occurs to the left in string. Thus,
window shifting amount for next window matching test is as same as the number
of words from the left-end of string to the right-most mismatched word.

The proposed algorithm has two advantages compared to BMH. First, pre-
processing in BMH is not necessary, so the implementation cost can be saved.
Second, the proposed algorithm is simple to be implemented in hardwired logic
and it performs the segment test more efficiently than BMH. These two advantages
will be discussed in detail in the section below.

Joint Algorithm-Architecture Optimization

General string searching algorithms can be simplified based on these strong
conditions. We aim to implement area and power efficient hardware for interest
point detection and matching algorithm. If any string searching algorithm has
similar performance (speed) and gives exactly the same operation results in seg-
ment test, it is preferable to choice simple and hardware-familiar algorithm.

Original BM has two phases (pre-processing phase and searching phase). Pre-
processing is required to reduce redundant character comparison in searching
phase. Searching phase of BM algorithm consists of two parts: good-suffix shift
and bad-character shift. Bad-character shift is simpler but always slower than
good-suffix shift in condition B as mentioned in above section. We want to achieve
performance as same as the good-suffix shifts with simple hardware like the
accelerator for bad-character shift.

The proposed algorithm considers the character in text at which the comparison
process failed. The next occur of that character to the left in string is found, and a
shift which brings that occurrence in line with the mismatched occurrence in text is
proposed. By condition B, it is impossible that the mismatched character occurs to
the left in string. Many parts of BM operations are removed as described below.

(1) Bad-character shift process can be removed. The result of good suffix shift is
always less than or equal to the result of proposed method in condition B.
Good-suffix shift process also simplified based on condition B, because the
result of good suffix shift always equal to the result of proposed method in
condition B. So, we can save redundant processing resources and time which
would be used for this operation.

(2) Pre-processing phase is omitted. The result of pre-processing is used for
finding the next occurrence of the mismatched character to the left in string.
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However, since the process to find the next occurrence of the mismatched
character is simplified, the result of pre-processing is not required anymore.

Proposed algorithm has many benefits. (1) It doesn’t request any pre-process-
ing. (2) It consists of simple operation and can be accelerated by bit-level parallel
processing. (3) It requires no additional memory to store temporal data.

In order to estimate the average execution time of string searching algorithms,
cycle-accurate simulation is performed with the same test-benches used in [8].
Open source codes2 of string searching algorithms are used to evaluate the per-
formance of the segment test based on various string searching algorithms. We
assume that each window matching test is accelerated by hardware and it can be
executed in a cycle. The performance is represented by the number of window
matching test for each segment test.

Turbo-BM
Since Turbo-BM modifies only good-suffice shift process of BM, it gives same

result as our proposed algorithm after modification.

Rabin-Karp
Brute force string searching algorithm is slow because it compares every single

character from the string and the text. The performance of Brute-Force algorithm
is O(n*m), where n and m is the length of string and text, respectively. Karp-
Rabin algorithm reduces the length of string using rolling hash algorithm.

Since it is possible to compare a string and a part of text in a single cycle based
on parallel hardware, reduction the length of string using hashing algorithm does
not affect to enhance the performance of hardware. Besides, the hardware size can
be fixed because of condition 3. Performance overhead for generating hash values
and hardware overhead to store pre-processed hash value should be considered.

Unfortunately, it does not have any shifting amount calculation process to save
redundant window-level comparison. If the string and partial text in window is
mismatched, it shifts the window one by one like brute-force algorithm. As a
result, the modified version of Karp-Rabin is same as brute-force algorithm in
hardware.

SHIFT-OR(BITAP)
SHIFT-OR algorithm executes comparison between string and partial text in

window in a cycle. It is noticeable because it is achieve to exploiting bit-level
parallelism in CPU based system. As we mentioned in the explanation of Rabin-
Karp, it is easy to execute word-wise comparison within a window in a dedicated
hardware.

It does not have any shifting amount calculation process to save redundant
window level comparison. So, the modified version of SHIFT-OR is same as brute-
force algorithm in hardware.

2 http://www-igm.univ-mlv.fr/*lecroq/string/.
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Shift-OR, Karp-Rabin and brute-force shows similar performance. BM family
such as BM, BMH, and Turbo-BM shows better performance than the others as
shown in Fig. 8.4. BM and Turbo-BM have slightly better performance than BMH
because of an additional complex searching process called good-suffix shift. The
proposed algorithm achieves exactly the same performance as BM and Turbo-BM
while maintain its simplicity. The proposed algorithm is hardware-friendly and it
is developed by joint algorithm-architecture optimization.

Hardware Implementation

(1) Window Matching Accelerator (WMA)

WMA consists of two phases; the word-wise comparison phase and the analysis
phase as shown in Fig. 8.5. In word-wise comparison phase, string is compared
with a partial text within window word-by-word manner in order to find the first
mismatching position in a current window. To support FAST-9, 10, 11, and 12, the
length of the window and string is less than or equal 12. In this case, only twelve
2-bit equality comparators (EC) are required for window equality check. ECs
generate a 12-bit result code which is called as an equality code. If the words are
matched, ‘‘1’’ is encoded in an equality code. In other cases, it encodes ‘‘0’’ as
shown in Fig. 8.5.

In analysis phase, WMA finds the location of the right most ‘‘0’’ from the left-
end in the equality code. This result is defined as a shift number. If the shift
number is 0, it means that ‘‘0’’ does not exist in the equality code. In other word,
the equality code consists of only ‘‘1’’ and window matching test finds a match.
Otherwise, WMA calculates window shifting amount for the next test. According

Fig. 8.4 The number of the window matching test for a segment test according to various string
searching algorithms
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to the proposed segment test algorithm, WMA shifts the window as many as the
shift number. Consequently, the shift number has all information to control WMA.

To simplify the analysis phase, we use a thermometer code generator (TG) and
a thermometer code encoder (TE) as shown in Fig. 8.5. TG fills ‘‘0’’ in all position
between the left-end of the equality code and the position of the right-most ‘‘0’’.
TE counts the number of ‘‘0’’ in the thermometer code and converts it into a binary
number. The output of TE is the shift number.

Since the equality comparator in the first phase only requires some comparator
logics and the implementation overhead of TG and TE is not critical [31], the
proposed WMA is appropriate for mobile environments.

(2) Bit-level Matching Accelerator (BMA) and Segment Test Accelerator (STA)

Bit-level matching accelerator (BMA) fully supports the proposed algorithm. It
includes WMA and a dedicated hardware for cropping partial text within the
window to generate input data of WMA.

Figure 8.6 shows the block diagram of BMA and a segment test accelerator
(STA) for segment test of FAST. BMA includes three operation stages; (1) a 32-bit
rotator (ROT), (2) WMA, and (3) an accumulator (ACC). ROT rotates text for
matching test as shown in Fig. 8.6. WMA determines the amount of additional
rotations. ACC accumulates the number of rotations which is the input value for
ROT. BMA operates in a loop-like manner from ROT to ACC until the accu-
mulated value is larger than 16.

The segment test for a given text should be performed twice using both white
and black string in order to detect a corner. Since BMA executes the segment test
with only one string at a time, STA requires two BMAs to exploit parallelism. If
one of BMA detects a corner, the whole segment tests in STA are terminated, and
STA returns true. Otherwise, STA waits to receive new input data until both
BMAs report fail.

Fig. 8.5 The block diagram
of window matching
accelerator (WMA) and an
example of its functionality
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Performance Estimation

Performance estimation of the proposed hardware is done by performing the best,
worst, and average case analysis. We use an STA (a pair of BMAs) to execute a
segment test for both black and white strings, simultaneously. Each window
matching test requires only one execution cycle.

The total execution time is defined as accumulated execution cycles until
meeting the termination condition. If one of two BMAs detects a match, the
segment test is finished and reports CORNER. In the best case, the segment test
can be done only with 1 cycle as shown in Fig. 8.7a. If the window head position
of both BMAs is larger than 16 without any matching during the segment test, the
segment test returns NOT_CORNER. Since the window head position can be
shifted only 9 * 12 at each execution cycle, NOT_CORNER case requires at least
2 cycles as shown in Fig. 8.7b.

Execution time of CORNER cases is always less than or equal to of NOT_COR-
NER cases. In other words, once CORNER cases are decided, the rest of operations
are not required anymore. However, NOT_CORNER cases can be determined only
when BMA checks all possibilities (Fig. 8.8). Thus, it is reasonable to focus on
NOT_CORNER cases to estimate the upper bound of performance in BMA.

Suppose that string with nine white words (states) is used for BMA. The shift
amount of the window head position at time T# is n# as shown in Fig. 8.9. In this
example, BMA reports fail (window is not matched) at T0 and shifts the window
for the next window matching as many as n0. In other words, the 9-n0 words from
n0th word of text inside the window are composed of only white states. At T1, if n1

is less than or equal to 9-n0, it is a CORNER case because it means that a pattern
with nine continuous white states exists in a given text. In the worst case (four

Fig. 8.6 Block diagram of
bit-level matching accelerator
(BMA) and segment test
accelerator (STA). Each
BMA has one WMA and a
STA consists of two BMA

Fig. 8.7 a The best case of
CORNER case b The best
case of NOT_CORNER case
c The worst case of BMA
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consecutive FALSEs described in Fig. 8.8), n1, n2, and n3 are larger than 9–n0,
9–n1, and 9–n2, respectively (n0 + n1 [ 9 and n2 + n3 [ 9). Since the number of
pixels on the circle for the segment test is 16 and n0 + n1 + n2 + n3 is larger than
18, the worst case execution time of BMA is four cycles. Figure 8.7c shows the
worst case example with four cycles of execution time.

Note that the worst cases which require four execution cycles always result in
NOT_CORNER. In all worst cases, text has Match-Mismatch patterns as shown in
Fig. 8.10, because this is only way to execute 4th window matching test in a segment
test. We describe detailed conditions for this situation and prove that there is no
chance to pass the window matching test. Since n0 + n6 is always smaller than six,
at least one mismatched word always exists on the window at the 4th cycle. Thus,
three cycles are sufficient to determine whether target pixel p is a corner or not.

Fig. 8.8 CORNER case is always terminated earlier than the NOT_CORNER case in given text

Fig. 8.9 At T0, BMA returns fail and shift n0. At T1, n1 should be larger than 9- n0 to become
NOT_CORNER. Since the accumulated shift is always larger than 9 during 2 cycles, the
execution time of BMA is less than or equal to 4 cycles
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The segment test should be performed twice with two strings as described in the
previous subsection. Since two segment tests with two different strings are inde-
pendent each other, we can execute two segment tests in parallel with two sets of
hardware accelerators. With two BMAs, one complete corner detection operation
can be performed within three execution cycles.

In order to estimate the average execution time of the proposed hardware,
cycle-accurate simulation is performed with the same test-benches used in [8].
Average execution time directly depends on the input images and the threshold
value used in FAST. It is difficult to quantify the effects of the performance
according to input test images. In this work, we quantify the effects as the corn-
erness. Cornerness is the ratio of the number of corners with respect to the number
of pixels in the input image. Complex input images with lower threshold value
lead to higher cornerness output. The input images with about 1 % of cornerness
are used in previous works [2, 8].

Figure 8.11 shows performance (average execution time per pixel) of the
proposed BMA according to the cornerness. If the cornerness is less than 1 %,
average performance is 2.09 cycles/pixel. Even in the complex image with 7 % of
cornerness, the average performance is less than 2.2 cycles/pixel. As a result, STA

Fig. 8.10 The condition and proof of the worst case of BMA

Fig. 8.11 The performance
of (1) the BMA only, (2) the
BMA with the early rejection
scheme according to the
cornerness
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achieves 43.8 fps with full HD (1920 9 1080) images at 200 MHz operation
frequency on the average.

Since CORNER cases are always finished earlier than NOT_CORNER cases,
total execution time decreases as the number of corners increases. However,
Fig. 8.11 shows the opposite results such that the average execution time increases
as the cornerness increases. In other words, cornerness and average execution time
have a positive correlation with a near-linear relationship. Higher cornerness
results in the increment of the number of pixels to be classified into a corner. In
general, images with more high frequency components give higher cornerness. In
this case, the segment test reacts more sensitively to the difference of the pixel
intensity as threshold value decreases. This increases the complexity of text for
each pixel. In this case, BMA requires additional execution time due to the change
of text.

The breakdown of execution cycles according to the cornerness is shown in
Fig. 8.12. As the cornerness increases, 3_cycle case encroaches on 2_cycle cases. It
means that the high-frequency region of images affects the performance of BMA.

8.2.3.2 Early Rejection Scheme

Introduction

Interest points detected by the segment test are located at the point where the pixel
value changes sharply. However, the most part of an ordinary image has similar
values to their neighbor pixels. In this case, the number of gray words in a text
approaches to 16. Since text should have gray words less than seven to be detected
as CORNER, the case is obviously NOT_CORNER. But an STA always requires at
least 2 execution cycles to classify any NOT_CORNER. If we have another ded-
icated hardware to reject the redundant NOT_CORNER case in parallel, we will
save a lot of time which may be spent for unnecessary window matching test.

A rapid rejection method is proposed in order to skip redundant segment tests of
FAST-12 [32]. It examines only four pixel values at 1, 5, 9, and 13 (the four
compass directions) as described in Fig. 8.2. And, it classifies target pixel p with

Fig. 8.12 The breakdown of
execution cycle for each pixel
when uses only BMA
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intensity Ip as NOT_CORNER directly unless at least three of the four pixel
intensities are all brighter than Ip + t or darker than Ip – t. It requires only four
intensity comparisons to exclude NOT_CORNER cases, such as a text with all gray
states. If the target pixel p is not filtered by rapid rejection method, a test is
continued to execute checking that a set of 12 continuous pixels exists on the circle
for the segment test of FAST-12. It means that the information obtained from the
rapid rejection scheme is only useful when p is discarded. However, since this
method detects most NOT_CORNER cases by using simple operations, perfor-
mance of the overall segment test would be increased.

The rapid rejection scheme can be applied only on FAST-12 [32]. To overcome
this limitation, a machine learning technique based on decision tree is adopted to
generalize and optimize overall segment test [8].

Since the proposed segment test based on a string searching algorithm and a
rejection scheme is independent each other, any rejection method and the proposed
segment test can be operated in parallel as shown in Fig. 8.13a. While STA
classifies NOT_CORNER cases after checking all possibilities to detect CORNER
as mentioned in the previous section, a rejection method just focuses on excluding
NOT_CORNER as soon as possible with simple operations. If the rejection method
detects NOT_CORNER, it is obvious to save redundant execution time. Even in the
other cases, additional execution cycle is not required, because the rejection
method runs with STA in parallel.

Early rejection method simply judges p as NOT_CORNER when p does not
satisfy the necessary condition for the segment test of FAST. A lot of necessary
conditions can be set up according to implementation environments such as
hardware architecture, performance, area overhead, and power consumption. For
example, two types of simple necessary conditions can be proposed. Assume that
these conditions use four pixel values at 1, 5, 9, and 13 like the rapid rejection
method; Condition 1. At least two states among four pixels are all white or black;
Condition 2. At least 2 consecutive states among four pixels are all white or black.
Condition 2 requires more hardware resources compared to condition 1, but
condition 2 rejects NOT_CORNER cases more efficiently than condition 1. Both
condition 1 and condition 2 can be used for FAST-9, 10, 11, and 12.

Fig. 8.13 a Modified BMA with early rejection scheme. b Early rejection hardware for
Condition 1. c Early rejection hardware for Condition 2
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Hardware Implementation

Various implementations are possible according to the necessary condition. For
example, condition 1 is simply implemented by an adder tree to just count white
(or black) states, while condition 2 is implemented by small look-up table as
shown in Fig. 8.13b and c, respectively. Since many necessary conditions are
implemented by their own hardware, we can select a necessary condition at design
time according to target performance and hardware architecture.

In most cases, the size of early rejection hardware is small, because early
rejection method just excludes some candidates which do not satisfy a simple
necessary condition with limited variables. For example, both condition 1 and
condition 2 require tens of logic gates.

Performance Estimation

Since the early rejection scheme detects redundant cases and excludes them from
further tests, it affects directly the best case of NOT_CORNER cases and average
performance. However, the early rejection scheme does not change performance of
CORNER cases because the rejection method works independently with STA and
detecting CORNER is a unique job of STA. Since complex pattern which requires
3 cycles of execution time in STA might not be filtered by the rejection method,
the worst case of NOT_CORNER cases does not change.

To show the effect of the early rejection, cycle-accurate simulations are per-
formed with early rejection on condition 1 and condition 2 based on the same
environment of the previous analysis. Figure 8.11 shows the average execution
cycle per pixel of the proposed hardware with respect to the cornerness. If the
cornerness is less than 1 %, average cycle is up to 1.15 cycle/pixel. Even at 7 %
cornerness, the average cycle is less than 1.42.

Since the theoretical performance limitation of the interest point detection is 1
cycle/pixel and the average performance of the STA converges to the 1 cycle at the
nominal cornerness (less than 1 %), our hardware based on STA and the early
rejection scheme is well-optimized. STA with early rejection scheme achieves
more than 68.52 fps with Full HD resolution at 200 MHz operation frequency.

Figure 8.14 shows that the break-down of the execution cycles per test. Note
that major part of 2_cycle cases are handled in 1_cycle as we expected. It is major
reason of performance improvement.

Performance varies slightly according to the necessary condition to be used as
shown Fig. 8.15. Performance results of the proposed system with condition 1 and
condition 2 are similar each other with small difference (about 5 %). The proposed
technique including STA and the early rejection method can be used for accel-
eration of the segment test such as FAST and AGAST. This scheme achieves near-
ideal performance with identical corner detection result as the original one.

216 J.-S. Park and L.-S. Kim



8.2.4 Conclusions

Previous SIFT-based processors used floating point number [6, 7]. For example,
convolving with Gaussian window translates 8-bit pixel data to floating point
number. They exploited data parallelism by many-core architecture, but the total
area of hardware is too large to be used in mobile systems.

Previous FAST-based accelerators [13, 21, 22] are well implemented, but they
did not focus on the continuity test, despite of performance overhead. They spent
more than 14.7 cycles for a continuity test with simple or unknown hardware.

FAST accelerator proposed in [24] requires 1-2 cycles for one segment test
based on compressed decision trees. It stores the results of all cases in a look-up
table and read the look-up table according to input vectors. But, it can be bur-
densome as it requires a look-up table for each FAST-n test.

BMA requires text, a 32-bit code including 16 total states, as input. Each state is
encoded in 2-bit, because there are only three kinds of state (white, black and
gray). Reduction of the size of input data resolves the hardware overhead, such as
data-path and internal memory.

Since STA exploits bit-level parallelism, it performs the segment test efficiently
with a given text. Both the word-wise comparison and analysis phases in WMA

Fig. 8.14 The breakdown of
execution cycle for each pixel
when uses BMA with the
early rejection scheme

Fig. 8.15 Performance
comparison between
condition 1 and condition 2
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take care of the input data with 16 states in parallel. Furthermore, each BMA in
STA executes the segment test with a given text and each own string (all white and
all black string) in parallel.

STA can be easily extended to multi-core systems according to target perfor-
mance. In many kind of vision and image processing, each segment test for dif-
ferent target pixel p is independent each other. Since each text is treated as an
independent instruction for STA, critical issues of multi-core system such as data-
dependency and atomic operation are not faced. In other words, it is possible to
exploit data-level parallelism with many STAs. The performance increases line-
arly with respect to the number of STAs. In other words, we easily estimate the
number of STAs in order to achieve the target performance at design time.

In conclusion, the proposed STA can increase performance per area and per-
formance per power by exploiting high-parallelism and small hardware. STA
requires only 1–3 cycles per segment test and it is implemented only with 1,600
logic gates. Although the proposed algorithm based on BMH is much slower than
the original segment test based on decision tree on the CPU system, it can be
implemented very efficiently with a dedicated hardware.

8.3 Unified Datapath

8.3.1 Introduction to Unified Datatpath

Both interest point detection and matching operations are required for general
recognition process. These two operations are functionally independent, so dif-
ferent hardware should be implemented for complete recognition process. This
causes two critical problems; (1) area-efficiency loss and (2) unbalanced workload.

(1) Interest point matching is sequentially executed after interest point detection
per every image frame. While a detector extracts points from a given image
frame, a matcher should be in the idle state, and vice versa. The hardware
resources in the idle state reduce the area-efficiency.

(2) Hardware pipelining method may be a good solution for (1). With the
pipelining, the detector can operate in parallel with a matcher, while they
treat different image frames. But, hardware suffers from unbalanced work-
loads as a side-effect. Load balancing is important in a pipelined hardware
because the performance of overall hardware is the same as the performance
of the slowest pipeline stage that is a bottle-neck stage. Unfortunately,
computation load per each operation (feature detection or matching) varies
according to the target environments such as image resolution, the number of
detected feature points, and scene complexity. Since hardware architecture is
fixed at design time, unbalanced workloads between the matcher and detector
stages degrade the performance.
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Previous vision processors [6, 7, 13, 23] based on massively parallel multi-core
architecture also face this problem. In this work, unified hardware platform is
proposed to share the same hardware between interest point detection and matching.

8.3.2 Proposed Hardware

8.3.2.1 BRIEF Based Interest Point Matching Hardware

It is necessary to design an interest point matcher based on STA in order to realize
the unified hardware platform. BRIEF is one of the state-of-the-art interest point
matching algorithms. BRIEF is widely used with FAST in [2, 20]. Furthermore,
although BRIEF was designed to reduce the size of descriptor, it can be imple-
mented in similar data-path to our modified FAST accelerator.

Figure 8.16 shows BRIEF mapped on FAST hardware. BRIEF is divided into
B-a (Pair loader), B-b (descriptor generator) and B-c (Similarity checker) stages.
B-a stage loads the intensity of pixel pairs located at a given position, B-b stage
compares the loaded pixel’s intensities and generates a descriptor. After that, to
find the best matching result between the generated descriptors, B-c stage mea-
sures the hamming distance to find the most similar descriptor among a set of
descriptors.

They are completely mapped on F-a (pattern loader: loading image pixels from
an image buffer), F-b (text generator: encoding the pixel data as a short binary
text), F-c (BMA) in FAST implementation. F-a and B-a stages load pixel inten-
sities from arbitrary positions. F-b and B-b stages compare pixel intensities and
make a bit-vector. F-c and B-c stages perform bit-parallel operations with the
vectors obtained from the previous stages.

The proposed FAST algorithm has a similar operation flow to BRIEF, and next
subsection will show that they can be merged into the same data-path

8.3.2.2 Overall Hardware

We implement a hardware accelerator to show performance of the proposed STA.
To estimate performance clearly, we remove some factors, such as I/O bandwidth
and miss rate of memory access, which cause overall performance degradation of
the implemented hardware. We use a descriptor buffer and a pattern loader to
reduce the effect from I/O.

All descriptors in two different images should be prepared before the matching
test. In general, descriptors are stored in an external memory due to the large size of
the required memory. For example, 128 KB memory space is required to store
4,096 32-byte descriptors. The limitation of the external memory bandwidth causes
serious problems. Assume that 2,048 descriptors per each image are stored in
external memory. To achieve 60 fps based on the exact NN matching algorithm [9],
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external memory bandwidth reaches 128.8 G bit/sec. Since 128.8 G bit/sec is hard
to be supported in a mobile environment, performance decrease according to
limited memory bandwidth is inevitable. We use 128 KB internal SRAM, called
descriptor buffer, to resolve it.

FAST and BRIEF loads pixel values at arbitrary location from an image patch.
Miss-rate of memory access might be increased, because traditional memory
architecture is optimized for exploiting spatial locality. Miss-rate increases aver-
age memory access time and it causes performance degradation. We assume that
input data comes from external device, which loads pixel value on the complex
pattern. The input buffer, which is called as pattern loader, just stores loaded data
and puts it in the data-path when a request signal is received.

The text generator gets input data from pattern loader and encodes text of FAST
or descriptor of BRIEF. Pattern matching based recognition accelerator (PRA)
executes segment test or calculates the hamming distance between two descriptors
for matching with four modified STAs as shown in Fig. 8.17.

Fig. 8.16 Proposed unified hardware platform for interest point detection and matching based on
FAST and BRIEF
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Text Generator and Descriptor Generator

Figure 8.18a shows the text generator for FAST and Fig. 8.18b represents the
descriptor generator for BRIEF. Text generator consists of sixteen state classifiers
depicted in Fig. 8.18c. A state classifier consists of a 10-bit adder and two 10-bit
subtractors and the entire operation flow is shown in Fig. 8.18d. A pair of sign bits
means three states; white (10), black (01), and gray (00, 11). Inequality sign is
slightly different from the original test in [8], however, it can be simply calibrated
by adjusting threshold value. The descriptor generator consists of only eight 10-bit
adders based on the intensity test of BRIEF. Both the text generator and the
descriptor generator get the input data from the pixel selector, and we take one of
the results according to target application (FAST or BRIEF).

The descriptor generator can be implemented with text generator. It requires
additional hardware logics for selecting input data with respect to the FAST or
BRIEF. However, this method does not have any benefit in terms of area-overhead
and performance.

The descriptor generator generates only an 8-bit vector, while the text generator
generates full text (32-bit vector) at once. Since BRIEF uses a 256/512-bit
descriptor in general, 32/64 cycles are required for encoding a descriptor. The
descriptor buffer gathers partial vectors and stores the completed vector in internal
SRAM.

Fig. 8.17 System architecture of the scalable recognition accelerator

8 Hardware Accelerator for Feature Point Detection and Matching 221



Two sets of text and descriptor generators are integrated for balancing the
workloads between pipeline stages. Since each STA does not include early
rejection hardware, each STA requires 2.1 cycles on average. To utilize four STAs
fully in parallel, we need two sets of text and descriptor generators.

Extended STA

WMA is modified in order to support both FAST and BRIEF as shown in
Fig. 8.19. Figure 8.19a and b show the activation of WMA in a detection mode
and a matching mode, respectively. Dark gray colored cells imply inactivated
stages and the others are activated stages. Four XOR gates and sixteen 1-bit
multiplexers are added in the previous WMA without significant changes. Actu-
ally, modified WMA in detection mode is operated almost in the same way as the
previous WMA.

Fig. 8.18 a Text generator for FAST. b Descriptor generator for BRIEF. c A state classifier for
text generator. d The pseudo-code describing the functionality of the state classifier
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In a matching mode, WMA calculates the Hamming distance between two
descriptors. Since the size of input data of WMA is 32-bit, WMA should support
16 XOR operations in the execution cycle. Twelve equality comparators (EC) are
modified to perform both equality comparison and XOR operation according to
operation modes. And then, four XOR gates are added to achieve target perfor-
mance. Note that four modified ECs are added rather than XOR gates when the
early rejection scheme is also implemented.

The result of comparisons directly goes to thermometer code encoder (TE). TE
is implemented with an adder tree in order to count the number of ‘‘1’’ from binary
number. So, TE can be shared for both FAST and BRIEF operations. Multiplexer
selects appropriate data between the result from ECs and the result from TG
according to operation mode.

STA can execute thirty two XOR operations in the execution cycle and the
descriptor size is 256 or 512 bits. An 8-bit accumulator accumulates partial bit
counts which come from TE for 8 or 16 cycles.

PRA

PRA consists of four STAs, input and output buffers, a controller, and an internal
buffer, which is called as a data preparatory buffer (DPB) as shown in Fig. 8.17.
Since the execution pattern changes according to FAST or BRIEF, the controller
and DPB should be able to control execution flow in order to fully utilize the STA.

Although STA requires from 1 to 3 cycles to perform a segment test for FAST,
it is impossible to predict the execution time exactly before finishing the segment
test. STA receives new data from a distributer as shown in Fig. 8.17. The latency
of distributer is a few nanoseconds because the distributer apportions data among
four STAs according to the number of available data in FIFO, the number of
requests from STAs, and operation modes. STA and distributer should be merged

Fig. 8.19 Modified WMA in STA. Dark gray colored blocks imply that the block is inactivated
at each mode; a FAST and b BRIEF
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in an operation stage in order to get the next data without any idle time. However,
the latency of the critical path is longer than 5 ns as shown in Fig. 8.20. So, PRA
cannot be operated at 200 MHz.

To achieve target frequency (200 MHz), we use DPB, added between a dis-
tributer and multiple cores as shown in Fig. 8.17. DPB is a kind of pipeline register
in order to store four vectors per STA. STA seems to already have the current and
next vectors, so it simply switches to the next one after termination of test without
any request through memory interface. When DPB has an unoccupied buffer
space, the controller detects it and requests an order to fill the buffer immediately.
Since DPB requires much shorter latency than the controller, the distributer, or
STA in general, additional latency for filling DPB is hidden by the latency of the
critical path as shown in Fig. 8.20. As a result, it is possible to support input data
without any idle time and additional latency on the critical path.

In a matching mode, STA perform a Hamming distance calculation between
two descriptors for 8 or 16 cycles. Since the required execution time is fixed
according to the descriptor size, STA can execute the calculation without any idle
time and additional latency of the critical path.

8.4 Chip Implementation

The proposed unified hardware is fabricated in 0.13 um standard complementary
metal-oxide-semiconductor (CMOS) technology. Figure 8.21 shows test environ-
ment and measured waveform, and the chip specification is summarized in
Table 8.1. The chip size is 4 9 4 mm2 including 861 K logic gates. The overall
system operates at 200 MHz. The unified datapath consists of 78.3 k logic gates
without a descriptor buffer (less than 3 % area compared to previous works [6, 7]).
A large descriptor buffer which is implemented with 128 KB SRAM is integrated
in the test chip for testing the proposed IP. This on-chip buffer can store up to
4,096 descriptors (256 bit) generated from feature detection process, and the stored
descriptors are directly used in matching process without off-chip communication.
Figure 8.22 shows an area break-down of the top module and PRA. The major part
of the hardware is an internal memory, such as a descriptor buffer, input and output
buffers, and DPB, and it is possible to reduce the size of them according to target
design.

Fig. 8.20 Latency of the
critical path with or without
DPB

224 J.-S. Park and L.-S. Kim



STA only requires 1.15 and 2.09 cycles (maximum 3 cycles) per one segment
test with/without the early rejection scheme, respectively. And it requires 8 cycles
per one feature matching test (32-byte descriptor). Furthermore, frame rate
increases linearly according to the number of STAs by the proposed scalable/
reconfigurable architecture.

Table 8.2 shows performance on various parameters such as the number of
descriptor, the size of descriptor, and the performance of FAST algorithm. The
entire hardware can achieve 235 fps in full HD (1920 9 1080) resolution at

Fig. 8.21 Test environment and measured waveforms. a Chip and PCB board for measurement.
b Measurement environment. c FPGA board. d Measured waveforms for PRA

Table 8.1 Implementation summary

Process technology 0.13 um CMOS (1P6 M)

Supply voltage Core 1.2 V; I/O 3.3 V
Chip size 4.0 9 4.0 mm2

Core size 3.2 9 3.20 mm2

Logic gate count 861 K (2-input NAND gate) including SRAM
On-chip SRAM 128 Kbyte (Descriptor buffer)
Operating frequency 200 MHz
Power consumption 182 mW
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200 MHz operating frequency with 256 descriptors per image. The required
execution time for matching increases quadratically as the target resolution
increases, because the exact NN is used for a matching algorithm [9]. When we
use additional techniques such as approximate nearest neighbor to train k-
dimensional tree or vocabulary tree, the comparison number for matching test can
be reduced [2, 33]. We evaluate the raw performance of the proposed hardware
without additional hardware.

Due to the lack of previous works which implement FAST and BRIEF at the
same time, we compared our chip to [6, 7] having equivalent objectives. It is
important to determine the number of interest points for comparison, but the
average number of interest points is not written explicitly in [6, 7]. Since 16,382
vectors are used to represent 50 objects in database [6], we can estimate 328
vectors per object. Many techniques are proposed to predict region for each target
object in a given image and detect interest points in the region [6, 7]. Since the
selected region and the image used to generate vectors for database might be
similar, it is reasonable to estimate that the number of interest points per each

Fig. 8.22 Area break-down of the proposed hardware

Table 8.2 Performance (frame rate) of unified data-path with respect to descriptor size, the
number of descriptors, and FAST algorithm

FAST (Worst) FAST (w/o ER) FAST (with ER)

BRIEF (256 point, 32 byte) 1080p 111 fps 1080p 150 fps 1080p 235 fps
BRIEF (256 point, 64 byte) 1080p 96.9 fps 1080p 125 fps 1080p 179 fps
BRIEF (512 point, 32 byte) 1080p 77.3 fps 1080p 94.3 fps 1080p 122 fps
BRIEF (512 point, 64 byte) 1080p 55.0 fps 1080p 63.1 fps 1080p 74.4 fps
BRIEF (1024 point, 32 byte) 1080p 34.9 fps 1080p 38.0 fps 1080p 41.8 fps
BRIEF (1024 point, 64 byte) 1080p 20.1 fps 1080p 21.1 fps 1080p 22.3 fps
BRIEF (2048 point, 32 byte) 1080p 10.9 fps 1080p 11.2 fps 1080p 11.5 fps
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object is about 330. In a conservative way, we assume that 512 interest points are
detected in each frame.

The entire hardware achieves 166 and 94.3 fps in VGA and full HD resolution
at 200 MHz operating frequency, respectively as shown in Table 8.3. The total
chip power consumption is about 182 mW at 1.2 V power supply where the
unified datapath uses 8.75 % of the die area (1.4 mm2).

Figure 8.23 shows the improvement of power- and area-efficiency. The pro-
posed high-performance and small-area recognition accelerator achieves 7.459

higher fps/Watt and 85.29 higher fps/area compared to the previous object rec-
ognition processors [6, 7].

8.5 Application

A unified media application processor (UMAP) has used the proposed interest
point detector, named a mixed-mode feature extraction engine (FEE), for real-time
and energy-efficient vision processing [34]. Previous media application processor
detects corner point using general purpose parallel processing cores. Although the
cores are widely used for various applications such as vision and graphics pro-
cessing, they causes serious power/area overhead compared to dedicated hardware.
Since FEE is well optimized dedicated hardware with small power/area overhead,
it can replace the cores when corner detection is required.

Table 8.3 Comparison of performance and power efficiency with [6] and [7]

Technology
(um)

Power
(mW)

Frame rate
(FPS)

Frame rate/
power(fps/W)

ISSCC 2009 [6] 0.13 496 60 fps @ VGA 122
ISSCC2010 [7] 0.13 345 30 fps @ VGA 87.0
This work (512 interest

points)
0.13 182 94.3 fps @ HD 518

166 fps @ VGA 912

Fig. 8.23 Performance improvements with respect to a power-efficiency and b area-efficiency
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Since the application of UMAP is specified as it detects only black corner points
on white background, FEE considers only white string case as shown in Fig. 8.2.
Only 2 alphabets (white and gray) are sufficient for the segment test and the size of
string and text is reduced to 9-bit and 16-bit, respectively. Furthermore, FEE is
custom-designed in mixed-mode integrating four analog current contention logics
(CCLs) for low-power high-speed corner detection. A set of hardware including
FEE, memory buffer and dedicated controller uses only 4,500 logic gates while FEE
consists of 300 logic gates as the result of area optimization. Figure 8.24 shows a
result of layout with a custom-designed FEE implemented in 90 nm CMOS process
within 120 9 280 um.

FEE saves significant amount of dynamic power while improving system energy
efficiency in UMAP. FEE replaces the parallel processing core cluster which is the
most power hungry IP in augmented reality processing (target application), since it
consumes only 2.25 mW on the average in corner detection while parallel pro-
cessing cores require 69 mW. UMAP achieves 1 mJ/frame energy-efficiency which
is up to 2.8 better than the state-of-the-art AR processors and 96.7 % of cluster
power and 99.1 % of target detection time are saved in real operation.

FEEs, implemented by synthesized and by full-custom designed, operate up to
400 MHz and 1.75 GHz, respectively. Because of the high-bandwidth of the FEE,
it can be adopted for vision acceleration even in high-end GPU and commercial
mobile CPU, which have the operation frequency as 1.5 and 1.2 GHz, respectively.

8.6 Conclusions

Interest point detection and matching is one of the most important algorithm in
vision based DAS. A number of state-of-the-art works are introduced in order to
increase robustness and performance. Until now, SIFT and SURF are treated as de
facto standard in interest point and many hardware accelerators are introduced to
accelerate them. In this chapter, we mentioned that FAST-BRIEF is good

Fig. 8.24 Layout result implemented in 90 nm CMOS process within 120 9 280 um
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alternative of SIFT and SURF because it can achieve similar robustness with much
smaller overhead than SIFT and SURF. But, FAST-BRIEF also should be accel-
erate in hardware to support real-time DAS.

It is impossible that any algorithm can be implemented in hardware efficiently
because of the difference between PC and silicon environment. Joint algorithm-
architecture optimization should be considered to enhance performance, area, and
power efficiency of hardware accelerator. So, a new segment test for interest point
detection based on a string searching algorithm is proposed. It is logically
equivalent to the original segment test, but it performs the segment test more
efficiently in terms of area, performance, and power than the original by imple-
menting a dedicated accelerator.

Independent but functionally sequential processes such as interest point detection
and matching cause two critical problems; (1) area-efficiency loss and (2) unbalanced
workload. The unified datapath can resolve these problems but it is difficult to
implement two different algorithm in a datapath. In point of view of overall archi-
tecture, we shows that FAST and BRIEF can be merged into the same data-path,
because the accelerator based on the proposed algorithm has a similar operation flow
to BRIEF. The proposed scalable/reconfigurable architecture based on unified da-
tapath can increases its performance linearly according to the number of cores.

Since the proposed hardware consists of 78.3 k logic gates without descriptor
buffer, it is one of the smallest interest point detection and matching hardware.
Nevertheless, overall hardware achieve 94.3 fps in HD (1920 9 1080) resolution
at 200 MHz operating frequency. So, the proposed hardware gives a practical
solution to detect corners from high resolution video stream processing on mobile
and embedded environment.
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Chapter 9
Software Development Environment
for Automotive SoC

Jeonghun Cho

Abstract Model-based development (MBD) uses models to describe various
development processes and products. The model can provide development pro-
cesses, requirement traceability, verification, validation and documentation. MBD
can reduce the errors and increase the maturity level of the development process.
This system is being used increasingly for the development of automotive software
systems. AUTOSAR is a type of model-based development method for an auto-
motive electronic system, which was developed by the automotive industry.
AUTOSAR provides several models for model-based system development, e.g. the
software component model, platform model and system model. The basic benefits
of AUTOSAR in the development process are the relocation of the software
components regardless of the hardware and the reuse of software components
already developed. The case study of AUTOSAR development for automotive
SoC is described. The automotive SoC consists of multiple processors, a cus-
tomized vision process engine for an automotive vision system and peripheral.
Each component of the SoC is mapped to the AUTOSAR layered architecture,
such as MCAL, ECU abstraction and CCD.

9.1 Introduction

In 1960, the Volkswagen Beetle was first equipped with electric circuits. In 1978,
the Mercedes S-series was equipped with embedded systems for the Anti-lock
Brake System (ABS). The early automotive electronic system consisted of an
electronic control Unit (ECU), sensor and actuator. These systems operate
autonomously and rarely share data with other systems. Currently, in the 2010s,

J. Cho (&)
School of Electronics Engineering, Kyungpook National University, Daegu, South Korea
e-mail: jcho@ee.knu.ac.kr

J. Kim and H. Shin (eds.), Algorithm & SoC Design for Automotive
Vision Systems, DOI: 10.1007/978-94-017-9075-8_9,
� Springer Science+Business Media Dordrecht 2014

231



luxury cars are equipped and connected with almost a hundred ECUs. As the
functionalities of vehicles increase, automotive electronic systems are becoming
exponentially complicated for the entire life cycle, such as development, testing,
production and maintenance.

9.1.1 Overview

In the early days, ECUs for a specific service were not connected to the others and
worked independently, as shown in Fig. 9.1a. With time, various and complex
functionalities from the customer has required complicated control mechanisms of
automotive electronic systems. Consequently, ECUs are connected to others as a
distributed control system via a network. The modern complicated engine control
mechanism is based on a distributed control system. Currently, complex functions,
such as Adaptive Cruise Control (ACC) and Adaptive Front Lamp System
(AFLS), demands a sophisticated distributed control strategy with entire auto-
motive domains.

To share some data from other ECUs, Fig. 9.1b shows the direct connections.
This network topology however, causes an increase in the wire cost, which limits
the flexibility because the network topology depends on the ECU structure.
Therefore, most distributed control systems use a bus-based network to provide
flexibility and scalability, as shown in Fig. 9.1c. These fully networked ECUs
consist of smart sensors and smart actuators, which have their own network
interfaces that they can connect to a network independently and ensure high
flexibility and scalability. On the other hand, the greater the increase in the number
of ECUs, smart sensors, and actuators, the more complicated the design, verifi-
cation and validation of distributed control systems will be. Moreover, safety and
dependability issues are critical in an automotive environment because increasing
the network traffic can cause congestion, delays and omission of networks. To

Fig. 9.1 ECU topology. a Single ECUs, b connected ECUs, c networed ECUs
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solve this problem, the classic ‘Divide and conquer’ approach is used widely in the
automotive industries. That is, automotive systems separate a few subsystems like
the powertrain, chassis, body, and multimedia. Each subsystem has an independent
network: FlexRay [1] for chassis, CAN [2] for body, and MOST [3] for multi-
media. The gateway can complement the problems with integrating several het-
erogeneous networks but the bottleneck may not be good for the performance.

Model-Based Development (MBD) is a useful method in engineering for
solving these problems in automotive software development. The benefits of
model-based engineering include the ease to represent, simulate and generate auto
code. AUTomotive Open Software Architecture (AUTOSAR) [4] developed by
the automotive industry is a MBD method and is an open standard specification for
the development of automotive electronic systems. AUTOSAR provides a soft-
ware model that consists of a software component and interface, platform model,
which contains an OS, communication and basic software modules, and a system
model, which represents system topology and hardware descriptions for MBD.

9.1.2 Importance of Software Environment

Laws and regulations, such as mandatory safety equipment and exhaust emissions,
can only be achieved with electronic systems. Customers require for more func-
tionality and safety, and OEM wants to launch new vehicles with novel innovative
features. Software technology of automotive electronic systems can become a
good trade-off between cost and development. To apply new functionality to an
automotive electronic system, identification of the requirements of new func-
tionality is needed. The pressure of the requirements affects the architecture of
automotive electronic systems, which consists of hardware components and soft-
ware components. In addition, the economic constraints bring about an efficient
development process of an automotive system, such as standard of hardware/
software architecture for independence and reuse. The growing complexity of the
software in automotive systems requires a well-defined development process to
verify and validate the software.

Several issues need to be considered in automotive electronic systems as
follows:

(1) Requirements of regulation, law and customers, such as safety, economy,
comfort, and services.

(2) Complexity of ECUs and ECU networks as the functionality increases.
(3) Use of Heterogeneous ECUs and ECU networks (CAN, LIN [5], FlexRay,

MOST, etc.).

To fulfill these issues, a complex distributed automotive system is required.
Automotive functions is a type of distributed system that consists of ECUs and
ECU networks but still not structured with new technologies [6]. For some
function, the ECUs are grouped into several subdomains, for example, power train,
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body comfort, chassis and infotainment. The interfaces of ECU networks are not
standardized between these domains, even within the same domain. In addition,
the interrelation and the interaction are not considered between the nodes of the
network. Software development processes have progressed according to the record
of each subdomain for different ECUs and separated for a long time. The func-
tional requirements of an automotive system were assigned to the ECUs one by
one based on one unique ECU per function and very small interconnections.

The increasing interconnection of ECUs result in high complexity and high
costs for the whole processes, e.g. development, verification and validation, etc.
An informal development processes with unsuitable components of a distributed
automotive system make these problems more complicated. The collaboration
between several companies, OEM, supplier tier 1 and supplier tier 2, has made
automotive systems more complex. Until the 2000s, the appropriate abstractions of
automotive software architecture and integration concepts were not proposed. The
automotive software architecture was developed with a single development
strategy for a specific company but not a standardized solution for several auto-
motive companies. Currently, many advanced automotive functionalities are dis-
tributed over several ECUs on the entire subdomains. For example, the indicators
of functionalities on the dashboard were controlled by Electronic Stability Control
(ESC) ECU, Electronic Power Steering (EPS) ECUs and Transmission Control
Unit (TCU) in luxury vehicles. In addition, advanced automotive functionalities,
as known as the Advanced Driver Assistance System (ADAS), cannot be imple-
mented with a simple interconnection of ECUs. For example, the Lane Keeping
Assistance System (LKAS) requires complex and safe interconnections of ECUs
across a range of subdomains, EPS, vision system and powertrain domain. The
traditional development strategy of automotive functionalities will require more
interconnection for new advanced functionality.

To provide the standard automotive system architecture, OEMs and several
suppliers constructed a partnership in 2003. AUTOSAR consists of 10 core part-
ners to establish standard automotive industry de-facto for an automotive system
architecture. The core partners are the BMW Group, Bosch, Continental, Daimler,
Ford, GM, PSA Peugeot Citroën, Siemens VDO, Toyota and Volkswagen.

9.1.3 Software Environments for Automotive System

Offene Systeme und deren Schnittstellen für die Elektronik in Kraftfahrzeugen
(OSEK) [7], in English ‘‘Open Systems and their Interfaces for the Electronics in
Motor Vehicles’’, is an open standard for an embedded real-time OS with a
communications stack (COM) and network management (NM) of automotive
electronic systems. OSEK was developed to provide standard real-time OS and
software architecture for various automotive ECUs. German OEMs (BMW, Robert
Bosch GmbH, Opel, Siemens VDO, DaimlerChrysler and Volkswagen Group) and
the University of Karlsruhe developed OSEK in 1993. The French automotive
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OEMs, which had a similar project called VDX (Vehicle Distributed eXecutive),
Renault and PSA Peugeot Citroën, joined the OSEK consortium in 1994. At that
time, OSEK/VDX was started. OSEK is standardized in ISO 17356 [8] and
AUTOSAR accept the OSEK specifications as AUTOSAR OS. The AUTOSAR
OS provides many features that include OSEK OS, OSEKtime and OSEK COM.

EAST-ADL is an ADL (Architecture Description Language) for automotive
electronic systems, developed in Advancing Traffic Efficiency and Safety through
Software Technology 2 (ATESST2) [9]. The system was designed to complement
AUTOSAR with descriptions at a higher level of abstractions. Aspects covered by
EAST-ADL include vehicle features, functions, requirements, variability, software
components, hardware components and communication. Currently, it is main-
tained by the EAST-ADL Association in cooperation with the European FP7
MAENAD project.

The first phase of AUTOSAR started in 2003, and at the end of 2006, the first
AUTOSAR products were available on the market. For 3 years, 52 premium
members joined the AUTOSAR consortium and made major specifications. The
premium members were composed mainly of companies of suppliers, software and
semiconductor industries. For example, the Hyundai-Kia Motor Company
(HKMC) and Electronics and Telecommunications Research Institute (ETRI) are
the premium member of AUTOSAR. After that, associate members, development
members and attendees were added. Daesung Electronics and MANDO Corpo-
ration are currently associate partners.

The members of AUTOSAR agree that AUTOSAR can control the complexity
of the automotive electronic system and increase the quality and earnings ratio of
products. In 2008, the First AUTOSAR open conference & Eighth premium
member conference was held in the USA. Recently, the fourth AUTOSAR open
conference and fifth AUTOSAR open conference were held in 2012. In 2013,
which is the 10th anniversary of AUTOSAR, AUTOSAR will hold the world tour.

9.1.4 The Objectives of AUTOSAR

The concept of AUTOSAR is the relocation of software components regardless of
the hardware and reuse of software component already developed [10]. The
AUTOSAR project objectives are used as the basis of refinement into the
AUTOSAR main requirements, whether technical or non-technical. The AUTO-
SAR project objectives are as follows [11]:

(1) Transferability of software
(2) Scalability to different vehicles and platform variants
(3) Different functional domains
(4) Definition of an open architecture
(5) Dependable systems
(6) Sustainable utilization of natural resources

9 Software Development Environment for Automotive SoC 235



(7) Collaboration between various partners
(8) Standardization of basic software functionality of automotive ECUs
(9) Applicable automotive international standards and state-of-the-art

technologies.

The results of every modeling of AUTOSAR are the exported AUTOSAR
Extensible Markup Language (AR-XML), which is specified in UML 2.0.
According to the top–down approach, AUTOSAR begins with description lan-
guage. AUTOSAR descriptions need to be specified step-by-step via the meta-
model level to a concrete model as a concrete XML file. Figure 9.2 presents the
main specifications of AUTOSAR.

The basic benefits of AUTOSAR in the development process are the reuse and
relocation of application software, as known as Software Component, regardless of
hardware and lower layers, which is known as the basic Software Module, as
shown in Fig. 9.3. According to this component-based approach, AUTOSAR
Runtime Environment (RTE), which implements the concept of a Virtual Function
Bus (VFB) is needed for the interaction between the application layers and BSW.
The main concept is that the applications do not need to know the specific
implementations and communication methods under RTE when they communicate
with each other. The application developer requires no further knowledge about
the system services and resources, even if there is knowledge about the interfaces.

AUTOSAR was established as a partnership to specify the automotive industry
de-facto [12–15]. The AUTOSAR consortium attempts to accept as many existing
solutions as possible that are needed and comply with the AUTOSAR concept. For
example, OSEK for AUTOSAR OS and CAN for a communication stack are
adopted. In addition, the AUTOSAR consortium works together with new and
other standardization groups to try to accept their standards for the diversity of
selection, e.g. TTCAN, LIN, SAE J1939, FlexRay, MOST, even Ethernet. In cases
of a communication stack, one standard is a good solution for a specific case but
not for all. In addition, a range of communication standards can be used for

Fig. 9.2 Main areas of AUTOSAR
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automotive electronic systems simultaneously as the requirements and character-
istics of the system. AUTOSAR is a project of software technology for an auto-
motive embedded system and safety. Several research projects for embedded
software architecture have been performed, as shown in Fig. 9.4. For example,
Information Technology for European Advancement—Embedded Architecture
Software Technology/Embedded Electronic Architecture (ITEA-EAST/EEA)
[16], Architecture Electronique Embarquée (AEE) [17], in English Embedded
Electronic Architecture, and ATESST were finished at this time.

9.2 AUTOSAR Architecture

To overcome the drawbacks of traditional development processes and fulfill the
variety of requirements from various customers, AUTOSAR presents a model-
based development process for automotive open system architecture [18–25]. The
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software architecture, ECU hardware and network topology are designed in soft-
ware components and interfaces, which are described in AR-XML, which supports
the AUTOSAR development process from the design to the integration [26, 27].
The modeling elements of AUTOSAR are defined based on the rule of the OMG
Meta Object Facility, as shown in Fig. 9.5 [28].

9.2.1 AUTOSAR Concept

The first phase of the AUTOSAR development process is a design of the software
component architecture. Figure 9.6 presents the example of AUTOSAR software
component architecture with the AUTOSAR Tool.

AUTOSAR software architecture is composed of software components and
interfaces. The boxes in Fig. 9.6 show the software components, and the inter-
connections between the boxes mean the interfaces. The communication ports of
the software components are placed at the border of the boxes. A communication
port is either a provided port or a required port depending on the direction of data
flow. The provided ports send the data only within communication, required ports
receive the data only. AUTOSAR provides two types of interfaces, which are used
widely in an elementary communication pattern:

Fig. 9.5 Model-driven architecture of OMG
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(1) Sender/receiver interface—A sender distributes information to one or several
receivers, or one receiver obtains information from several senders, as shown
in Fig. 9.7. This interface provides a solution to the asynchronous distribution
of data where a sender transmits data to one and more receivers. The sender is
not blocked and does not expect a response from receivers. The sender just
provides the data and the receivers decides autonomously when and how to
use the data. The sender does not know the id and number of receivers of a
transmission. As an example, the sender can be a road speed sensor to transfer
the vehicle speed value, and the receivers can be an instrumental panel to
display the vehicle’s velocity and a door lock module to lock the doors at a
specified speed.

Fig. 9.6 Software architecture

Fig. 9.7 AUTOSAR sender–receiver interface
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(2) Client/server interface—The server provides the operations and several cli-
ents can invoke those operations, as shown in Fig. 9.8. Each operation has a
signature that consists of a name and list of parameters. Each parameter has a
name, type and direction, which is either in, out and in–out. The client–server
is a widely used communication interface in distributed systems that provide
services and the client uses a service. The client invokes the request with a set
of parameters. The server waits for incoming requests from a client, performs
the requested service and returns a response to the request of the client. An
AUTOSAR software component can be a client or a server depending on the
direction of invocation. A single software component can be both a client and
server depending on the software implementation. The client can be blocked
with synchronous communication and non-blocked with asynchronous
communication after the service request is invoked to the server until the
response is received from the server. For example, the server can be a door
lock module providing lock/unlock operations, and the client can be a remote
key or central door lock module.

The software component architecture is designed regardless of the technical
architecture, such as ECU hardware and network topology, that the software
components will run on [29, 30]. Some software components can run on the same
ECU and others may be able to run on different ECUs that are connected to the
network. The communication between the software components is either an intra-
ECU communication or an inter-ECU communication. The AUTOSAR RTE acts
as a communication layer for inter-ECU communication and intra-ECU commu-
nication. The RTE provides communication abstraction of the AUTOSAR soft-
ware components by the same interface and services through either inter-ECU
communication, such as CAN, LIN, FlexRay and MOST, or intra-ECU commu-
nication, such as shared memory and message queue. As the communication

Fig. 9.8 AUTOSAR client–server interface
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requirements of the software components are application dependent, the RTE
needs to be customized for appropriate communication, as shown in Fig. 9.9. Most
parts of the RTE will be generated to provide suitable communication services,
whereas the communication resources, such as the network topology, are available.
Some parts of the RTE might be customized via configuration. Therefore, the
generated RTE will be suitable for a specific ECU, not for all the ECUs in the
AUTOSAR system, and the software component will be separate from the hard-
ware implementation details.

The hardware architecture was designed separately to the development of
software component architecture. AUTOSAR aims to design the topology of a
network of ECUs. Figure 9.10 gives an example of the hardware architecture with
AUTOSAR tool. The example contains two ECUs connected to a CAN network.

Based on the defined software architecture and network topology, the software
components will be mapped to the specific ECUs. In AUTOSAR standards,
Software Component Template [31] describes the requirements that are required to
support the interoperability and compliance between the AUTOSAR development
tools.

9.2.2 Basic Software (BSW)

The AUTOSAR standard describes the list of Basic Software Modules (BSWs) [32].
These modules are structured in a layered software architecture. The BSW modules
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consist of device drivers, communication and I/O drivers, AUTOSAR services and
AUTOSAR operating system, as shown in Fig. 9.11. The AUTOSAR standard
describes more than 70 BSW modules. As an update of the AUTOSAR standard, the
number of BSW modules can be changed. For example, the BSW modules that
support the multicore microcontroller in AUTOSAR standard 4.0 need to describe
more services than the BSW modules, which support a single core only in the former
version.

Each of these BSW modules has a well-defined interface for communication with
other modules and the RTE, shown as Fig. 9.12. Software components that are on
the RTE cannot access any of the BSW interfaces directly but through the RTE only.
The interface consists of Application Programming Interface (API) functions, data
types and return codes from the APIs. Three types of Interfaces are used for com-
munication between BSW modules, AUTOSAR interface, Standard AUTOSAR
interface, and Standard interface. In addition, AUTOSAR defines the configuration
parameters for BSW modules. An AUTOSAR interface defines the communication
data between software components. The AUTOSAR interfaces are independent of
specific programming languages, ECUs and networks. These are used to define the

Fig. 9.10 Network topology
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ports of the software components. Software components can communicate with each
other through these ports, regardless of whether they are a send–receiver port or
client–server port. Communication between software components is implemented
by the RTE locally or via network. In most cases, the AUTOSAR interface should be
able to transmit the data through the interface not only locally but also via a network.
A Standard AUTOSAR interface is a type of AUTOSAR interface, in which the
syntax and semantics are standardized in AUTOSAR. Standardized AUTOSAR
interfaces are used typically to define the AUTOSAR services that are standardized
services in BSW modules. The AUTOSAR standardized services are provided to
software component via the Standardized AUTOSAR interface. A Standardized
interface is an API, which is the standardized without an AUTOSAR interface
technique in AUTOSAR. In most cases, standardized interfaces are defined for a
specific programming language, such as C. Therefore, standardized interfaces are
used between software component modules that are placed on a single ECU to
ensure they are implemented with the same programming language. The standard-
ized interface cannot ensure that the communication data between the software
components can be transmitted via a network.

9.2.3 Run-Time Environment (RTE)

The RTE is an important part of the AUTOSAR architecture. The RTE is the
implementation of the interfaces of the AUTOSAR VFB for a specific ECU [33].
The RTE provides communication services between the AUTOSAR software
components and basic software modules, which include the OS and communication

Fig. 9.12 Interfaces of the BSW modules
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service. The RTE covers the variable elements of the system services that originate
from the various mapping of software components to the ECUs and standardized
RTE services. The RTE is generated for each ECU for code optimization of the
RTE. In the part under the RTE, the BSW modules can access other modules via the
appropriate interfaces directly, such as AUTOSAR interface and AUTOSAR
standardized interface. In the part on the RTE, the AUTOSAR software compo-
nents can communicate with each other via ports only and cannot access the BSW
modules directly. The internal behavior of the AUTOSAR software components is
implemented as runnable entities that mean the sequences of instruction. A run-
nable entity is a scheduling unit of an AUTOSAR software component and a basic
control unit that is triggered by RTE. Runnable entities need to be mapped to tasks
that are the basic schedulable unit of OS. The mapping of runnable entities needs to
be described in the ECU configuration description. All runnable entities are trig-
gered by RTEEvent. The possible RTEEvents are described in the meta-model, as
shown in Fig. 9.13. The RTE supports a range of events, e.g. timer expired, data
arrived and server call returns.

No RTEEvent is specified for the runnable entity, and the runnable entity
cannot be activated by RTE. The runnable entities are categorized as follows:

(1) Category 1: runnable entities do not support WaitPoints and need to terminate
in a specific time. Because of these constraints, the category 1 runnable
entities can be mapped to the basic tasks of AUTOSAR OS. The VFB spec-
ification distinguishes between category 1A runnable entities and category 1b.

(2) Category 2: runnable entities have more than one WaitPoints or always wait
for the response to return. Typically, category 2 runnable entities need to be
mapped to the extended tasks of AUTOSAR OS, because the extended tasks
support the waiting state only. Any runnable entities with WaitPoints or wait
for the response will be classified as category 2 runnable entities.

(3) Category 3: currently out of scope of the RTE specification.

The RTE generation needs to fit a specific ECU and system configuration. An
RTE implementation needs to provide the precise functionality in a given specific
configuration. The RTE generator shall produce the same RTE API and RTE code

Fig. 9.13 Different types of RTEEvent
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when the input description and configuration are the same. The generation process
is divided into two phases, contract phase and generation phase, as shown in
Figs. 9.14 and 9.15.

(1) Contract phase: The limited information on the AUTOSAR interface defi-
nitions of a component is used to generate application header files. The
application header files define the contract between the component and RTE.
For example, an AUTOSAR software component has a send port P with a
data element D, and the contract phase will generate the RTE API function
Rte_Send_P_D. The software component uses this RTE API function to send
data element D via send port P.

(2) Generation phase: all relevant information about the components, such as
mapping to ECUs and communication topology, is used to generate the RTE
and the loc configuration optionally. One RTE is generated for each ECU in
the AUTOSAR system. The application header files and all necessary BSW
code need to be used for an executable file for an RTE.

The development of AUTOSAR software component with RTE specific APIs,
which are known as application header files that are generated from the software
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component internal behavior description in the contract phase, is unrelated to the
ECU hardware. Because the generated application header files contain information
on ports access and send/receive data, the source code of the software component
can be provided regardless of the communication method via BSW. When the
software component with application header files are compiled successfully, the
object files will be analyzed, such as information on the actual memory needs for
ROM and RAM. The delivery package of software components are as follows:

(1) Software component type description
(2) Software component internal behavior description
(3) The actual software component implementation and compiled software

component
(4) Software component implementation description.

9.2.4 AUTOSAR Layered Architecture

AUTOSAR defines the layered software architecture for automotive electronic
system [34]. BSW is the standardized software layer that provides resources and
services to the AUTOSAR software components, as shown in Fig. 9.16.

The BSW is necessary to run the function of the software component but does
not perform any function itself. The BSW is placed under the AUTOSAR RTE and
cannot interact with the AUTOSAR software component directly. The BSW
contains standardized software modules and ECU specific software modules. The
standardized software modules include services, communication, operating system
and microcontroller abstraction. The ECU specific software modules include the
ECU abstraction and complex device driver. The Microcontroller Abstraction
Layer (MCAL) is the lowest software layer of the basic software. MCAL makes
higher software layers independent of the microcontroller and is implemented as
microcontroller-dependent software modules. A higher level software component
can access the microcontroller registers through MCAL but not directly. MCAL is
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Fig. 9.16 AUTOSAR layered software architecture
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an ECU specific layer that provides standard interfaces to the higher level software
components of BSW. The microcontroller peripherals are managed by MCAL, e.g.
Digital I/O, analog/digital converter, and serial peripheral interface. MCAL
implements the notification mechanisms to support the distribution of operation
and information to different higher level software components. The MCAL
modules can be considered microcontroller device drivers and are divided into four
groups: microcontroller drivers, memory drivers, communication drivers and I/O
drivers, as shown in Fig. 9.17. The communication drivers contain the CAN, LIN
and FlexRay driver. The I/O drivers include Pulse Width Modulation (PWM),
Analog-Digital converter (ADC) and digital I/O driver.

The ECU abstraction layer is on the MCAL, as shown in Fig. 9.18. The ECU
abstraction layer provides a software interface to the electrical values of the
specific ECU and external devices on the ECU board. The ECU abstraction layer
decouples the higher level software components from the underlying ECU hard-
ware layout and is implemented as microcontroller independent and ECU hard-
ware dependent software modules. In addition, the ECU abstraction layer provides
an interface for the peripherals and devices in the ECU regardless of the internal or
external parts of the microcontroller and connection to the microcontroller.

Fig. 9.17 Microcontroller abstraction layer (MCAL)
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On the ECU abstraction layer, the service layer provides additional system
services, such as the Nonvolatile Random Access Memory (NVRAM) manager,
Diagnostic Event Manager (DEM), flash and memory management, as shown in
Fig. 9.19. The service layer is the highest layer of the basic software that can
access hardware directly and provide the basic services for application and BSW.
In most cases, the service layer is implemented as microcontroller- and ECU-
independent software modules.

The AUTOSAR operating system that is compatible with OSEK is a part of the
service layer, as shown in Fig. 9.20. The requirements for the AUTOSAR oper-
ating system can be specified as AUTOSAR aims at a common architecture for all
automotive domains. The following gives an example:

(1) The OS is configured and scaled statically.
(2) The OS can predict real-time performance.
(3) The OS provides a priority-based scheduling.
(4) The OS provides protective mechanism at runtime.
(5) The OS can run on low-end controllers without external resources.
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Fig. 9.18 ECU abstraction layer
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Fig. 9.19 System services

248 J. Cho



The AUTOSAR OS has direct access to the hardware resource for some specific
information, e.g. the timer in the microcontroller for scheduling. This is the reason
for some system services allowing the service layer to access the hardware
resource directly. The standard OSEK OS, which is also known as ISO 17356-3,
was used for the AUTOSAR OS.

The Complex Device Driver (CCD) can access the hardware resource directly,
as shown in Fig. 9.21. The purpose of the complex device drivers is to support and

Fig. 9.20 Detailed view of the system services
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Fig. 9.21 Complex device driver
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resource the critical applications and new device drivers that have not been
standardized with the standardized interfaces of the AUTOSAR software archi-
tecture. In addition, CCD can provide special purpose functionality for high timing
constrains and migration. CCD may be implemented as application-, microcon-
troller- and ECU-dependent software modules.

The BSW and Software Component (SWC) are separated strictly, and the RTE
is placed between them. The RTE covers the BSW from the SWC, and allows the
SWC to access the BSW services with standardized interfaces, such as micro-
controller peripherals and memory services. Another important responsibility of
RTE is the provision of communication services between the SWCs, regardless of
whether they are within an ECU or not. The RTE can be considered middleware on
a specific ECU that is an implementation of the VFB concept.

9.3 Demonstration of AUTOSAR ECUs

9.3.1 Migration to AUTOSAR ECU

The AUTOSAR concept and benefits have been proved by several OEMs.
AUTOSAR will provide simple develop environments to an automotive electronic
system. Nevertheless, the initial high costs of model-based development and the
uncertainty for the future make it difficult for OEMs to adopt the AUTOSAR
system. The modification and optimization of the existing system can be a good
solution for OEMs to develop an AUTOSAR conformant system. Migration can
provide an opportunity of transition to AUTOSAR system. The following lists the
required activities to transit:

(1) Training for the AUTOSAR development process and tools
(2) Inspection of the existing system and AUTOSAR system
(3) Documentation of the AUTOSAR development process
(4) Conversion of the existing system to the AUTOSAR system
(5) Conformance between the existing system and AUTOSAR system.

For migration from an existing system to an AUTOSAR system, the existing
software architecture is classified into AUTOSAR BSW, RTE and AUTOSAR
software components. After classification, the classified software needs to be
arranged according to the AUTOSAR layered architecture. Based on the
AUTOSAR architecture, the existing platform needs to be mapped to AUTOSAR
BSW, such as the OS, communication stack, device drivers. To validate the
migration from an existing system to an AUTOSAR system, some comparisons
between the existing system and AUTOSAR system are required. The items of
comparison are listed as follows:

(1) Conformance between the existing system and AUTOSAR system
(2) Performance comparison between the existing system and AUTOSAR system
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(3) Reusability between the existing system and AUTOSAR system
(4) Maturity of the development process between the existing system and

AUTOSAR system.

For example, the AUTOSAR migration workflow can be as follows:

(1) Start the migration with the legacy system
(2) Develop a simple AUTOSAR SWC from the legacy application and RTE via

the AUTOSAR interfaces
(3) Develop AUTOSAR interfaces of legacy middleware to the RTE
(4) Develop AUTOSAR BSW and replace the legacy middleware
(5) Develop more AUTOSAR SWCs on the RTE from legacy application
(6) Replace the remainder of the legacy application and legacy middleware.

9.3.2 LKAS System in AUTOSAR

The main function of the LKAS is to support the driver in keeping the vehicle
within the current lane [35]. The LKAS acquires the position of the vehicle within
the lane and controls the lateral movement of the vehicle when required. The
LKAS consists of sensor/actuator component, processing unit and HMI compo-
nent. Figure 9.22 presents the components of the LKAS.

For the development of LKAS, the states and transitions of LKAS need to be
defined for the first time. As a draft of the international standard of LKAS, Fig. 9.23
shows the basic state of LAKS. The menu of HMI or the switch of LKAS allows the
transition between LKAS off and LKAS on. Because the LKAS is a type of assistant
system but not an autonomous system, the driver assumes all the responsibility. The
important requirements of the LKAS are control of the LKAS any time when the
driver wishes to and the indication of the current state of the LKAS. When the LKAS
is switched on, it has to assist the lane keeping within 5 s and indicate the current state

Fig. 9.22 Components of the LKAS
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if the activation condition of LAKS is fulfilled. When the activation condition is not
fulfilled, the LKAS has to indicate the deactivation state of the LKAS. When the
LKAS is switched off, it should not assist in lane keeping gracefully for safety.

Basically, the components are distributed on the vehicle and connected via the
IVN (In-Vehicle Network). The detection sensor, such as vision sensor, processes
the objects and lane information. With this information, the LKAS determines the
vehicle’s position within the lane and controls the EPS module. In addition, HMI,
such as a cluster, indicates the states of the LKAS and switches on the LKAS
functionality, as shown in Fig. 9.24. Each component of the LKAS can be an
AUTOSAR ECU.

For the development of AUOTSAR LKAS, the AUTOSAR software compo-
nents and interfaces need to be defined. As the structure of the LKAS, the
AUTOSAR software components and interfaces can be defined, as shown in
Fig. 9.25. For HMI of LKAS, the HMI control and HMI indicator software
component are defined.

The interface between the HMI Control and LKAS Control is a simple client/
server port because the HMI Control SWC just switches the LKAS on and off.
When the HMI Control SWC requests the LKAS on/off service, the LKAS Control
SWC performs the LKAS on/off service and returns the result of the requested
service. An AUTOSAR port is either a PPort or an RPort. A PPort provides an
AUTOSAR interface and an RPort requires an AUTOSAR interface. In the case of
the Client/Server Interface, a PPort in the AUTOSAR software component provides
an implementation of the services in the Client/Server Interface and an RPort in the
AUTOSAR software component can invoke the services in the Client/Server
Interface. The CS_RP_OnOff port in the HMI Control SWC means that the RPport
can invoke the OnOff service in the Client/Server interface. The CS_PP_OnOff port
in the LKAS Control SWC means that is a PPort, which provides an OnOff service
in the Client/Server interface. Depending on the state of LKAS, i.e. either on or off,
the LKAS Control SWC request indicates a service to the HMI Interface SWC via
the CS_RP_indicate port. When the HMI Indicate SWC receives the Indicate
service, the HMI Indicate SWC attempts to indicate the state of the LKAS. The
HMI Control and HMI Indicate SWC can be mapped to some ECUs, such as cluster
ECU and Body Comfort Module (BCM), as shown in Figs. 9.26 and 9.27.

Fig. 9.23 Basic states of LKAS

252 J. Cho



Vision Sensor

Image Processor
Lane Extraction

Vehicle Location
Road Curvature

Target Path Warning

EPS
Assistance
Calculation

Determine
Lane Departure

Warning

Determine
Operation

Warning
Termination

Extracted Lane

Target Path

Driver
Steering

Fig. 9.24 Sub-systems of the LKAS

Fig. 9.25 AUTOSAR SWC of LKAS

9 Software Development Environment for Automotive SoC 253



According to the National Highway Traffic Safety Administration (NHSTA),
approximately 70 % of single vehicle highway accidents in United State occur in
lane and road departures. To assist lane keeping in the highway, the LKAS will be
activated over the reference vehicle speed that fulfills the laws and regulation of
each country. To detect the vehicle speed, the Vehicle Speed SWC sends the
current vehicle speed data to the LKAS Control SWC periodically. In the case of a
Sender/Receiver Interface, a PPort in the AUTOSAR software component gen-
erates the data defined in the Sender/Receiver Interface and an RPort in the
AUTOSAR software component reads the data in the Sender/Receiver Interface.
The SR_PP_Vehicle Speed port in the Vehicle Speed SWC means that a PPport
generates the vehicle speed data in the Sender/Receiver interface. The
SR_RP_Vehicle Speed port in the LKAS Control SWC means there is an RPort
that reads the Vehicle Speed data in the Sender/Receiver interface. In contrast to
the Client/Server interface, the Sender/Receiver Interface does not expect any
result and reply of data transmission from the receiver port. When the vehicle
speed exceeds the reference speed, the LKAS Control SWC requests vision

Fig. 9.26 Implementation of the HMI Indicator (VW and Honda)

Fig. 9.27 Implementation of the HMI Controller (VW and Honda)
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services to the Vision Sensor SWC. Because of the data complexity and processing
time, the entire vision related-services need to be implemented in a Vision Sensor
SWC. When the Vision Sensor SWC receives the vision service, it performs vision
processing, such as pre-processing, tracker and classification lane detection, and
returns the result of the service, such as position of the vehicle within the lane, rate
of departure and service errors within few milliseconds. This can be depend on the
internal behavior of the SWC and ECU hardware and is not fixed.

In the case of a mono vision sensor, System-on-Chip (SoC), which was
designed for low power consumption, as a inexpensive computing platform and to
meet automotive qualification requirements, was used for the vision-based solu-
tion, such as lane detection, vehicle detection, radar vision fusion, traffic sign
detection, camera application, and head lamp control. Figure 9.28 presents the
vision sensor of Mobileye [36].

The Mobileye SoC architecture consists of two 32 bit RISC processors, four
Vision Computing Engines and several peripherals, as shown in Fig. 9.29. As the
migration steps described before, the conformance class of BSW needs to be
decided. For easy implementation of the BSW modules on SoC, the ICC1 can be
chosen at the first step. Most of the memory services, communication services and
I/O will be implemented as the AUTOSAR standard. On the other hand, the
scheduler of the OS and communication stack may not be easy to implement.
The ECU resource template can be described as the specification of SoC, such as
the ECU type and resources. One processor in the SoC is used to execute the
software and the other processor is used to control the Vision Computing Engines.
The components run on a logic processor can be AUTOSAR software components
because the components do not depend on the hardware. Nevertheless, the com-
ponents that run on the control processor cannot be AUTOSAR software com-
ponents because these depend on the hardware. The hardware-dependent vision
processing components may be implemented as a CDD. To develop the AUTO-
SAR software components run on a logic processor, communication via

Fig. 9.28 Mobileye mono
vision sensor
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peripherals and the interfaces between the RTE and AUTOSAR software com-
ponent need to be analyzed. AUTOSAR OS-application will be used to support the
multi-processor architecture in SoC [37]. Figure 9.30 presents the Mobileye SoC
in the AUTOSAR architecture.

When the LKAS Control SWC receives the result of the Vision service, the
LKAS Control SWC can determine the steering torque and steering angle to help
the vehicle remain within the lane. As the algorithm of the LKAS Control SWC,
the vehicle is just placed within the lane or placed in the center of the lane. During
activation of the LKAS, the LKAS Control SWC requests Vision service to Vision
Sensor SWC periodically.

Development of the internal behavior of the SWCs is required when the design
of the AUTOSAR SWCs and interfaces is complete. The internal behavior of SWC
can be modeled using a variety of MBD tools via AR-XML, such as a MATLAB/
Simulink [38] and dSpace TargetLink [39], as shown in Fig. 9.31.

The development process of the internal behavior of SWC with the MBD tools
is as follows:

(1) Import AUTOSAR SWC from the AUTOSAR tool into MBD tool via AR-
XML file.
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Fig. 9.31 Round-trip workflow with MATLAB
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(2) Generate the model from the imported AUTOSAR SWC.
(3) Load the behavioral model of the SWC that is already developed with the

MBD tool, such as Simulink models and Stateflow models.
(4) Validate the behavioral model of SWC and the configuration as the

AUTOSAR SWC.
(5) Generate the source code and AR-XML file for the AUTOSAR SWC.
(6) Import the generated AR-XML file that contains the internal behavior of the

SWC from the MBD tool.
(7) Simulate the AUTOSAR SWC using the AUTOSAR tool.

In the case of MATLAB/Simulink, the arxml.importer class is used to parse an
AUTOSAR SWC description file that is generated using the AUTOSAR tool.
After that, the behavioral model, such as Simulink model and stateflow model, can
be used to import AUTOSAR SWC, as shown in Fig. 9.32. When the application
of the behavioral model is finished, the AUTOSAR interfaces need to be
configured.

Validation of the configuration is needed to generate the AUTOSAR SWC. If
no errors occur, the AUTOSAR SWC can be generated using the MDB tool, such
as the real-time workshop and embedded coder in MATLAB/Simulink, shown as
Fig. 9.33. Currently, the generated AUTOSAR SWC can be merged using the
AUTOSAR tool via AR-XML for development and simulation. In the case of the
Vector DaVinci Developer [40], the Import XML file in the menu is used to import
the generated AR-XML. Simulation of the SWC on the VFB is possible when the

Fig. 9.32 Import AR-XML and load model
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internal behavior of the SWC is merged into the SWC and interfaces. Before
AUTOSAR system integration and further development, the simulation of the
SWC on the VFB is useful for validating the functionality of the AUTOSAR
SWCs, which are the application software components of the AUTOSAR system.

9.4 Conclusions

Automotive software developers have been faced with many challenges in
development methodology according to increasing the automotive functions that
have an effect on the complexity of the code as well as the reliability and safety
issues. This was caused by standardization of the automotive software develop-
ment environment, where many leading companies related to the automotive
industry proposed the AUTOSAR concept, which provides the consistency and
methodology of the basic software and interfaces to support the reusability and
scalability for the development phases. The members of the AUTOSAR partner-
ship are in cooperation with important studies that can improve the automotive
software maturity and compete with each other to improve the implementation of
the AUTOSAR standard.

The complexity of the automotive functions required a different approach
compared to traditional microcontroller-based software. Vision processing applied
to LDWS and LKAS is one of the features that require high computation power,
and it is difficult to satisfy processing power with even the state-of-the-art 32-bit
microcontrollers. SoC can be an excellent alternative that is already used widely in
IT industries, such as smart phones. In the AUTOSAR environment, the hardware
accelerator can be implemented in a complex device driver instead of any layer of
the layered architecture because access through a layered architecture can suffer

Fig. 9.33 Validation and code generation
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from performance degradation despite the reusability and scalability from a well-
defined architecture, and the computation power can be a more important issue in
vision processing than reusability and scalability.
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Chapter 10
Reliability Issues for Automobile SoCs

Sungju Park

Abstract Current vehicles are built with complex electronic systems embedded
with more than a hundred microprocessors through complicated automotive net-
works. In the de facto ISO 26262 standard in the automotive industry, Automotive
Safety Integrity Level (ASIL) is classified into four different levels. In this chapter,
the ISO 26262 hardware ASIL is described in detail. Then, we introduce fault
diagnosis architectures that use various design for testability techniques such as
scan design, built-in self-test, IEEE boundary scan design, and error correcting
codes for increasing hardware reliability.

10.1 Introduction

Auto manufacturers admit that only two mechanisms can cause a vehicle to
accelerate; the driver’s foot on the accelerator and the cruise control. Prior to the
advent of the electronic fuel injected vehicle with cruise control, the only reported
events, similar to Sudden Acceleration, were due to throttle valves, which were
stuck open due to a mechanical bind while moving. These were actually failures to
decelerate caused by mechanical binding of the throttle valve or its linkage. These
accidents were rare and received little or no attention. Drive-by-wire mainly relies
on complex electronic systems and with the lack of adequate EMI protection, in
addition to sudden accelerations numerous other electronic anomalies will occur.
This has already manifested the air bag, ATC (automatic traction control) and ABS
(anti-lock braking system) malfunctions, and roll over prevention control mal-
function. It is admitted by the auto industry that these EMI fault aspects will leave
no trace of their occurrence [1]. This is the same finding that was made by the
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aircraft industry, medical electronics industry, radio operated devices industry
such as cranes, and even the wheelchair industry. Nowadays, very complex
hardware components are largely used in safety-critical domains such as auto-
motive, aerospace, medical, industrial, and railway. Besides systematic failures
and misuse, the root causes of HW functional failures are defects, flaws (defects
whose presence does not interfere with normal operation during manufacturing
test, but which cause catastrophic failure) and random faults (permanent, inter-
mittent and transient faults caused by random events during operation) [1–3].

To handle this complexity, functional safety standards like IEC 61508 [4] and
ISO 26262 [5] are giving requirements, evaluation metrics and methodologies to
define ‘‘how much safe’’ or ‘‘how much available’’ shall be a given component or
system. Consequently, the design and test of reliable and available integrated
circuits require a specific approach affecting both digital and analogue HW;
moreover, safety oriented methodologies shall be available to drive the specifi-
cations and verify the implementation. This chapter introduces, stress test driven
qualification requirements of AEC-Q100 (automotive electronics councils), H/W
fault models of ISO 26262 (the international norm ruling functional safety for
automotive) and various design techniques to improve reliability of the electronic
components embedded in automobiles.

10.1.1 AEC-Q100 Electrical Component Qualification
Requirement

The AEC (Automotive Electronics Councils) Component Technical Committee
defines common electrical component qualification requirements containing
detailed qualification and requalification requirements and including unique test
methods and guidelines for the use of generic data. Components meeting these
specifications are suitable for use in the harsh automotive environment without
additional component level qualification testing. Suppliers may advertise com-
ponents meeting these specifications without restrictions, but the specifications
cannot be changed without the approval of the Sustaining Members (currently
Autoliv, Continental, Delphi, Gentex, Harman, Johnson Controls, TRW Auto-
motive, and Visteon).

AEC-Q100 contains a set of failure mechanism based stress tests and defines the
minimum stress test driven qualification requirements, references, and test con-
ditions for qualification of integrated circuits (ICs). These tests are capable of
stimulating and precipitating semiconductor device and package failures. The
objective is to precipitate failures in an accelerated manner compared to use
conditions. This set of tests can be classified as the following sub items.
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AEC-Q100-001: WIRE BOND SHEAR TEST
AEC-Q100-002: HUMAN BODY MODEL (HBM) ELECTROSTATIC DIS-
CHARGE (ESD) TEST
AEC-Q100-003: MACHINE MODEL (MM) ELECTROSTATIC DISCHARGE
(ESD) TEST
AEC-Q100-004: IC LATCH-UP TEST
AEC-Q100-005: NONVOLATILE MEMORY WRITE/ERASE ENDURANCE,
DATA RETENTION,
AND OPERATIONAL LIFE TEST
AEC-Q100-006: ELECTRO-THERMALLY INDUCED PARASITIC GATE
LEAKAGE (GL) TEST
AEC-Q100-007: FAULT SIMULATION AND TEST GRADING
AEC-Q100-008: EARLY LIFE FAILURE RATE (ELFR)
AEC-Q100-009: ELECTRICAL DISTRIBUTION ASSESSMENT
AEC-Q100-010: SOLDER BALL SHEAR TEST
AEC-Q100-011: CHARGED DEVICE MODEL (CDM) ELECTROSTATIC
DISCHARGE (ESD) TEST
AEC-Q100-012: SHORT CIRCUIT RELIABILITY CHARACTERIZATION OF
SMART POWER
DEVICES FOR 12 V SYSTEMS

Under the test conditions specified by AEC-Q100 standards, the semiconductor
companies, manufacturing vehicular chips, are supposed to notify the qualification
test results for each test category A summary of the test result is as follows:

Endurance Cycling with HTOL: 0/231 pcs
Endurance Cycling with Data Retention: 0/231 pcs
Dynamic Early Fail Study: 0/2400 pcs
Pre-Condition Test: 0/924 pcs
High Temp. Storage Life Test: 0/231 pcs
Pressure Cooker Test: 0/231 pcs
Temperature Cycle Test: 0/231 pcs
Highly Accelerated Stress Test: 0/231 pcs
ESD-HBM: 0/36 pcs
ESD-MM: 0/36 pcs
ESD-CDM: 0/9 pcs
Latch-Up Test: 0/18 pc

10.1.2 ISO 26262 Road Vehicle Functional Safety
Requirements

ISO 26262 is a functional safety standard for automotive industry. For a com-
petitive product, the automotive manufacturers need to conduct the standardized
development process and they require their suppliers to comply those standards
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too. The scope of ISO 26262 includes all safety related electrical/electronic (E/E)
systems for automotive application [6–8].

Like its parent standard IEC 61508, ISO 26262 is a risk based safety standard. It
assesses the risk of hazardous operational situations qualitatively; moreover, it
defines the safety measures to avoid or control the systematic failures and detects
or controls the random hardware failures or it mitigates their effects.

• Provides an automotive safety lifecycle (management, development, produc-
tion, operation, service, decommissioning) and supports tailoring the necessary
activities during these lifecycle phases.

• Covers functional safety aspects of the entire development process (including
such activities as requirements specification, design, implementation, integra-
tion, verification, validation, and configuration).

• Provides an automotive-specific risk-based approach for determining risk
classes ASILs (Automotive Safety Integrity Levels).

• Uses ASILs for specifying the item’s necessary safety requirements for
achieving an acceptable residual risk.

• Provides requirements for validation and confirmation measures to ensure a
sufficient and acceptable level of safety is being achieved.

ISO 26262 is an adaptation of functional safety standard IEC 61508 for
Automotive Electric/Electronic Systems. A significant difference between these
two standards is that ISO 26262 considers controllability while IEC 61508 does
not. Controllability is the ability to avoid the hazardous events on the action taken
by a driver. Considering this, ISO 26262 classifies ASIL into four different levels,
depending on its severity, probability of exposure and the controllability. After
determining ASIL, the product is developed in the process according to the method
and measure of the corresponding ASIL. As a result, the main purpose of
implementing this standard keeps all the records of safety-related activities from
the development process to ensure the functional safety.

ISO 26262 is composed of 10 parts: 1. Vocabulary, 2. Management of functional
safety, 3. Concept phase, 4. Product development: system level, 5. Product
development: hardware level, 6. Product development: software level, 7. Produc-
tion and operation, 8. Supporting processes, 9. ASIL oriented and safety-oriented
analyses, and 10. Guideline. The development process of item level starts from part
3 to 7, and all the other parts are supporting process. The development process
generally follows V-style process model and can be depicted as Fig. 10.1.

As in Fig. 10.1, functional safety concept of the item is derived in the concept
phase, and product development at system level will be started. In the product
development phase, the system design is specified and each development processes
at hardware and software levels are initiated individually. Although the ISO 26262
standard lists all the requirements to be complied, it is difficult to catch the steps of
each activities what to do and where to start. This section explains how to develop
a product to achieve the functional safety according to the standard, especially for
the product development at hardware level.
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The hardware development process, according to ISO 26262, starts from
planning the hardware development. The plan includes specifying the methods and
measures to be used during hardware design. Next, the hardware safety require-
ment is specified. This will be derived from several sources such as technical
safety concept, software safety requirements and system design specification.
Hardware safety requirement specification should be consistent to these documents
and the hardware is designed according to the hardware safety requirements
specification. In the hardware design process, the hardware architectural metric
with respect to the random hardware failures needs to be evaluated and verified for
ASIL C and D.

Random hardware failure normally occurs arbitrarily in a hardware element;
however, its failure rate can be predicted with reasonable accuracy. The random
hardware failure data can be obtained from several sources. To calculate the
hardware architectural metrics, the failure mode needs to be defined. Each faults
occurring in a safety-related hardware element can be classified as shown in
Fig. 10.2 and are defined in the standard as follows:

• Safe fault: The fault whose occurrence will not significantly increase the
probability of violation of a safety goal

• Multiple point fault: One fault of several independent faults that in combina-
tion, leads to a multiple point failure (either perceived, detected or latent).

• Perceived: This fault is deduced by the driver, without detection by a safety
mechanism within a prescribed time.

Fig. 10.1 Overview of ISO 26262
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• Detected: This fault is detected by a safety mechanism to prevent the fault from
being latent within a prescribed time.

• Latent: This fault is neither detected by a safety mechanism nor perceived by
the driver.

• Single point fault: The fault in an element which is not covered by a safety
mechanism and where the fault leads directly to the violation of a safety goal.

• Residual fault: Portion of a fault which by itself leads to the violation of a
safety goal, occurring in a hardware element, where that portion of the fault is
not covered by existing safety mechanisms.

10.1.2.1 Hardware Architectural Metric Calculation

To obtain objective evidence for the hardware design, the hardware architectural
metric needs to be calculated for ASIL C and D according to the following
procedure:

(a) Estimate failure rate of single point fault and latent multiple fault.
(b) Estimate diagnostic coverage of safety mechanism.
(c) Calculate ‘‘single point faults metric’’ and ‘‘latent faults metrics.’’
(d) Compare the metrics with target values.

The detailed explanation for the procedure is given as follows:

(a) Estimate failure rate of single point fault and latent multiple fault.
(b) The failure rate of a hardware part can be estimated either of the following

sources.

Fig. 10.2 Failure modes classification of a hardware element
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• Using a recognized industry sources (i.e., IEC 62380, IEC 61709, MIL HDBK
217 F notice 2, RAC HDBK 217 Plus, NPRD95, EN50129 Annex C, EN 62061
Annex D, RAC FMD97, MIL HDBK 338, etc.)

• Using statistics based on field returns or tests.
• Using expert judgment based on engineering approach.

(c) Estimate diagnostic coverage of safety mechanism.

Diagnostic coverage can be calculated using every element or part used in the
hardware architecture given with their achievable diagnostic coverage.

Table 10.1 shows the example components, consisting hardware architecture
and their faults or failures that need to be analyzed to derive diagnostic coverage.
For relays, to achieve 99 % of diagnostic coverage, two factors need to be
detected: (i) does not energize or de-energize, (ii) individual contacts welded. This
table is only a part of the quotation of the standards.

Techniques to derive the diagnostic coverage and the maximum achievable
diagnostic coverage for the selected component are given in Table 10.2. This is an
example of a variable memory range from Table 10.1. Block replication in
Table 10.2, for instance, aims to detect all bit failures of the memory by dupli-
cating the address space in two memories. The mechanism is as follows: the first
memory is operated in the normal manner, the second memory stores the same
information inversely and it is inverted again when accessed in parallel to the first,
and the outputs difference leads to a failure message. This technique can achieve
high diagnostic coverage.

(c) Calculate ‘‘single point faults metric’’ and ‘‘latent faults metrics.’’

When all the failure rates are estimated, a single point faults metric and latent
faults metrics are calculated through the equations [8].

(d) Compare the metrics with target values.

Numerical target values for ‘‘single point faults metric’’ and ‘‘latent faults
metrics’’ are given in Table 10.3. Appropriate target values w.r.t. their ASILs are

Table 10.1 Example of required faults or failures to derive diagnostic coverage

Components Recommendations for diagnostic coverage

Low (60 %) Medium (90 %) High (99 %)

Relay Does not energize
or de-energize
Welded contacts

Does not energize or de-
energize Individual
contacts welded

Does not energize or de-
energize Individual
contacts welded

Invariable
memory range

Struck-at for data
and addresses

d.c. fault model for data
and addresses

All faults which affect
data in the memory

Variable memory
range

Struck-at for data
and addresses

d.c. fault model for data
and addresses

d.c. fault model for data
and addresses dynamic
cross-over for memory
cells no, wrong or
multiple addressing
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chosen for the hardware architectural metric of the product. Finally, by comparing
the result of calculated metrics with the target values, the product can be claimed
the standard compliant.

According to ISO 26262, the hardware development process consists of plan-
ning, hardware-safety requirement specification, hardware design and integration
and testing. The calculation of hardware architectural metrics, during hardware
design process for ASIL C and D, is explained in detail by four steps. Evaluation
of hardware architectural metrics with respect to random hardware failures and
final claiming evidence are included in the steps. By obtaining hardware archi-
tectural metrics, the architectural detailed design can have ASIL dependent pass/
fail criteria and can be objectively assessable.

However, it is very hard to estimate the failure rates and diagnostic coverage for
vehicular SoCs (system-on-chips) embedding digital/analog circuits with various
memory components. SoC defects are modeled as stuck-at, bridge, delay, cross-
talk, retention, etc. and the fault coverage for each fault, thus failure rate cannot be
simply estimated. Diagnosis at an SoC becomes even harder problem than the
estimation of the failure rate. Ad hoc and structured design for testability tech-
niques are adopted in designing SoCs to alleviate the difficulties in failure analysis
and improve the reliability. State of art design for reliability techniques are
required by vehicular SoCs to achieve ASIL D level of ISO 26262 hardware
functional safety.

Although, developing an ISO 26262 compliant product is not a simple task,
automotive companies should implement the standard in advance to their develop-
ment process; which can be evident of the organizational capability of performing
functional safety in near future.

Table 10.2 Diagnostic technique/measure and their coverage for variable memory

Diagnostic technique/measure Maximum diagnostic coverage
considered achievable

RAM test ‘‘checkerboard’’ or ‘‘march’’ Low
One bit redundancy Low
Detection of RAM data failures with

error-detection-correction codes (EDC)
High

Block replication High

Table 10.3 Target values for single point faults metric and latent faults metric

ASIL B (%) ASIL C (%) ASIL D (%)

Single point faults metric [90 [97 [99
Latent faults metric [60 [80 [90
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10.1.3 Vehicular Networks, CAN/LIN, FlexRay, and MOST

Controller area network (CAN) is a new type of serial bus, which is developed by
Bosch Corporation to solve the data exchange problem among numerous elec-
tronic devices of future automobiles, in 1980s. CAN bus has the merits of high
intelligence, fault-tolerant and reliability, which can support distributing real-time
control, therefore, it was popular right away, especially in the automobile industry.
As specified by the CAN standard, an off-the-shelf controller includes an error
detection mechanism based on a cyclic redundancy check and automatic retrans-
mission of messages, thus due to its error robustness, CAN is frequently used in
safety critical application such as active-steering or for controlling heavy industrial
machinery [9].

FlexRay is a new network communication standard that provides a high-speed
serial communication, time triggered bus and fault tolerant communication
between electronic devices for future automotive applications. FlexRay supports a
time-triggered scheme and an optional event triggered scheme. The upper bound
of the data rate is 10 Mbps and it provides two channels for redundancy. FlexRay
was developed for next generation automobiles by a consortium founded by
BMW, Bosch, Daimler Chrysler and Philips in 2000, which is extended to several
automotive and semiconductor industry members including Freescale Semicon-
ductors, Bosch, General Motors, and Hyundai-Kia Motors. In 2006, FlexRay
protocol was first applied to the electronically controlled dampers of BMW X5
series.

MOST—Media Oriented Systems Transport—is the de-facto standard for
multimedia and infotainment networking in the automotive industry. The tech-
nology was designed from the ground up to provide an efficient and cost-effective
fabric to transmit audio, video, data and control information between any devices
attached even to the harsh environment of an automobile. Its synchronous nature
allows simple devices to be able to provide content and others to render that
content with the minimum hardware. At the same time, it provides unique quality
of service for transmission of audio and video services. Although its roots are in
the automotive industry, MOST can be used for applications in other areas such as
other transportation applications, A/V networking, security and industrial appli-
cations. MOST150 provides a physical layer to implement Ethernet in automobiles
with 150 Mbps bandwidth. It also integrates an Ethernet channel with adjustable
bandwidth in addition to the three established channels (control message channel,
streaming data channel and packet data channel) of the other grades of MOST.
MOST150 also permits isochronous transfer on the synchronous channel.
Although the transfer of synchronous data requires a frequency other than the one
specified by the MOST frame rate, it is also possible with MOST150. MOST150’s
advanced functions and enhanced bandwidth will enable a multiplex network
infrastructure capable of transmitting all forms of infotainment data, including
video, throughout an automobile. Figure 10.3 shows the hierarchical automobile
network connected through MOST, FlexRay, CAN, and LIN. The red line
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indicates that it is imperative to diagnose any failure in ECUs and network
components at real time.

Semiconductor chips for automobile application adapt many reliability features
complying with ISO26262. For example, as shown in the Fig. 10.4, Renesas
supports functional safety activities compliant with ISO26262 by providing ECU
with lock-step, memory components with Error Correcting Codes, CRC for data
transmission, watch dog timer to monitor abnormal status, self test for logic/
memory/analog components.

10.1.4 Fault Models, Test Pattern Generation, and Fault
Simulation

10.1.4.1 Fault Models in Digital Logic Circuits

• Stuck-at fault: A signal or the gate output is stuck at a 0 or 1 value, independent
of the inputs to the circuit.

• Bridging fault: Two signals are connected together when they should not be.
Depending on the logic circuitry employed, this may result in a wired-OR or
wired-AND logic function. Since there are O(n^2) potential bridging faults,
they are normally restricted to signals that are physically adjacent in the design.

• Open fault: Here a wire is assumed broken, and one or more inputs are dis-
connected from the output that should drive them. As with bridging faults, the
resulting behavior depends on the circuit implementation.

• Delay fault model: The signal eventually assumes the correct value, but more
slowly (or rarely, more quickly) than normal.

Fig. 10.3 Diagnosis of failures through hierarchical automobile networks
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• Intermittent fault: It is a malfunction of a device or a system that occurs at
intervals, usually irregular, in a device or system that functions normally at
other times.

• Soft error: These errors occur when the radioactive atoms in the chip’s material
decay and release alpha particles into the chip. Because an alpha particle
contains a positive charge and kinetic energy, the particle can hit a memory cell
and cause the cell to change state to a different value. The atomic reaction is so
tiny that it does not damage the actual structure of the chip.

• Aging fault: Circuit aging effects caused by, for example, negative bias tem-
perature instability (NBTI) further affect the timing of the circuit during its
lifetime. As a consequence, some paths, which were not expected to fail based
on pre-silicon estimates, may fail after fabrication. The initial impact of NBTI
is on the temporal increase of the threshold voltage of PMOS transistors in a
design, which will reduce the drive current and slow down the switching of the
circuit, and the operational frequency of the circuit will reduce over time.

Fig. 10.4 Reliability features of an automobile ECU
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10.1.4.2 Fault Coverage

Fault coverage refers to the percentage of some type of fault that can be detected
during the test of any engineered system. High fault coverage is particularly
valuable during manufacturing test, and techniques such as design for test (DFT)
and automatic test pattern generation are used to increase it. In electronics for
example, stuck-at fault coverage is measured by sticking each pin of the hardware
model at logic ‘0’ and logic ‘1’, respectively, and running the test vectors. If at
least one of the outputs differs from what is to be expected, the fault is said to be
detected. Conceptually, the total number of simulation runs is twice the number of
pins (since each pin is stuck in one of two ways, and both faults should be
detected). However, there are many optimizations, which can reduce the needed
computation. In particular, often many non-interacting faults can be simulated in
one run, and each simulation can be terminated as soon as a fault is detected [10].

10.1.4.3 Basics of Automatic Test Pattern Generation

A defect is an error introduced into a device during the manufacturing process. A
fault model is a mathematical description of how a defect alters design behavior. The
logic values observed at the device’s primary outputs, while applying a test pattern to
some device under test (DUT), are called the output of that test pattern. The output of
a test pattern, when testing a fault-free device that works exactly as designed, is called
the expected output of that test pattern. A fault is said to be detected by a test pattern if
the output of that test pattern, when testing a device that has only that one fault, is
different than the expected output. The ATPG process for a targeted fault consists of
two phases: fault activation and fault propagation. Fault activation establishes a
signal value at the fault model site that is opposite of the value produced by the fault
model. Fault propagation moves the resulting signal value, or fault effect, forward by
sensitizing a path from the fault site to a primary output.

ATPG can fail to find a test for a particular fault in at least two cases. First, the
fault may be intrinsically undetectable, such that no patterns exist that can detect
that particular fault. The classic example of this is a redundant circuit, designed so
that no single fault causes the output to change. In such a circuit, any single fault
will be inherently undetectable.

Second, it is possible that a pattern(s) exist, but the algorithm cannot find it.
Since the ATPG problem is NP-complete there will be cases where patterns exist,
but ATPG gives up since it will take an incredibly long time to find them.

10.1.4.4 Fault Simulation

A fault simulator emulates the target faults in a circuit in order to determine which
faults are detected by a given set of test vectors. Because there are many faults to
emulate for fault detection analysis, fault simulation time is much greater than that
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required for design verification. To accelerate the fault simulation process,
improved approaches have been developed in the following order. Parallel fault
simulation uses bit-parallelism of logical operations in a digital computer. Thus,
for a 32-bit machine, 31 faults are simulated simultaneously. Deductive fault
simulation deduces all signal values in each faulty circuit from the fault-free
circuit values and the circuit structure in a single pass of true-value simulation
augmented with the deductive procedure. Concurrent fault simulation is essentially
an event driven simulation to emulate faults in a circuit in the most efficient way.
Hardware fault simulation accelerators based on parallel processing are also
available to provide a substantial speed-up over purely software-based fault
simulators.

10.1.5 Design for Testability Techniques

The testability of combinational logic decreases as the level of the combinational
logic increases. A more serious issue is that good testability for sequential circuits
is difficult to achieve. Because many internal states exist, setting a sequential
circuit to a required internal state can require a very large number of input events.
Furthermore, identifying the exact internal state of a sequential circuit from the
primary outputs might require a very long checking experiment. Hence, a more
structured approach for testing designs that contain a large amount of sequential
logic is required as part of a methodical design for testability (DFT) approach.
Initially, many ad hoc techniques were proposed for improving testability. These
techniques relied on making local modifications to a circuit in a manner that was
considered to result in testability improvement. While ad hoc DFT techniques do
result in some tangible testability improvement, their effects are local and not
systematic. Furthermore, these techniques are not methodical, in the sense that
they have to be repeated differently on new designs, often with unpredictable
results. Due to the ad hoc nature, it is also difficult to predict how long it would
take to implement the required DFT features. The structured approach for test-
ability improvement was introduced to allow DFT engineers to follow a
methodical process for improving the testability of a design. A structured DFT
technique can be easily incorporated and budgeted for as part of the design flow
and can yield the desired results. Furthermore, structured DFT techniques are
much easier to automate. To date, electronic design automation (EDA) vendors
have been able to provide sophisticated DFT tools to simplify and speed up DFT
tasks. Scan design has been found to be one of the most effective structured DFT
methodologies for testability improvement. Not only can scan design achieve the
targeted fault coverage goal, but it also makes DFT implementation in scan design
manageable.
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10.1.5.1 Scan Design

Scan design, the most widely used structured DFT methodology, attempts to
improve testability of a circuit by improving the controllability and observability
of storage elements in a sequential design. Typically, this is accomplished by
converting the sequential design into a scan design with three modes of operation:
normal mode, shift mode, and capture mode. Circuit operations with associated
clock cycles conducted in these three modes are referred to as normal operation,
shift operation, and capture operation, respectively. In normal mode, all test sig-
nals are turned off, and the scan design operates in the functional configuration. In
both shift and capture modes, a test mode signal TM is often used to turn on all
test-related fixes that are necessary to simplify the test, debug, and diagnosis tasks,
improve fault coverage, and guarantee the safe operation of the circuit under test.
These circuit modes and operations are distinguished using additional test signals
or test clocks. In order to illustrate how scan design works, consider the sequential
circuit shown in Fig. 10.5.

This circuit contains combinational logic and three D flip-flops. Assume that a
stuck-at fault f in the combinational logic requires the primary input X3, flip-flop
FF2, and flip-flop FF3 to be set to 0, 1, and 0, respectively, to capture the fault
effect into FF1. Because the values stored in FF2 and FF3 are not directly con-
trollable from the primary inputs, a long sequence of operations may have to be
applied in order to set FF2 and FF3 to the required values. Furthermore, in order to
observe the fault effect on the captured value in flip-flop FF1, a long checking
experiment may be required to propagate the value of FF1 to a primary output.
From this example, it can be seen that the main difficulty in testing a sequential
circuit stems from the fact that it is difficult to control and observe the internal state
of the circuit. Scan design, whose concept is illustrated in Fig. 10.6, attempts to
ease this difficulty by providing external access to selected storage elements in a
design. This is accomplished by first converting selected storage elements in the
design into scan cells and then stitching them together to form one or more shift

Fig. 10.5 Difficulty in
testing a sequential circuit
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registers, called scan chains. In the scan design illustrated in Fig. 10.6, the n
storage elements are now configured as a shift register in shift mode. Any test
stimulus and test response can now be shifted into and out of the n scan cells in n
clock cycles, respectively, without having to resort to applying an exponential
number of clock cycles to force all storage elements to a desired internal state.
Hence, the task of detecting fault f, in Fig. 10.4, becomes a simple matter of: (1)
switching to shift mode and shifting in the desired test stimulus, 1 and 0, to FF2
and FF3, respectively; (2) driving a 0 onto primary input X3; (3) switching to
capture mode and applying one clock pulse to capture the fault effect into FF1;
and, finally (4) switching back to shift mode and shifting out the test response
stored in FF1, FF2, and FF3 for comparison with the expected response. Because
scan design provides access to internal storage elements, test generation com-
plexity is reduced. Because there are two input sources in a scan cell, a selection
mechanism must be provided to allow a scan cell to operate in two different
modes: normal/capture mode and shift mode. In normal/capture mode, data input
is selected to update the output. In shift mode, scan input is selected to update the
output. This makes it possible to shift in an arbitrary test pattern to all scan cells
from one or more primary inputs while shifting out the contents of all scan cells
through one or more primary outputs. Internal structures of three widely used scan
cell designs: muxed-D scan, clocked-scan, and level-sensitive scan design (LSSD)
are to be shown in Figs. 10.7, 10.8 and 10.9, respectively.

Fig. 10.6 Scan design concept

Fig. 10.7 Muxed-D scan cell

Fig. 10.8 Clocked-scan
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10.1.5.2 Built-In Self-Test

With recent advances in semiconductor manufacturing technology, the production
and usage of very-large-scale integration (VLSI) circuits has run into a variety of
testing challenges during wafer probe, wafer sort, pre-ship screening, incoming
test of chips and boards, test of assembled boards, system test, periodic mainte-
nance, repair test, etc. Traditional test techniques that use automatic test pattern
generation (ATPG) software to target single faults for digital circuit testing have
become quite expensive and can no longer provide sufficiently high fault coverage
for deep submicron or nanometer designs from the chip level to the board and
system levels. One approach to alleviate these testing problems is to incorporate
built-in self test (BIST) features into a digital circuit at the design stage. With logic
BIST, circuits that generate test patterns and analyze the output responses of the
functional circuitry are embedded in the chip or elsewhere on the same board
where the chip resides. There are two general categories of BIST techniques for
testing random logic: (1) online BIST and (2) offline BIST. A general form of logic
BIST techniques is shown in Fig. 10.10.

Online BIST is performed when the functional circuitry is in normal operational
mode. It can be done either concurrently or nonconcurrently. In concurrent online
BIST, testing is conducted simultaneously during normal functional operation. The
functional circuitry is usually implemented with coding techniques or with
duplication and comparison. When an intermittent or transient error is detected,
the system will correct the error on the spot, rollback to its previously stored
system states, and repeat the operation, or generate an interrupt signal for repeated
failures. In nonconcurrent online BIST, testing is performed when the functional

Fig. 10.9 Level-sensitive
scan design (LSSD)

Fig. 10.10 Logic BIST
techniques
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circuitry is in idle mode. The test process can be interrupted at any time so that
normal operation can resume. Offline BIST is performed when the functional
circuitry is not in normal mode. This technique does not detect any real-time errors
but is widely used in the industry for testing the functional circuitry at the system,
board, or chip level to ensure product quality. Functional offline BIST performs a
test based on the functional specification of the functional circuitry and often
employs a functional or high-level fault model. Normally such a test is imple-
mented as diagnostic software or firmware. Structural offline BIST performs a test
based on the structure of the functional circuitry. There are two general classes of
structural offline BIST techniques: (1) external BIST, in which test pattern gen-
eration and output response analysis is done by circuitry that is separate from the
functional circuitry being tested, and (2) internal BIST, in which the functional
storage elements are converted into test pattern generators and output response
analyzers. Some external BIST schemes test sequential logic directly by applying
test patterns at the inputs and analyzing the responses at its outputs. Such tech-
niques are often used for board-level and system level self-test. The BIST schemes
discussed here all assume that the functional storage elements of the circuit are
converted into a scan chain or multiple scan chains for combinational circuit
testing. Such schemes are much more common than those that involve sequential
circuit testing. Figure 10.11 shows a typical logic BIST system using the structural
offline BIST technique.

The test pattern generator (TPG) automatically generates test patterns for
application to the inputs of the circuit under test (CUT). The output response
analyzer (ORA) automatically compacts the output responses of the CUT into a
signature. Specific BIST timing control signals, including scan enable signals and
clocks, are generated by the logic BIST controller for coordinating the BIST
operation among the TPG, CUT, and ORA. The logic BIST controller provides a
pass/fail indication once the BIST operation is complete. It includes comparison
logic to compare the final signature with an embedded golden signature, and often
comprises diagnostic logic for fault diagnosis. As compaction is commonly used
for output response analysis, it is required that all storage elements in the TPG,
CUT, and ORA be initialized to known states prior to self-test, and no unknown

Fig. 10.11 A typical logic
BIST
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(X) values be allowed to propagate from the CUT to the ORA. In other words, the
CUT must comply with additional BIST-specific design rules.

There are a number of advantages to using the structural offline BIST technique
rather than conventional scan: BIST can be made to effectively test and report the
existence of errors on the board or system and provide diagnostic information as
required; it is always available to run the test and does not require the presence of
an external tester. Because BIST implements most of the tester functions on-chip,
the origin of errors can be easily traced back to the chip; some defects are detected
without being modeled by software. N-detect, a method for detecting a fault N
times, is done automatically. At-speed testing, which is inherent in BIST, can be
used to detect many delay faults. Test costs are reduced due to reduced test time,
tester memory requirements, or tester investment costs, as most of the tester
functions reside on-chip itself. However, there are also disadvantages associated
with this approach. More stringent BIST-specific design rules are required to deal
with unknown (X) sources originating from analog blocks, memories, non-scan
storage elements, asynchronous set/reset signals, tristate buses, false paths, and
multiple-cycle paths, to name a few. Also, because pseudo-random patterns are
mostly used for BIST pattern generation, additional test points (including control
points and observation points) may have to be added to improve the circuit’s fault
coverage. While BIST-specific design rules are required and the BIST fault cov-
erage may be lower than that using scan, BIST does eliminate the expensive
process of software test pattern generation and the huge test data volume necessary
to store the output responses for comparison. More importantly, a circuit
embedded with BIST circuitry can be easily tested after being integrated into a
system. Periodic in-system self-test, even using test patterns with less than perfect
fault coverage, can diagnose problems down to the level where the BIST circuitry
is embedded. This allows system repair to become trivial and economical.

10.1.5.3 IEEE 1149.X Boundary Scan Design

Boundary scan design is a design for testability technique to simplify the appli-
cation of test patterns for the detection and diagnosis of different faults at levels of
packages (e.g. chips, modules, boards, backplanes). In circuit test based on the
bed-of-nails probing technique makes it possible to test each chip and the inter-
connections among chips. However it requires the automatic test equipment to
probe each chip pin and the increasing use of surface mounting techniques make it
difficult to perform in-circuit test. Boundary scan is aiming to improve the card
level testability by embedding a dedicated boundary scan register or making use of
the part of the scan register in each chip. IBM boundary scan design has been
developed in support of reduced pin count test and interconnect test where the
boundary scan latches belong to the scan register. IEEE 1149.1 boundary scan
design which uses an explicit test protocol is becoming a widely adopted industry
standard. The conceivable defects on the interconnections among chips can be
modeled as stuck-at, bridging, delay, and intermittent faults. A few test pattern
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generation algorithms for static faults have been developed. IEEE boundary scan
architecture consists of Test Access Ports (TAP), TAP controller, instruction and
data registers. Test Data Input (TDI), Test Data Output (TDO), Test Clock (TCK),
and Test Reset (TRST) constitute the TAP and TRST can be used optionally. Each
input and output pin of a chip is connected to input and output boundary scan cells
respectively. IEEE boundary scan instructions can be classified into compulsory
ones such as BYPASS, EXTEST, and SAMPLE/PRELOAD and optional ones
such as CLAMP, HIGHZ, and RUNBIST. TAP controller is a finite state machine
with 16 states which mainly enable to apply patterns to data and instruction
registers and to observe the test responses. Figure 10.12 shows a standard IEEE
boundary scan design where the boundary scan, bypass or other test data register is
connected to TDI-TDO path upon the instruction decoded.

The interconnect faults on a board can be summarized as follows:

1. S-at-1 and S-at-0: The conventional stuck at fault model.
2. S-open: The fault model for CMOS implementations which models any open

net fault as either a pull-up or pull-down circuit. Initialization and transition
patterns, that is, a two pattern test is required to detect a stuck-open fault.

3. Shorted Nets Faults: AND, OR, OPEN, DOMINATOR: The fault model for
shorted nets fault scan be classified into AND, OR, OPEN and DOMINATOR
type faults. Suppose two nets:(A, B) are shorted and let the logic values at each
net be V(A) and V(B) respectively then:

(a) An AND type short results in logic 0 if either net is logic 0.
(b) Conversely an OR type short results in logic 1 if either net is logic 1.
(c) We call A DOMINATES B if V(A) appears at both nets regardless of V(B).

Similarly B DOMINATES A if V(B) always appears at both nets regardless
of V(A).

4. Delay fault: ‘0 ? 1’ or ‘1 ? 0’ transition cannot reach the receiver within a
specified amount of time.
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Fig. 10.12 IEEE 1149.1 boundary scan design
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Among 16 states of the TAP controller shown in Fig. 10.13, Update-DR and
Update-IR states are active on the falling edge of the TCK while all the others are
on the rising edge.

Although the IEEE boundary scan was initially focused to board and system
level testing, recently the boundary is coming down to IP cores so that the SoC
comprising of reusable cores can be tested and debugged through that boundary
scan chains.

The method to apply and observe interconnect test patterns and state transitions
of the Test Mode Selector can be summarized as follows:

1. EXTEST instruction is read and decoded. The state transition is :
RESET ? IDLE ? Scan-DR ? Scan-IR ? Capture-IR ? Shift-
IR ? … ? EXIT1-IR?
Update-IR?

2. Interconnect test patterns are serially applied through the boundary scan reg-
ister. The corresponding state transitions:
Scan-DR ? Capture-DR ? Shift-DR ? … ? EXIT1-DR?

3. Test patterns read are applied to Update latch and the signals are propagated to
input Boundary Scan Cells (BSC) in parallel. The corresponding state transitions:
Update-DR ? Scan-DR ? Capture-DR?

Fig. 10.13 16 states transition diagram of the TAP controller
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4. Test responses captured are shifted out through BSCs to TDO. The corre-
sponding state transitions:
Capture-DR ? Shift-DR ? … ? EXIT1-DR ? Update-DR and Update-IR
states are active on the falling edge of the TCK while all the others are on the
rising edge.

10.1.5.4 IEEE 1500 Wrapper

IEEE 1500 defines a standard for embedded core test interfaces, which includes a
test wrapper, test ports, and wrapper control signals. In general, the core test access
mechanism (TAM) and test method are supposed to be defined by SoC designers.
The IEEE 1500 wrapper consists of Wrapper Instruction Register (WIR), Wrapper
Bypass Register (WBY) and Wrapper Boundary Register (WBR). There are two
test access terminals defined. One is mandatory Wrapper Serial Port (WSP) and
the other is Wrapper Parallel Port (WPP). Unlike the IEEE 1149.1, wherein TAP
control is defined as a standard, the test control logic of the IEEE 1500 is supposed
to be customized by SoC integrators. However, in general, the IEEE 1149.1 TAP
controller becomes the main control source for the embedded core test. IEEE 1500
instructions are classified into compulsory ones such as WS_BYPASS, WS_EX-
TEST, Wx_INTEST, etc., and optional ones, such as WS_INTEST_SCAN,
Wx_EXTEST, WS_SAFE, etc. Figure 10.14 shows an example of an IEEE 1500
wrapped core with a scan chain. It includes a parallel test domain through WPI and
WPO as well as a serial test domain through WSI and WSO. According to different
test modes, test paths are diversely reconfigurable using multiplexers. Depending
upon the available scan input and output ports, internal scan chains can be directly
connected to external WPI and WPO ports, or indirectly connected through
internal input and output WBRs. Scan chains are controlled by se and clk signals,
and Wrapper Serial Control (WSC) signals manipulate the IEEE 1500 wrapper
instruction, bypass, and boundary registers.

Although the IEEE 1500 standard does not explicitly specify the access
mechanism through the WSP, it presents the simple interface logic between the
IEEE 1149.1 TAP controller and the IEEE 1500 WSP as shown in Fig. 10.15. The
WRCK is directly connected to the TCK, and the SelectWIR signal is connected to
Select from TAP via choice of either WIR or WBR. While Capture and Shift
operations occur on the rising edge of the WRCK, Update operation occurs on the
falling edge of the WRCK. The IEEE 1149.1 TAP is used to set the test mode of
each core, configure test paths and generate control signals.

10.1.5.5 Memory Testing

It becomes highly important to test various kinds of defects rapidly and precisely
to reduce the testing cost and to improve the memory quality especially under the
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SoC design environment. Memory defects can be modeled as stuck-at, coupling,
transition, address decoder, and pattern-sensitive faults and it is known that the
80 % of the failures are due to the leakage defects. Among the different testing
algorithms ranging from O

ffiffiffi
n
p
ð Þ to O(nlog(n)), BIST(Built-In Self Test) tech-

niques with O
ffiffiffi
n
p
ð Þ to O(n) complexity algorithms are widely adopted for

embedded memories. Memory test patterns can be generated deterministically or
randomly through either a test equipment or a BIST circuitry. Test patterns

Fig. 10.14 Example core and its IEEE 1500 wrapper

TDI         TCK  TMS  TRST        TDO 

TAP

Glue Logic

Sh
if

tW
R

C
ap

tu
re

W
R

U
pd

at
eW

R

W
R

C
K

Se
le

ct
Se

le
ct

W
IR

R
es

et
W

R
ST

N

W
SI

W
SO

Sh
if

t-
IR

 S
ta

te
Sh

if
t-

D
R

 S
ta

te

C
ap

tu
re

-I
R

 S
ta

te
C

ap
tu

re
-D

R
 S

ta
te

U
pd

at
e-

IR
 S

ta
te

U
pd

at
e-

D
R

 S
ta

te

FFFFTCK

Sh
if

tW
R

C
ap

tu
re

W
R

U
pd

at
eW

R

Fig. 10.15 IEEE 1149.1 TAP-to-IEEE 1500 WSP interface logic

284 S. Park



generated randomly can detect not only modeled defects but non-modeled and
timing defects, nevertheless deterministic march patterns are widely adopted for
BIST and off-chip testing for their simplicity.

10.1.5.6 Fault Models and Definitions

Faults modelled from the memory defects can be summarized as followings.

(1) Stuck-at-Fault(SF) : Either a cell or a line is stuck to logical ‘0’ or ‘1’.
(2) Transition Fault(TF) : 0 ? 1(or 1 ? 0) transition is impossible on a cell or a

line.
(3) Coupling Fault(CF) : When a cell is written to 0 ? 1(or 1 ? 0), the content

of the other cell is changed. CF is generalized to k-coupling fault when k-1
cells are changed and further more classified into Inversion or Idempotent
coupling faults upon the content changed.

(4) Address Decoder Fault(ADF) : No cell will be accessed with a certain
address, or multiple cells are accessed simultaneously, or a certain cell can be
accessed with multiple addresses.

(5) Address Decoder Open Faults(ADOF) : CMOS address decoder open faults
are caused by open defects in the CMOS logic gates of the memory address
decoders and, due to their sequential behavior, cannot be mapped to faults of
the memory array itself.

(6) Retention Faults(RF) : A cell fails to retain its logic value after some time.
This fault is caused by a broken pull-up resistor.

(7) Neighborhood Pattern Sensitive Fault (NPSF) : a typical neighborhood pat-
tern sensitive faults preventing the base cell from being transited to certain
value is called as ‘static’ NPSF, and an NPSF is named as ‘dynamic’ when a
transition on the neighborhood cells triggers the transition on the base cell.

10.1.5.7 Memory March Test

A bit-oriented March C- algorithm is given in Table 10.4 as a March test
example [11]. In Table 10.4, there are six March elements, denoted as M0,
M1,…, M5.

In each March element, we first specify the address sequence: * means that the
address sequence is in ascending order, + means that the address changes in
descending order, and & means that either * or + is acceptable. Consider M1, for
example; the address sequence begins at the lowest address and changes in
ascending order toward the highest address. For each address (memory cell),
perform a read operation (with an expected 0 in the fault-free case) and write back
the complemented bit immediately, then continue to the next address. The algo-
rithm is also called the March 10 N algorithm as it requires 10 N read/write
operations, where N is the number of memory cells (address locations).
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March C- is known to completely detect SAFs, unlinked AFs, unlinked TFs,
and CFs (including CFins, CFids, and CFsts). It also detects SOFs if M1 is
extended to r0w1r1, or M2 to r1w0r0. The resulting algorithm is called the
extended March C- algorithm. In order to reduce the test cost, appropriate fault
models and test algorithms should be chosen. Some other March tests are sum-
marized below:

Modified algorithmic test sequence (MATS) - {m(w0); m(r0,w1); m(r1)}
MATS+ - {m(w0); *(r0,w1); +(r1,w0)}
Marching 1/0 - {*(w0); *(r0,w1,r1); +(r1,w0,r0); *(w1); *(r1,w0,r0);
(r0,w1,r1)}
MATS++ - {m(w0); *(r0,w1); +(r1,w0,r0)}
March X - {m(w0); *(r0,w1); +(r1,w0); m(r0)}
March C - {m(w0); *(r0,w1); *(r1,w0); m(r0); +(r0,w1); +(r1,w0); m(r0)}
March C2 - {m(w0); *(r0,w1); *(r1,w0); +(r0,w1); +(r1,w0); m(r0)}
March A - {m(w0); *(r0,w1,w0,w1); *(r1,w0,w1); +(r1,w0,w1,w0); +(r0,w1,w0)}
March Y - {m(w0); *(r0,w1,r1); +(r1,w0,r0); m(r0)}
March B - {m(w0); *(r0,w1,r1,w0,r0,w1); *(r1,w0,w1); +(r1,w0,w1,w0);
+(r0,w1,w0)}

10.1.5.8 Memory BIST

Figure 10.16 diagrams a BIST design and the interface between the BIST logic
and the embedded DRAM [12]. The BIST activation control (BAC) input activates
the BIST logic; the embedded DRAM is in normal mode when BAC is 0 and in
BIST mode when BAC is 1. The BIST controller is a finite-state machine; its state
transition is controlled by the BIST control selection (BCS) input. The BIST
controller also controls the scan chains, shifting in test patterns and commands
from the BIST scan-in (BSI) input and shifting out results from the BIST scan-out
(BSO) output.

As Fig. 10.16 shows, the controller contains multiple chains. The decode logic
and test mode selection modules determine the proper data register to scan in the test
commands and subsequently activate the sequencer. The sequencer generates the
DRAM’s timing sequence, with the help of some built-in counters and the timing
generator. The comparator compares and reports any discrepancy between the output
data from the DRAM and the original input data generated by the sequence con-
troller. The BIST logic has three additional I/O signals. The BIST ready flag (BRD*)
indicates when the BIST sequence is finished, so that the go/no-go indicator signal

Table 10.4 The March C–algorithm

m (w0); * (r0w0); * (r1w0); + (r0w1); + (r1w0); m (r0);

M0 M1 M2 M3 M4 M5
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(BGO) can be sampled to check that the embedded DRAM is functioning correctly.
The BRS*/SCAN signal acts as both the reset and scan test control. All registers in
the BIST controller finite-state machine are scanned, and before we use the BIST
logic to test the DRAM, the logic itself is scan tested. Finally, we need a BIST clock
(BCK) input. BCK and BAC must be dedicated; others cannot share these two input
pins (for example, by using multiplexers). But BRD* is optional and may be
removed if pin count is a concern. In that case, we can encode BGO to signal the
completion of the BIST sequence and show the test result. The reset (BRS*) also is
optional, since a short synchronizing sequence for the BIST controller can be the
reset sequence. However, the SCAN pin is still required in that case. Apart from BCK
and BAC, all other BIST I/O signals can share pins with signals outside the DRAM
core; thus, we can use multiplexed pins to reduce pin overhead.

The BIST supports the following test modes:

Scan test—testing the BIST logic, except the BIST controller finite-state machine.
We execute scan test at the beginning of the BIST sequence to ensure the circuit’s
correct functionality. In addition, we test all registers in the DRAM core in this
mode.
Memory BIST—functional testing of the DRAM using march algorithms. This
mode exercises various operation modes, such as non-page-mode test, page mode
test, refresh test, and retention test. This mode also supports diagnosis. In that case,
the BIST logic can shift out the address of any faulty cell, column, or row to the
external tester via the scan mechanism. We can test for retention faults in this
mode or in a separate test mode.

Fig. 10.16 Block diagram of a Memory BIST
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Burn-in—stress testing to screen out unreliable parts that may fail in infancy. This
mode uses the BIST logic to exercise the entire memory cell array in a more
efficient method than the normal read/write access. The default burn-in test is to
use a march algorithm supported in the memory BIST mode.
Timing-fault test—testing for critical timing faults by running the BIST clock at an
appropriate speed. Among these faults are incorrect setup time, hold time, and data
arrival time of various control and data signals. We can simultaneously detect
some timing faults, such as incorrect setup time and hold time, when we perform
functional test (in memory BIST mode). We can test for others by using different
BIST clock periods or an external.

10.1.5.9 Memory Error Correcting Codes

With the scaling of process technologies into the nanometer regime, the reliability
of embedded memory systems becomes an increasingly important concern for
digital system designers. Nano-scale components themselves are increasingly
likely to fail, and the growing amount of on-chip memory creates more possible
points of failure. As designers integrate more of the memory hierarchy onto the
processing die, the number and size of memory arrays on these system-on-chip
(SoC) and microprocessors will increase. Therefore, errors occurring in the
embedded memory systems are a growing threat to the overall SoC and processor
reliability and yield [13].

To protect the integrity of the data in the memory, error correcting code (ECC)
plays a vital role. The most common codes used are single error correction-double
error detection (SEC-DED) codes. The most popular are Hamming, and Hsiao.
These codes can correct single bit errors in a codeword and can detect double bit
errors. These codes require storing additional check bits in the memory. Along
with the columns needed to carry out ECC, the memory includes additional spare
columns for repair. In some cases, check bits are used along with spare rows and
columns to provide a combined fault-tolerance. Current memory designs contain
redundant rows, columns, and sub-arrays to tolerate manufacture-time hard errors
and thus improve yields. When faulty bits are detected during product testing, the
faulty addresses are remapped to redundant spare rows or columns using built-in
self repair (BISR) techniques. While in the worst-case most defective memories on
the tail end of the statistical curve may use all of the spare resources, most
memories will have unused spare resources after the repair.

We focus our attention on the conventional systematic linear block SEC-DED
codes. ECC is typically applied to the data on a per-word basis (e.g., 64 bits) and
allows error detection/correction at the cost of extra bits of code storage per word
and shared calculation/checking/correction logic (Fig. 10.17).
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The length of the code words, the number of information bits and the number of
check bits are denoted by n, k and r = (n – k), respectively. The H-matrix is:

H ¼ AT jIn�k

� �
ð10:1Þ

Where A is a k-by-(n-k) parity check generator matrix and In-k is an (n-k)-by-
(n-k) identity matrix. The code generator matrix denoted as G is defined as
follows:

G ¼ IkjA½ � ð10:2Þ

If u is a 1-by-k data bit vector, then its corresponding n bit codeword vector x is
formed as x = u�G. In this paper, the codes are described by their (r-by-n) parity
check matrix (H-matrix). C is a codeword of the code if and only if:

H:CT ¼ 0 ð10:3Þ

An error vector E is defined as an r-bit vector where the bits that are in error
have a value 1 and all the other bits are 0. An erroneous message W error can be
represented as follows:

Werror ¼ C� E ð10:4Þ

The syndrome, S, is defined as follows:

S ¼ H �Werror ¼ H � C� Eð Þ ¼ H � E ð10:5Þ

The value of the syndrome is equal to zero if the transmitted codeword is not
corrupted. If the received codeword contains detectable errors then the syndrome is
non-zero. If the received codeword contains correctable errors, then the syndrome

Fig. 10.17 Error detection
and correction
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identifies the error pattern corrupting the transmitted codeword, and these errors can
then be corrected.

For single error correction (SEC) Hamming code, each column vector in the H-
matrix is non-zero and distinct. This ensures that the syndrome for any single bit
error will result in a unique syndrome. By decoding the syndrome, it is possible to
determine which bit the error is in and flip the value of that bit to correct the error.

10.2 Conclusions

It is imperative to design and manufacture highly reliable automobile SoCs sat-
isfying AEC-Q100 stress and ISO 26262 functional safety. After describing stress
and safety conditions, different design for reliability techniques have been intro-
duced. Advanced BIST/BISR, ECC and fault tolerant architectures have to be
adopted to cope with various static and dynamic failures.
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