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Preface

The World Scientists’ Warning to Humanity, signed by some 1,700 of the world’s
leading scientists (with 102 Nobel laureates, including the majority of Nobel
laureates in the sciences), declares: “Human beings and the natural world are on a
collision course”, (UCS 1992). The information we now have regarding the process
of that collision and its seriousness is overwhelming. This handbook ventures to
explain the main elements of a Sustainable Economy, the development of which is
an unavoidable endeavour if we are to retain our civilisation.

This handbook is an amended, updated and adapted translation of my original
Spanish version (Manual para una economia sostenible). The adaptation consists
of reductions or elimination of the original focus on aspects of Spain’s specific
situation. On the other hand, all of the references mentioned, which appear
emphasized (in bold face), are taken from the original text.

The book is divided into 2 large blocks containing 20 chapters divided into 4
thematic sections. The first block is dedicated to a critical analysis of theoretical
assumptions and appropriate tools that proponents of the conventional economy
propose as the solution to the “environmental problem”. The second block explains
the main elements (concepts and tools) of an alternative approach through creation
of a Sustainable Economy.

Part I contains five chapters that present a critical discussion of the main
elements of orthodox economical thinking and tools: review of essential premises
of the dominant paradigm (inspired by orthodox economic theory) (Chap. 1);
analyses of the efficiency of a free market, the historical process through which
the capitalist market emerged, the commodification of nature, its repercussions
on the environment and the prevailing theories on the supply of natural resources
(Chap. 2); theory and tools of Environmental Economics (a branch of orthodox
economics) in order to deal with the task of commodification of nature (Chap. 3);
analysis of the theoretical and practical contradictions which appear when attempts
are made to combine environmental protection and free trade (Chap. 4); analysis of
the concept of sustainable development premises which appears in the Brundtland
Report, and its two main distortions (the theory of triple sustainability and the theory
of dematerialization) (Chap. 5).
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Part II contains four chapters that deal with principles and tools needed to build
a sustainable economy. Chapter 6 begins with a brief description of the Complex
Adaptive Systems (CAS), and it explains the main elements of nature’s behaviour.
Taking into account that human economy is a subsystem of the general economy of
nature, we describe its functional principles in order to deduce the principles of a
sustainable human economy. Chapter 7 has three sections. The first one explains the
adaptive cycle of ecosystems; the second one analyses the validity of the concepts
useful for studying SESs, and the third one explains the concept of transformability
and the factors that determine it. Chapter 8 studies two issues: it broadly evaluates
the capacity for transformation of National Sustainable Development Strategies
(NSDS), and it analyzes the essential requirements of an ecological tax reform.
Chapter 9 offers a critical vision of the dominant paradigm of science and
technology, and defines the bases of the paradigm of their sustainability.

Part III deals with sustainable production and consumption; it has ten chapters,
five related to energy, one dedicated to transport, three describe a circular economy
of materials, and the last is dedicated to sustainable consumption. Chapter 10
analyses the factors that determine the limits of fossil fuels, the current and future
development of their respective offers, focusing in particular on oil and to a lesser
extent on natural gas. Chapter 11 analyses the geostrategic conflicts caused by the
distribution of fossil fuels. Then it reviews the causes of the current crisis and
analyses the economical repercussions of peak oil. Finally, it studies the peak oil
structural effect and its sectoral impacts. Chapter 12 contains the following issues:
an analysis of the current model of transport; a study of the economic impact of
the construction of new infrastructures; an assessment of the impact of rising oil
prices on the transport system; a critical review of the EU strategy on transport; and
finally some basic elements of a transport strategy aimed at achieving sustainability.
Chapter 13 defines master lines for a sustainable electric system, assessing the
current development and foreseeable evolution of the three main technological
systems, besides other general elements: efficiency, grids and storage. Chapter 14
deals with alternative fuels: biofuels, electricity and hydrogen. After discarding
the initial two, only hydrogen associated to fuel cells is left as the sole broad
alternative to oil. Chapter 15 studies the following issues: the origin, development
and characteristics of societies in energy emergency (SEE); a comparative analysis
of the two organisations that form the movement; a study of the process phases
in the design and implementation of transformative strategies; and an evaluation
of the SEE movement. Chapter 16 analyses the concepts and principles of a
circular economy, critical metals, and non-metallic materials, the EU’s policy on
materials, and ultimately the basis for a circular economy. Chapter 17 is dedicated
to analysing the concept of Industrial Ecology (IE), and its two main fields: Material
Flow Accounting and Industrial Symbiosis (IS). Chapter 18 analyses the so-called
Integrated Product Policy (IPP) and its limits, and proposes the basis of an Integrated
Product Strategy (IPS). Chapter 19 studies, on the one hand, the structural causes of
the current high-level consumption model through the lens of motivation, provision
and access systems. On the other hand, it describes the policies that must be adopted
as part of a sustainable consumption strategy.
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Preface vii

Part IV contains the final chapter, which undertakes the task of analysing the
capability of our societies to transform themselves to reach sustainability. To do so
we broadly evaluate each factor, as a prior step to carrying out an overall evaluation.
However, we have to emphasise that we accomplish this task based only on the
information contained in this book, as a first approach. In order to carry out a broad
and in-depth analysis, a multidisciplinary group is necessary.

Bilbao, Spain Roberto Bermejo
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Part I
Critical Review of the Orthodox Economy



Chapter 1
Paradigms

Keywords Conventional paradigms ¢ View of nature * Homo economicus ¢
Linear and mechanistic thinking ¢ Paradigm of sustainability

1 The Collision Process with Nature Is Ignored

The World Scientists’ Warning to Humanity, signed by some 1,700 of the world’s
leading scientists (with 102 Nobel laureates, including the majority of Nobel
laureates in the sciences), declares: “Human beings and the natural world are on a
collision course”, (UCS 1992). The information we now have regarding the process
of such a collision and its seriousness is overwhelming. Consequently, the warnings
about the urgency of change multiply. The United Nations has been warning us for
more than two decades. The Brundtland Report (WCED 1987) affirms that human
survival is at risk. The Millennium Declaration (United Nations 2000) declares:
“We must spare no effort to free all of humanity, and above all our children and
grandchildren, from the threat of living on a planet irredeemably spoilt by human
activities, and whose resources would no longer be sufficient for their needs”. We
already have a detailed report from the UN on the state of the biosphere: The
Millennium Ecosystem Evaluation (MEA), conducted by more than 1,300 experts in
the first half of this decade. Among its findings, two are to be emphasized: “Human
activities have taken the planet to the edge of a massive wave of species extinctions,
further threatening our own well-being” (MEA-SB 2006: 3), and “Land use changes
are perhaps the most critical aspect of anthropogenic global change in influencing
the future of ecosystems and their services” (MEA-V2 2006: 450).

Yet we are not witnessing a threat that will only affect future generations.
This generation is already starting to suffer, and hence calls to act swiftly are
increasingly recurrent. The BR declares in A Call for Action: “We are unanimous in
our conviction that the security, well-being, and very survival of the planet depend
on such changes, now” (WCED 1987: 17, 18). This warning further declares: “No
more than one or a few decades remain before the chance to avert the threats we now

R. Bermejo, Handbook for a Sustainable Economy, 3
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4 1 Paradigms

confront will be lost and prospects for humanity immeasurably mutilated” (UCS
1992). However, the cited reports do not consider the natural limit that is drawing
nearest: the end of the age of fossil fuels.

However, the vast information that we dispose of with regards to the seriousness
of the collision process and of the first tangible signs of its impact has not produced
any significant policy changes. Numerous reasons can be put forward for this:
society’s inertia, the relative shortness of politicians’ terms in office, a partial
knowledge of the issues at hand, etc. Yet the ultimate cause, the dominant paradigm,
is the existing web of beliefs and worldviews.

2 Presentation and Critique of the Dominant Paradigm

The dominant paradigm (inspired by orthodox economic theory) is founded on
several essential premises that are interrelated. They form a body of ideas and views
that determine a concrete view of the meaning of life and the relation between
humankind and all other species. Eighteenth and nineteenth century thinkers
(Hobbes, Descartes, Locke, Newton, etc.) contributed decisively to the formation
of this paradigm. However, the system of power chose the elements that it required
for its formation from statements that were frequently in contradiction with each
other.

For the first time in the history of humankind, the human species claims to be
the chosen one and to be separate from the rest. Humankind asserts ownership over
nature, which it regards as hostile and chaotic, a perception which is embedded in
the idea of the law of the jungle. It follows, that progress can only be achieved
through the domination and humanization of nature (Schutz 1999). This premise
rests on a mechanistic assumption since it assumes that the behaviour of the entire
social and natural system can be inferred through the study of its constituent parts.

When we view the human being as Homo economicus, we assume a totally
rational being that seeks to maximise his wellbeing, where wellbeing is understood
as the possession of goods and services in increasing quantities. These persons
therefore appear as one-dimensional beings that, endowed with infinite necessities,
take action to satisfy those needs. This is how Mumford (1971) describes this
change in values from the old world to industrial civilization: “Happiness was
the ultimate objective of mankind. It was based on achieving the greater good
for the greater amount of people. Ultimately, it was thought that the perfection of
human institutions could be measured by the amount of commodities a given society
was able to produce: expanded necessities, expansion of the market, expansion of
businesses [ ... ] happiness and expanded production were equivalents”.

As a result, the economy needs to grow endlessly (something that requires
a planet with infinite resources). This premise is made credible by arguing that
technical- scientific developments will allow for the elimination of any form of
scarcity, the finding of new resources to substitute the depleted ones and, finally,
the de-materialization of the economy. Therefore such a premise is fundamental
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in the dominant paradigm. Another such premise is the belief in the virtues of the
free market, since it is considered to be the only mechanism capable of maximizing
growth and boosting technical-scientific developments.

2.1 View of Nature and of the Position of Mankind in It

Western thinking constructs a hierarchy that sets mankind above all other species.
Biology establishes that primates are at the top of the hierarchy (“primate” comes
from the Latin word primus, first), and the Homo sapiens sapiens occupies its apex.
This is nothing more than a desacralized heritage from Greek and Judaeo-Christian
traditions. For the former, the hierarchy is in a descendant order: gods, man, woman,
slaves, animals and vegetables. For the latter it is: God, angels, humans, animals, and
vegetables (Schutz 1999).

The relationship between humanity and nature is presented as a struggle to
overcome the supposed initial yoke of the latter, so that humankind moves from the
role of dominated to that of dominant. His command of nature will allow humankind
to prevail over the limitations imposed by nature on the desire of mankind to satisfy
their unlimited needs. Since nature is seen as chaotic and dangerous, humankind
grants to itself the duty of putting its chaotic essence in order and of eliminating
its dangers so as to obtain from it the resources it needs. As Schiitz (1999: 24)
argues, humankind is “changing the environment according to one’s desire”. This
is made possible due to the development of science and technology. This leads
us to another premise: the maximisation of production through the manipulation
of natural systems can supposedly increase limitlessly without endangering their
natural stability (Walker 2005: 79). Genetic engineering would allow us to modify
genetic codes to produce animals and plants with the properties that we choose,
control sicknesses, etc. So, “Biotechnology is extended across the biosphere,
making us, over time, in the words of environmental historian J. R. McNeill (2000),
‘lords of the biosphere’” (Allenby 2009: 169).

This view currently held by the dominant paradigm has no scientific basis.
Anthropology affirms that, in general, primitive societies maintained a harmonious
relationship with nature and that they were societies characterised by abundance.
This relationship was made possible because nature was considered to be a legacy
that humans were obliged to transmit to the following generations; nature had a
spiritual value, it was the source of their wellbeing, etc. For Goldsmith this harmony
is based on two principles: “The first is that the living world or ecosphere is the basic
source of all benefits and hence of all wealth, but we only dispense these benefits
to ourselves if we preserve its critical order. From this fundamental first principle
follows the second, which is that the overriding goal of this behaviour pattern of an
ecological society must be to preserve the natural order of the natural world or of
the cosmos” (1996: XV).

After Darwin, “We cannot suppose that man is anything but a precocious primate,
a denizen of the Earth and a member of its community of life” (Callicott 1999:



6 1 Paradigms

335). The hierarchical pyramid with humankind at the top has no scientific basis.
Lynn Margulis (1998: 3, 120) claims that, “These ideas are rejected as obsolete
nonsense by the scientific worldview. All beings alive today are equally evolved.
All have survived over three thousand million years of evolution from common
bacterial ancestors”. So, “The planet is not human, nor does it belong to humans
[...] Humans are not the center of life, nor is any other single species. Humans are
not even central to life. We are a recent, rapidly growing part of an enormous ancient
whole”. The MEA declares that, “Humans are an integral part of ecosystems”
(MEA-CF 2006: 27). It is shocking that humankind, which has never played a key
role in nature, bestows upon itself the right to dominate her (Rammel and Staudinger
2004).

Only a being that has lost its vital connection with nature can identify her with
violent chaos. Science is increasingly showing how nature is extremely complex,
accurate, harmonious and coherent, an amazing order embedded in an extremely
complex reality. For example, instantaneous and coherent behaviour takes place
among tens of thousands of genes, and hundreds of thousands of proteins and other
macromolecules that constitute a cell. The same behaviour takes place among cells
that constitute an organ, tissue or a living organism. This order is extremely accurate,
to such an extent that if the vital signs were to change by an infinitesimal quantity,
this entire order would collapse. The same situation is witnessed in the cosmos
and in its atoms: They would both collapse if there was to be a minimal change in
any of the more than 30 parameters that they depend on (velocity of expansion of
the universe, relation of the mass between proton and neutrons, relation between
the electrical charge of electrons and protons, etc.) (Laszlo 2007: 60, 79). In the
Vedic texts, the idea of subjugating or exploiting the Earth is incomprehensible:
“Destruction of forests is taken as destruction of the state, and reforestation an act
of rebuilding the state and advancing its welfare. Protection of animals is considered
a sacred duty” (Weeramantry 2007).

Our needs are basically the same as for the rest of the species. We need air, water,
clean food, materials to construct shelter, energy, etc. We depend on the cyclical
processes of nature: “Our health depends upon the purity of the air we breathe and
the water we drink, and it depends on the health of the soil from which our food
is produced”, a service that depends on the sound health of our ecosystems. Hence
the collision between mankind and nature is, in reality, a collision of nature with
nature, endangering the first. So, “In the coming decades the survival of humanity
will depend on our ecological literacy: our ability to understand the basic principles
of ecology and to live accordingly” (Capra 2002: 230, 231).

2.2 Linear and Mechanistic Thinking

Conventional thinking assumes that the behaviour of all systems (social, economic
etc.) can be determined by studying its constituent parts: “The common belief has
been that if we know everything about the parts, we will understand the whole”,
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so the “human conventional thinking model is based on a mechanical image of the
world and a linear causality to explain the phenomena” (Hjorth and Bagheri 2005-6:
75, 77). Linearity means order, predictability, and comprehensive universal laws so
that the linear interaction of several factors will produce a predictable result (Rihani
2002: 3). For example, if we want to produce an event D, we must manipulate the
known factors of A and B which we have studied separately. It is unacceptable that
between A, B and C there may exist interconnections that create a dynamic that is
not entirely predictable (Hjorth and Bagheri 2005-6).

Such mechanistic and linear thinking is applied in all aspects of life. Right after
World War II, Rostow considered that all nations will develop in accordance with
five stages already completed by developed countries. Fukuyama announced the end
of history when the Soviet bloc collapsed. Structural adjustment programs carried
out by the IMF assume that the same economic program is valid for any country
(Rihani 2002: 4).

Linear and mechanistic thinking belongs to the nineteenth century; it was during
this century that the neoclassical revolution in economic theory was forged. And it is
a theory that continues to determine current orthodox economic thinking. Its objec-
tive is to convert economic science into something similar to Newtonian mechanics
or to the astrology of the nineteenth century. Surprisingly enough, it takes place at
a moment when both Newtonian mechanics and astronomy are being profoundly
revised. Later, neurosciences, psychiatry and psychology will also question the
Homo economicus. Also throughout the world, complex systems (cells, organisms,
ecosystems and societies etc. are) proliferate, making them incomprehensible to
linear thinking. A system or functional whole possesses properties that cannot be
inferred from its parts. When such systems have the ability to evolve, adapting
themselves to the changes in their surroundings, then they are defined as complex
adaptive systems (CAS). Through nonlinear interactions among its components
the CAS organise themselves hierarchically in structures that determine, and are
reinforced by, the flux of people, commodities, energy and information (Matutinovic
2002; Nielsen 2007).

2.3 The View of Human Beings: ‘Homo Economicus’

2.3.1 Rational Person

Orthodox economic theory is based on the assumption that human beings behave
in a way that aims to maximise individual satisfaction, and that therefore we can
order our different desires or needs according to a scale of preferences. Also, it
is assumed that such a state is permanent, so that decisions are not affected by
the social context or by the frame of reference: “the policy recommendations of
most economists are based, explicitly or implicitly, on the rational actor model
of human behaviour. Behaviour is assumed to be self-regarding, preferences are
assumed to be stable, and decisions are assumed to be unaffected by social context
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or frame of reference” (Gowdy 2007). The free market is the framework in which
the individual can best manifest his rationality. Such a view cannot be sustained in
light of the studies about human behaviour that have been conducted in the fields
of neurosciences, psychology, sociology and, even, in game theory and behavioural
economics (Gowdy 2007).

Hodgson (1992: 44 onwards) considers that cognitive processes are complex and
the result of multiple interrelations. These processes are carried out with varying
degrees of consciousness, from actions with little or no conscious control to other
actions with a high level of conscious deliberations. From Freud, we know that our
actions are not fully determined by rational calculations or conscious deliberations,
because the unconsciousness (the information of our life experiences which we are
not conscious of) conditions our behaviour. We know that concepts and theories
are constructed in social contexts and that, in accordance with our ideology, we
filter the information received, discarding whatever does not fit. Apart from the
tendencies towards accumulation and greed, human beings possess others: aversion
to loss, cooperation, pure altruism, altruist punishment, habituation, etc. Altruistic
punishment is a common behaviour in society and it shows that there is great
disposition to punish those that do not follow norms of cooperation, even in cases
where the punisher bears substantial costs for such action. Such behaviour dissuades
selfish behaviours and stabilizes cooperation. Rational behaviour is common both to
animals with limited cognitive ability and to the simplest of human choices (Gowdy
2007). Hence, “The person is viewed as a judging self which examines its urges and
evaluates them by various criteria, the most important of which are the moral/social
values [ ...] and that these wants cannot be neatly ordered or regulated by prices”
(Etzioni 1992: 49).

2.3.2 Selfish Person

Orthodox economic theory falls into a contradiction with regard to values. On the
one hand, it argues that economics is a science alien to moral values because, just as
in the case of physics and astronomy, it deals with persons as they relate to things.
However, at its basis, Adam Smith’s economic theory asserts that greed is innate
to economic activity. Today, it is argued that competition is central to economic
activity. In The Wealth of Nations it is recognized that we need the help of our fellow
men, yet Smith adds, “It is in vain for him to expect it from their benevolence only”,
it must be found in the individual search for his own benefit. “It is not from the
benevolence of the butcher, the brewer, or the baker, that we expect our dinner, but
from their regard to their own interest” (Smith 2005: 40; 206).

And this selfishness, that assumes that each individual aims to maximise his own
interests, does not produce chaos but harmony. Mandeville defended in The Fable
of the Bees that, in economics, private vices become collective virtues. And the fact
that a Middlesex jury ruled in 1723 that this book was detrimental to the public
interest clearly shows the shift in values that took place under capitalism. Adam
Smith agreed with this theory but, since he could not find an objective explanation
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to such a paradox, he opted for a rather unscientific explanation that ascribed the
aforementioned harmony to the workings of a supposed invisible hand. Each person
is “led by an invisible hand to promote an end which was no part of his intention”
(Smith 2005: 46). But according to L. Dickey, “Towards the end of the 1780s, Smith
was becoming increasingly alarmed by what he referred to as ‘the depleting of moral
legacy’ of commercial society” (Goldsmith 2003: 298).

The neoclassical revolution does not question this view of human nature,
although neither does it present it with the harshness described by Adam Smith.
Today it is presented as a defence of individualism, of consumer sovereignty and
of competition, and as an essential requirement for economic efficiency. In the
previous section we have shown that this vision of mankind is unscientific, so now
we will cite some of the most outstanding economists who have disagreed with
the orthodox position. The classical economist J. S. Mills held that mid nineteenth
century England had enough economic potential so as to satisfy the basic needs
of the English population without having to experience fierce competition. Keynes
believed in the prevalence of greed and usury, but he did not consider them to be
permanent and immutable features of human nature. He thought that in a hundred
years society will reach a state of abundance, in which unsupportive behaviours in
the economy will cease to be necessary. Marx aimed to create a state of abundance
and freedom from exploitation that he defined as communism (Schumacher 1978).

2.3.3 Competitive Person

An individualistic and selfish being can only be competitive. It is assumed that
competition not only is one of the distinctive characteristics of all living beings,
but that it is an indispensable element of achieving economic efficiency. In many
other fields of science there have been outstanding supporters of competition since
Spencer formulated his principle of “the struggle for survival”. “If Adam Smith
showed that the competitive principle applied to economics, and Herbert Spencer
did the same for sociology, Malthus for demography and Darwin for evolutionary
ecology, academic ecologists made sure that they were not left out”. Yet, “it
is sociobiologists who have taken up the most extreme position. For them, it
is individual self-interest that prevails in every sphere”, (Goldsmith 1992: 204).
Despite this, competition has not attained broad dominant status in any scientific
field apart from the economic one.

Orthodox economic theory affirms that the entrepreneurial struggle for survival
is the directing force of economic activity. J. Bhagwati (World Trade Organization)
considers this to be the behaviour of nature and believes that the economy tends
to follow such path as the latter is deregulated: “The phenomenon of spider web
(global integration) increasingly exemplifies that one tends to be in everybody else’s
backyard, producing import competition in one’s markets, and export competition
in each other’s markets and in that of third parties, each time in a more fierce way, in
an almost identical fashion as the struggle for the sun in a thick tropical wet forest”
(Anderson et al. 1995: 53). J. D. Rockefeller goes further, and presents the struggle
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for survival even as a divine law: “The growth of large business is merely a survival
of the fittest (. ..). It is merely the working out of the law of nature and the law of
God” (Goldsmith 1992: 202).

M. J. Wheatley and G. Creneam (Wheatley and Creneam 2004), experts on
management, state that, “Aggression is the most common behaviour used by many
organizations, a nearly invisible medium that influences all decisions and actions
(...) Aggression is evident in the consistent use of war and sports metaphors. There
is constant use of these images as we ‘bring in the big guns’, ‘dominate the field’,
plan a ‘sneak attack’, or ‘rally the troops’.”

No other species shows such aggressive behaviour towards its own kind. The
twentieth century has witnessed two world wars and numerous local ones. Keynes
had no doubt that states that did not know how to solve internal conflicts tend to
shift them abroad. Even in the conclusions of his General Theory he claims that the
economic causes of war are “the pressure of population and the competitive struggle
for markets. It is the second factor, which probably played a predominant part in the
nineteenth century, and might again” (Keynes 1964: 381-2).

Based on the studies cited above, the statements that attempted to back up
the theory of the struggle for survival appear groundless. The “divine” law of
competition mentioned by Rockefeller cannot be maintained in light of the texts of
major religions and traditional cultures. For example, Buddha taught that, “Those
who wish to follow his Path should practice loving kindness, not to harm the life of
any beings — not only to protect mankind, but also to protect animal and vegetation
(...) He saw that all beings in the universe were equal in nature” (Quang 1996). It
does not seem plausible either to present the “struggle for survival” in the context
of a tropical wet forest as an example of economic competition. It is ignored, as we
will see in the second part, that nature has the virtue of transforming competition
among individuals into basic collaboration among different species, that translates
into the formation of ecosystems perfectly adapted to their surroundings and able to
maintain their identities.

2.3.4 Consumist Person

The sacralization of work: The dominant ideology portrays history as a long march
from scarcity to abundance, in which human beings gradually provide themselves
with technologies that allow them to subjugate nature and, therefore, move away
from extinction, while accessing an increasing number of commodities and services.
It is difficult to find in our societies an assumption with more support. Ayres
sustains that the technological revolution happily condemns primitive, prescientific
and preindustrial cultures to extinction: “Since the technological revolution is
itself irresistible, the arbitrary authority and irrational values of pre-scientific, pre-
industrial culture are doomed” (Sbert 1993: 194).

However, anthropology and history define a very different landscape to that
of progress viewed as a long march from primitive scarcity to relative current
abundance. Numerous anthropologists and economic historians describe primitive
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societies relatively removed from extreme scarcity. Shalins (1986: 14) considered
hunter-gatherer societies to be societies of abundance, referring to the latter in
the sense of the satisfaction of all essential needs with minimum effort. Tainter
(2005) shows how, historically, peasants have steadily reduced their working hours
because of a consciousness that their productivity decreases with every increase
in the working time. Mumford (1971) and Sahlins explain that in precapitalist
societies working time decreased as gains in productivity were realised. This process
took place in Europe until the sixteenth century, in which more than half of the
days were bank holidays. From that moment onwards a regression in salaries and
working conditions has taken place and, although this tendency will be reversed in
the nineteenth century, even today annual working hours in the developed world
are greater than in the ancient world (Durning 1994: 35). The fact that they cannot
satisfy their most basic needs is also a step backward for millions of people.

In primitive societies human beings do not work to maximize the accumulation
of material goods but to secure their position, their rights and concrete social
achievements. Neither production nor distribution processes are linked to economic
interests. Each society articulates itself in relation to a series of social interests
that change as society evolves. Production and distribution are regulated by the
principles of reciprocity and redistribution. The principle of reciprocity constitutes
a social contract whereby donations of labour or commodities oblige the receptors
to return them. The redistribution principle means that societies organise the
redistribution of goods in such a way that nobody is left out and condemned to
poverty. “Broadly, the proposition holds that all economic systems known to us up
to the end of feudalism in Western Europe were organized either on the principles
of reciprocity or redistribution, or householding, or some combination of the three”
(Polanyi 1989: 34).

The incipient bourgeoisie was obliged to fight this culture since it was incom-
patible with the necessity of the endless expansion of the capitalist system. Work
becomes something praised and it is endowed with inherent qualities that are
independent from its objective of satisfying basic needs: It is transformed into a
virtue. As a result, the bourgeoisie will lash laziness in workers for centuries. The
following texts, cited by Marglin (1974), show this behaviour. The first one is of
J. Smith: “It is a fact well known (. ..) that scarcity, to a certain degree, promoted
industry, and that the manufacturer (worker) who can subsist on three days of work
will be idle and drunken for the remainder of the week”. The second is from Ure, a
Scottish academic, who was amply cited by Marx: “It is found nearly impossible to
convert persons past the age of puberty, whether drawn from rural or from handicraft
occupations, into useful factory hands. After struggling for a while to conquer their
listless or restive habits, they either renounce the employment spontaneously or are
dismissed by the overlookers on account of inattention”.

Although work is transformed into a virtue, it presupposes suffering (tiredness,
danger in some activities). Hence, consumption becomes the reward for the virtue
of work. The reward must be on a par with the suffering: happiness produced
by access to a greater number of goods and services. Yet this reasoning is pure
ideology and hides the need of capitalism to grow endlessly to continue to increase
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entrepreneurial profit margins. But ideological it is, as overwhelming empirical
evidence in sociology and psychology has also shown that beyond the satisfaction
of basic physical needs, increases in disposable income do not increase happiness.
In some countries happiness may actually be reduced (Mulder et al. 2006).

Major religions and philosophies share the view that material wealth does not
make us happier, and that unhappiness is the result of dysfunctional behaviours far
removed from the true human essence.

In ancient Greek, “sin” means “missing the point, to act against human essence”.
Therefore, the key must be in elucidating the true human essence or the inherent
destiny of mankind. So as to speed up the rise in the number of persons that search
for their essence by their own means, although with the guidance of the masters that
they choose (Tolle 2005: 19).

2.4 View of the Economy

Georgescu-Roegen (1971: 1) declares: “No science has been criticized as openly
and constantly as economics”. Although there were plenty of reasons for this, “the
most important pertains to the fiction of Homo economicus”, since “that fiction strips
man’s behaviour of every cultural propensity, which is tantamount to saying that in
his economic life man acts mechanically”. In this section, we will analyse three
essential features of classical economics: economic science, the role of the market
and the view on technological development.

2.4.1 Economic Science

The so-called neoclassical revolution that took place at the end of the nineteenth
century (especially personified in Jevons, Walras and Menger) attempted to over-
come any ideological and ethical stand with the contention that economics is a
science with a degree of accuracy equivalent to that of Newtonian mechanics or
astronomy. Therefore, it was above ethics. In order to reinforce this supposedly
scientific basis they provided economics with a powerful mathematical tool. Jevons
says: “To me it seems that our science must be mathematical, simply because it deals
with quantities” (Roll 1966: 378). Jevons aimed at unveiling the mechanics of self-
interest and utility, while Walras opted to unveil the mechanics of satisfaction. For
the latter the economy was morally neutral because it refers to the relation between
persons and things. Menger compares economic science with astrology, suggesting
that through the study of visible movement of prices (planets), we could deduce the
nature of the invisible force that governs the maximization of utility (energy) (Cole
et al. 1983).

In this way, politics is pulled out of the economy in such a way that, as a
result of the neoclassical revolution, political economy (the term used until then) is
transformed into pure economy or simply, economics (Soderbaun 1992). Friedman,
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Nobel Prize laureate and leader of the liberal Chicago school, states the same as
Jevons, Walras and Menger with a modern terminology: “Positive economics is, in
principle, independent of any normative judgment or ethical position. Its objective
is to provide generalizations that can be used to produce accurate predictions about
the consequences of any changes in the economic environment. Its performance
must be judged by the accuracy, scope and its conformity with the reality of
the predictions produced. In short, positive economics is, or can be, an objective
science just as any of the sciences that study the physical world” (Naredo 1987:
383). Many outstanding economists have criticised the overuse of mathematical
models. Among these prestigious economists there are some mathematicians, such
as Hanh and Morishima. Hanh finds it “shocking” that there are so many economists
dedicated to refining “the analysis of economic situations that there is no reason
to believe that they have existed or will ever exist at some point in the future”.
Moroshima claims that “mathematical economic theory has recently turned into
something that is increasingly abstract, watered down and sterile” (Gémez Uranga
1997). The attempt by orthodox economists to copy the methodologies of hard
sciences and of mathematics is doomed to fail. The economy is a social science and
it is therefore conditioned by ideologies. Also, sciences that represent the purest
scientific reference, such as physics or astronomy, have developed to such an extent
that they have entered into fields that challenge the current world view (Laszlo
2007).

2.4.2 Technology Central Role

The technical-scientific development has a central role in orthodox economics
because in a finite world the need to grow endlessly can only be sustained if it is
invested with great dematerializing qualities, and with the ability to establish order
in the chaos of the natural world. The World Business Council for Sustainable
Development (WBCSD 2001) declares: “Companies have used technology as a
motor of progress since, at least, the industrial revolution, which have given us
notorious models to marshal the physical world for human benefit”.

It is certainly true that in the past two centuries enormous advancements
in science and technology have taken place. Many technologies have produced
outstanding improvements in the welfare of many societies, such as electricity,
telecommunications, transportation, some productivity enhancing technologies, etc.
But many technologies consume resources in a non-sustainable manner because
they deplete non-renewable resources, generate negative environmental impacts and
reduce our quality of life. This is due to the fact that traditional technological
systems are at the disposal of the prevailing economic system. Despite all this we are
told of great technological breakthroughs that will improve our standards of living.

However, these promises are being questioned by well-known organizations of
scientists and technologists, by reality and by the protests carried out by sectors
of the population that are severely affected by the direct or collateral damages
produced by technical-scientific progress: “The scientific system, thus, faces a crisis
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of confidence, of legitimacy, and ultimately of power, as there is a growing feeling
from many quarters that science is not responding adequately to the challenges of
our times, and particularly, those posed by the quest for sustainable development”
(Hjorth and Bagheri 2005-6: 75). In opposition to the myth of the correct solution
based on rigorous proofs, since the social and natural systems are quite complex
and, therefore, show high degrees of randomness, multiple factors of uncertainty
are seen. There are huge gaps in our knowledge, particularly as to how nature works
and, consequently, the degree of uncertainty with regard to the effects of our actions
over the natural system, over our health, over future generations, over the social
cohesion, over the future of the economy, etc., is high. Besides, numerous human
groups (aboriginal peoples, fishermen, farmer communities, etc.) have developed
knowledge and frameworks for action (in medicine, sustainable production, biotic
materials, ability to foresee changes in their local environment, etc.) that together
form a very valuable scientific heritage. That is why science cannot hold a monopoly
over definitions of technical-scientific policies. Instead, all social agents are experts
in different ways and in relation to the multiple sides of each issue, and they are
legitimized to participate in the definition of the solution as well as in its practical
application: “Citizens (as well as scientists) become both critics and creators,
providers and recipients in the knowledge production process” (Spangenberg and
O’Connor 2003). This scientific vision is known as “post normal science”.

The role of the Market as an evolutionary process and as a determinant of
history: The construction of the free market is the key element that explains and
justifies the neoclassical revolution. The former will be the instrument through
which individuals will be increasingly better off. In this regard, the limited primitive
market constitutes a stage in the natural evolution towards the capitalist market and
the type of social behaviour that best fits rationality: “According to the orthodox
history, right from the days of the early marketplace to the present era, and the
price-setting principle, there has been or should have been a progressive evolution,
from strictly limited market to a limitless one” (Berthoud 1993: 82).

If it is accepted that the free market is the historical culmination of the market,
then societies with a free market economy must constitute the highest stage of
a supposed natural evolution. Hence we must find ourselves witnessing the end
of history. In fact, for the neoliberal academic Alain Minc, “Capitalism cannot
collapse, it is society’s natural state” (Ramonet 1997: 59). For this reason Abalofia
and Biggart (1992: 317) state that, “The neoclassical model of a competitive market
is transhistoric and a-cultural”. On the other hand, it is argued that mercantilist
rationality represents an inspirational model that can be found in the rest of
the features of human behaviour. Altvater believes that orthodox economists’
interpretations of the history of the economy determine some universal “ordering
principles” without putting “into question whether market rationality is a real
possibility on Earth, since it is ‘placed’ outside the coordinates of time and space”
(1993: 74). Therefore, “In this new era, the market is not considered merely as
a technical device for the allocation of goods and services, but rather as the only
possible way to regulate society” (Berthoud 1993: 70).
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To apply mercantilist rationality to the organization of social and political
structures is a totalitarian approach, since to support positions that are not in
line with the free market is to put oneself in the margins of — or in opposition
to — what is rational and natural. It implies also placing orthodox economics
and its economists in an inquisitorial position. For this reason, they accuse their
critics of keeping positions that are pathological, conservative, anti-democratic etc.
Martin Wolf, associate editor and chief economics commentator at the Financial
Times, claims that anti-liberals “have three motivations: hatred of markets; fear of
foreigners; and concerns about wages, jobs and economic activity. The first two
attitudes are pathological. The last is at least rational.” Peter Martin, editor of the
international edition of the same publication, argues that his critics “base their
arguments on a visceral desire to preserve the status quo, to retain the hegemony
of their profoundly conservative ideology”, and this undermines a fundamental
“democratic rights, including that most precious right, the right to be left alone” (Le
Monde Diplomatique, June 1997). In view of the totalitarian dangers of monolithic
thinking, some orthodox economists, like Besso, accept that “perhaps the old error
has been made of interpreting the historical phase in which we are living as the end
of history” (Ravaioli and Ekins 1995: 124).

3 Sustainability Paradigm

The dominant paradigm is unscientific, arrogant and suicidal (because we have no
future if we continue the collision course); it is typical of less developed beings and
in direct conflict with the traditional wisdom of pre-capitalist societies and most
major religions and philosophies in regards to human nature and its relation with
the rest of nature. The confluence of dysfunctional beings and the ownership of
highly destructive technologies produce a very dangerous situation. Consequently,
a paradigm shift from the current one to one aimed at servicing sustainability is
urgently needed. Its fundamental features may be inferred from the critique that
we have carried out of the dominant paradigm. We will briefly express them on
four main axes: our position in relation to the rest of nature, the meaning of life,
sustainable economy, and the science and technology of it.

Humankind is part of nature. The rest of the species generate growth and maintain
life on the planet, so they are not there to serve us. That is why we must respect
nature, and behave like its managers or administrators. It is not chaos filled with
violence, but a wonderful and extremely complex order built over thousands of
millions of years. We need to live in harmony with nature to preserve the meaning
and quality of life. To live in a non-degraded natural environment is crucial for
the maintenance of our standards of living. It has been amply demonstrated that
we work better, we feel more in equilibrium, and get healthier faster in natural
environments. Children with grave relational problems improve considerably in
monitored contact with animals. Some authors called biophilia the innate bond
between human beings and nature (Orr 2002: 25).
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Table 1.1 Modernist

f Modernist paradigm Sustainability paradigm

paradigm versus —

sustainability paradigm Reductionist Interconnected
Simplicity Complexity
Determinacy Indeterminacy
Atomistic Holistic
Mechanistic Organic
Anthropocentric Biocentric
Individualistic Communitariam
Quantitative Qualitative
Disenchantment Enchantment
Competition Cooperation
Geo-political boundaries ~ Natural boundaries
Linear, predictable Nonlinear, unpredictable
Equilibrium Steady-state

The meaning of life is a much more difficult concept to comprehend. It has
multiple dimensions (self-awareness, awareness of the roles we must play in relation
to the natural environment, in society, etc.) that go beyond this text. Therefore, we
will only deal with the second dimension so that, “Instead of using nature as a mere
tool for human purposes, we can strive to become tools of nature who serve its
agenda too” (McDonough and Braungart 2002: 156), regenerating, when possible,
destroyed or degraded natural environments and integrating nature in the cities,
creating “buildings that, like trees, produce more energy than they consume and
purify their own waste water” (McDonough and Braungart 2002: 90).

If, as claimed by ancient wisdom, we are dysfunctional beings, unhappiness is not
outside (in the unlimited accumulation of commodities, in our conflicts with others)
but in ourselves (in our view of who we are, in our feelings and, ultimately, in our
idea of happiness). Hence it is of paramount importance to gain self-awareness of
the root causes of our dysfunctionality, because it is the only way to solve them.
Many civilizations have captured this view of human nature and its relation to the
cosmos in remarkably similar concepts that have been named differently: “R’ta”
in the India of the Vedas; the similar concept of “Dharma”, also in India; “Tao”
in China; “Maat” in ancient Egypt; “Nomos” in ancient Greece, etc. Many other
civilizations, like the Maori, define it as “the way” (Goldsmith 1992: 300).

Human economy is just a subsystem of the general economy of the resources
and energy of nature. General System Theory shows us that a subsystem cannot
survive if it behaves differently to the system to which it belongs. Therefore,
we must infer from natural behaviour the guiding principles of sustainability. We
will see in Chap. 5 that these principles are divided into abiotic and biotic. The
abiotic principles are the closure of the flow of materials, solar energy and the
maintenance of the physicochemical balance of the inert world. The biotic principles
emerge from the behaviour of the ecosystems: evolution, diversity, hierarchy of
services, decentralization, self-sufficiency, and predominance of cooperation versus
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competition. These principles are essential to achieve the abiotic ones. The market
should service these principles, because it is “a good servant but a bad master and a
worse religion” (Hawken et al. 1999: 261).

Biomimicry also needs to be applied to the fields of science and technology.
Since our technologies are vastly inferior to those of nature, science should
constantly expand its knowledge of the basic behaviour of the biosphere and its
ecosystems. This will contribute to the development of biomimicry technologies,
that is, technologies with a high level of efficiency and sustainability. Yet it is
not only about imitating nature’s technology but also its organizational structures.
Hence, for example, we must create industrial ecosystems. The following table
summarizes the two paradigms (Ehrenfeld 2007: 77) (Table 1.1).
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The Commodification of Nature
and Its Consequences
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The defence of the free market is based on the premise that it is the most efficient
economic instrument and, therefore, the one that delivers the most economic growth.
In addition, it is said that it carries out a fair distribution of the wealth produced,
as it does so depending on each person’s contribution, and that nature is an
unlimited resource that the market uses with efficiency. But geology shows us the
process of resource depletion. In this chapter we will analyse the efficiency of
the free market, the historical process through which the capitalist market emerged,
the commodification of nature, its repercussions on the natural environment and the
theories on the supply of natural resources.

1 The Efficiency of a Free Market

Adam Smith arrived at the paradoxical conclusion whereby, when each individual
pursues the maximisation of their usefulness, the maximum social satisfaction
possible is achieved. So a private vice (selfishness) becomes (through “an invisible
hand”) a collective virtue (social well-being). Today the orthodox economy explains
this paradox according to a series of virtues that it attributes to the free market:

* It determines, due to the free action of supply and demand, the real costs (prices),
which are essential information for efficient economic action.

It distributes resources efficiently.

» It satisfies people’s desires, as businesses are always ready to satisfy demand,
which expresses these desires.

» It avoids the need for complex planning, as it works automatically.

» It adapts to changes quickly and flexibly.

R. Bermejo, Handbook for a Sustainable Economy, 19
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However, in order to express these virtues it has to meet the following premises:

» The existence of institutions capable of establishing property rights and guaran-
teeing the usufruct of the same.

» The existence of a clear and precise structure of property rights.

* Freedom and equality for all the members that intervene in the market. This
means, among other things, that both parties have the same information and that
there is freedom to enter and exit the market.

» This is achieved through the action of a high number of buyers and sellers.

» The existence of a balance between supply and demand.

* Divisibility of the production factors and of the products.

* Absence of public assets.

* Absence of environmental impacts.

» Absence of absolute lacks of resources.

The requirement that the economic agents be free and equal is systematically
unmet, because the system is characterised by the private appropriation of the
means of production and the tendency to concentrate them in a few hands. This
creates a relationship of domination, of the owners over the dispossessed. The
consumer’s right to choose freely presupposes that their choice does not affect
other members of society and of the world. As long as goods are reproducible
and do not affect other goods and other consumers, the proposal makes sense,
provided the consumer is perfectly informed. But when we factor in the social
and environmental repercussions of the actions of economic agents, we realise that
the supposed sovereignty of the economic agents often hides very strong impacts
on other people, on societies and, above all, on future generations. For example,
the ownership of a car, according to the sovereignty mentioned, contributes to the
depletion of resources (particularly oil) and produces environmental impacts that
generate a loss of well-being in cities and climate change.

The existence of oligopolies, their symbiotic relationships with political power,
agreements to limit competition, pressure groups, multiple obstacles to enter
a growing number of sectors (due, mainly, to the strong investments that are
necessary to enter very monopolised sectors), show how far the market’s behaviour
is from that determined by the requirements indicated above. For E. Altvater
(1993: 67), “markets are necessarily sources of inequality (...) if the market
actors are unequally endowed with physical and economic or political power
(...) then the procedures will not be neutral but will tend to reinforce the power
disparity”.

If these requirements were met, there is no doubt that the market would be a
much more efficient instrument than what it is today, but even then it would still be
inadequate to sustainably satisfy the vital needs of all the population. The market
only services solvent demand. It does not distinguish between vital and non-vital
needs. Thus, the OECD market usually offers countless manufactured products at
low prices, while many people cannot afford decent housing or a quality health
system. They are also denied the right to clean air and water, to be in contact with a
non-degraded natural environment, etc. And these deficiencies become more evident
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the more the market is deregulated. Thus, in the United States (USA), where public
regulatory action is minimum, they have the worst health and education indicators
of the OECD.

Last of all, to propose the market (a micro-economic instrument) as the adequate
option to solve general problems (economic, social and environmental) means being
oblivious to the hierarchical order of complex systems. In the biosphere, the biggest
ecosystems are at the summit of the hierarchical system. As a result, instead of
solving problems, it magnifies them: degrading nature, polarising the distribution
of incomes and encouraging social disintegration. So “markets are only tools.
They make a good servant but a bad master and a worse religion” (Hawken et al.
1999: 261).

2 The Emergence of a Capitalist Market
and the Consequences

We have seen in the previous chapter that the defence of the free market, that is,
one entirely guided by its internal forces, without the mediation of States, leads
to the affirmation that the economic liberalisation process is a natural process; so
those who oppose it should be treated as dangerous people, people who conspire to
subvert the natural order of things. So such a premise culminates in totalitarianism.
But economic history does not back the theory of the natural evolution of the
market. Many authors [such as Polanyi (1989), Mumford (1971), Thompson (1995),
Altvater (1993), etc.] firmly maintain that there is no such natural evolution, but that
there was a qualitative rupture in the capitalist market and that it was the result of the
strong interventionism of the bourgeois governments that emerged after the success
of the revolutions against the Ancien Régime.

The pre-capitalist market had two features of its own. First of all, it was limited
in volume and in the type of goods, in space and in time. It was limited in volume
because only a fraction of the goods produced were sold, as an immense majority of
the population practiced an agriculture that was basically of subsistence. Polanyi
considers that until the second half of the eighteenth century “so-called nations
were merely political units, and very loose ones at that, consisting economically
of innumerable smaller and bigger self-sufficing households and insignificant
local markets in the villages. Trade was limited to organized townships which
carried it on either locally as neighbourhood trade or as long-distance trade — the
two were strictly separated, and neither was allowed to infiltrate the countryside
indiscriminately” (1989: 39). Even in the Europe of the late eighteenth century there
was hardly any trade between regions within the same State (Sachs 1992: 7). The
types of goods being bought and sold were also limited. Land and labour were not
considered goods, meaning they could not be exchanged on the market. In some
societies not even food was sold, as it was considered of such importance that
it was not considered a commercial asset. The primitive market only took place
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in a location with well-defined physical and temporal boundaries, “and clearly
differentiated from ordinary life, very often the market lies at a distance from the
inhabited area, and functions as a neutral meeting place” (Berthoud 1993: 75).
The temporal limitation means that it exclusively operated on certain days of the
year. Secondly, the pre-capitalist market was heavily regulated. The authorities not
only established order in the markets, but they also controlled the various aspects
involved in the transaction, in particular the price and weight, as shown by historians
Braudel and Thompson. In Great Britain, emergency measures were prepared for
the periods of food scarcity between 1580 and 1630 that were codified in the Book
of Orders. This “granted magistrates the power (with the aid of local courts) to
inspect the stocks of cereals in chambers and granaries; to order the dispatch of
certain amounts to the market; and to impose with severity all the regulatory rules
on licences and hoarding. Cereals could not be sold outside the public market”
(Thompson 1995: 256).

Medieval guilds, as is known, regulated the quality and price of the products, the
number and the way workers were promoted, and many other aspects of life within
the guilds, some of which were not strictly economic, such as in the case of certain
services that are currently included under the term of social security. At least until
the late eighteenth century intermediaries were considered as suspicious in the eyes
of the law and their activities were very limited. On the other hand, millers and
bakers were seen as servants of the community who did not work to make a profit
but to earn a reasonable income.

Therefore, there was no “free price formation”. The authorities sought price
stability as a means of guaranteeing social peace. For precisely this reason, the
pre-capitalist economy was focused on satisfying needs. R. H. Tawney considered
that “the economy of the medieval borough, was one in which consumption held
somewhat the same primacy in the public mind, as the undisputed arbiter of
economic effort, as the nineteenth century attached to profits” (Thompson 1995:
286). Despite this, pre-capitalist economies grew and became inter-related with the
growth of the economy. But these factors “did not, however, transform markets into
a market economic system, since the commodity form was not yet the universal
ordering principle of social regulation, and private property in the means of
production had not yet been firmly established” (Altvater 1993: 58).

3 The Commodification of Nature

The existence of nature is taken for granted and its appropriation is the result
of a legal act, which historically has been frequently preceded by a violent
conquest, because this appropriation means a loss for the rest of society or for
other communities. In primitive societies land was not normally considered a
good, because it was their territory, a shared asset that provided the food and
materials necessary for their survival and which was the burial ground of their
ancestors. Its commodification means an assertion of human control over nature
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and the de facto negation of the systemic character of nature (it ceases to be
considered an ecosystemic entity and becomes a succession of privatised plots
of land), which opens the path to its destruction, because the land becomes a
private means of production and therefore, subject to the mercantile logic of profit
maximisation.

Economics handbooks state that a good is an asset produced for being sold,
something that does not happen with natural resources; therefore, nature is not a
good. Each authentic good is an individualised unit, perfectly separate from the
others, meaning that the destruction of one does not affect the rest; for example,
the destruction of one car does not affect the rest of the cars in circulation. The
Earth formed 4 billion years ago; life appeared 500 million years later. And the
human species is the latest product of the evolution of life on the planet. Evidently,
we did not produce the Earth, but rather it produced us, so therefore we have no
right to take over and commodify it. Its consideration as a good requires a valuation
(mercantile) and a use that is incompatible with the vastly complex network of life.
Natural systems have a holistic, indivisible character that rebels against mercantilist
reductionism. So, for example, as Leipert says, “a tree or a species is part of a
local ecosystem, which is part of a regional ecosystem, and this is in turn is part
of a network of ecosystems in the whole country, continent, the world. And all
of these ecosystems interact with each other in such a complex way that they
constitute together a single, indivisible, collective, public good, which belongs to
the human race” (Ravaioli and Ekins 1995: 38). A couple of examples will be
enough to illustrate the consequences of ignoring the systemic character of nature.
The Chinese authorities banned cutting down trees anywhere in the Yangtze river
basin, in addition to implementing a broad reforestation plan, due to the fact that
the catastrophic floods in the summer of 1998 were worsened by the deforestation
carried out during previous decades. From a more general perspective, the serious
global ecological problems we face (climate change, ozone layer depletion, ocean
degradation, etc.) are a consequence of the accumulation of many alterations
produced at a local level. For this reason, Aldo Leopold (a naturalist considered
to be the father of conservationism) states that the conservation of nature is an act of
harmony between man and the land and that the commodification of nature destroys
it: “We abuse the land because we regard it as a commodity belonging to us. When
we see land as a community to which we belong, we may begin to use it with love
and respect” (Meeker-Lowry 1995: 158).

Despite what has been said until now, nature provides us with goods and services
that cannot be appropriated or mercantilised but are meant to be public or free
assets. They are assets whose enjoyment by one person does not prevent others
from benefiting from them. In addition they cannot, in general, be privatised. Many
natural assets are public assets (rivers, oceans, the atmosphere, wildlife, etc.), and
even those that have been privatised (land, aquifers, etc.) are public in nature,
because their use affects the rest of the biosphere and, therefore, humanity. But
nature represents much more than a public economic asset. It is a totality of many
aspects: it is our habitat, which means that respect for it is a guarantee for survival;
and it provides us with many vital services, apart from being a source of resources
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necessary for sustaining life. De Groot (1992: 263) considers that nature provides
functions for regulation, support, production and information, which include 36 sub-
functions.

Capitalist society tends to value the things that the market values and dismisses
and does not respect whatever has no value for the market. This is what happens
with public environmental goods and services, even if they are vital not only for
the economy, but also for the survival of humanity. But as the deregulated market
is the organising and valorising principle, it tends to dismiss everything that does
not have a market value, which translates into a growing process of environmental
deterioration and destruction: “Valorisation’— or, in other words, extension of the
market’s formal rationality and scarcity principle to previously free resources —
always entails a largely hidden definition of the ‘non-valorisable’ or ‘valueless’
objects whose destruction is permitted” (Altvater 1993: 69).

The process of collision with nature is produced because the market is not
the appropriate instrument to achieve harmony with it. Nature tends to shorten
the life cycle of materials, minimising the transport and energy consumption they
entail, meaning that it recycles most of them at a local level. As an ecosystem
evolves towards maturity, it gradually reduces its need for external contributions
of material. On the contrary, the market economy tends towards globalisation
and, therefore, towards distancing the transportation of goods. This causes very
important environmental damage and a considerable consumption of resources.
Nature generates growing biodiversity, as it is a guarantee of stability and survival.
The market tends towards the specialisation of countries and to the standardisation
of products and production techniques. This is the case of industrial agriculture,
where intensive specialisation is greatly reducing the genetic base and, therefore,
the capacity to develop new varieties that can adapt to a changing reality. But
this depletion (as Swanson declares) “is spoiling ‘a uniquely formulated insurance
policy against shocks to the life system itself (...) because existing life forms
encapsulated a history of successful adaptation within a changing physical envi-
ronment’” (Gustafsson 1998: 266).

4 Free Market and Natural Resources

4.1 The Impact on Natural Resources by Establishment
of a Capitalist Market

For a political system to transform itself into a market economy system, land, work
and money need to become goods and, therefore, separate property. The market goes
from being a mere instrument for exchanging objects, as it had been in pre-capitalist
societies, to becoming the universal regulating medium of society, determining
social relations and classes. Money goes from being an instrument that facilitates
exchanges to becoming the measure of all things. And the increase of its amount,
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based on the appropriation of the surplus value generated by labour, becomes the
aim that gives meaning to economic activity. As Hume says, “it is an infallible
consequence of all industrious professions, to (...) make the love of gain prevail
over the love of pleasure” (Altvater 1993: 60). So, if the world had been governed
by the laws of the free market, it would have prevailed through the force of events,
in a process of natural evolution.

These ideas became widespread from the 1820s and were defended by the
bourgeoisie with religious fervour: “Born as a mere penchant for non-bureaucratic
methods, it evolved into a veritable faith in man’s secular salvation through a self-
regulating market” (Polanyi 1989: 78). But the discovery “of the laws that governed
the world of men” did not lead to an acceleration of the “natural evolution”, because
society presented fierce resistance: far from dismantling the strongly interventionist
State of the absolute monarchies to give way to a market that regulates itself,
while also regulating economic life and determining social organisation, the public
administration was strengthened, to establish the market “by fire and sword,
resorting to the full force of the State apparatus” (Naredo 1990).

Apart from the systematic use of force, destruction of the old order required
suppression of its legal framework. In western Europe, between 1830 and 1850
many laws were passed that abolished the regulations of primitive society. In
addition, it was necessary to create a legal and institutional framework that outlawed
any defensive reaction. Thus, the appropriation by the bourgeoisie of common land
was carried out according to new laws. Railways were developed under protectionist
laws that, for example, eliminated the right to demand payment for damages
arising from fires caused by steam engines. After the civil war, the American
government donated to the railway companies a land surface greater than the states
of California and Florida (Gorelick 1998: 15). A French decree in 1810 established
the automatic authorisation of hazardous, unhealthy or unpleasant installations, with
the aim of keeping them legally immune to the claims of those affected, who were
receiving favourable rulings from magistrates. According to the French Institute,
this “arbitrariness of the magistrates [...] disrupts the environment in which the
manufacturer can operate freely and safely” (Naredo 1987: 272-273).

But the deregulation of early capitalism and the reduction of work and natural
resources to mere goods soon showed their life-threatening nature, endangering
even the survival of the system itself: “The idea of a self-adjusting market implied
a stark utopia. Such an institution could not exist for any length of time without
annihilating the human and natural substance of society; it would have physically
destroyed man and transformed his surroundings into a wilderness” (Polanyi
1989: 7).

4.1.1 Repercussions on Labour and on Nature
The market economy brought private appropriation of the means of production,

turning most of the active population into wage-earners and their labour into a
good. In the orthodox economy, labour power appeared as just another good whose
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price (wage) was determined by the laws of supply and demand, and that, once
incorporated into the production process, behaved as such a good. However, labour
is but one of the manifestations of human life, meaning that it cannot be a good.
Mothers have children and do not look after them with the intention of supplying
productive resources to society. Unlike goods, the sale of labour does not entail a
change of property; the business owner can only appropriate the value produced by
the labour, which is one of human beings’ expressions, inseparable from the rest of
its expressions. The commodification of labour, therefore, degrades people.

Once labour became a good, it had to find its price in the market. Any labour
price that had not been established in this way was considered anti-economic.
But converting labour into a good means wiping out the organic relationships that
existed in the pre-capitalist world, based on kinship, proximity, trade, etc., that
linked labour with the other dimensions of life. In addition, it involved limiting the
freedom of individuals to organise themselves. Chatelier’s law in Napoleon’s France
banned worker’s associations because they threatened the freedom of the employers.
As people did not want to abandon the countryside and its community relations, they
had to be forced, and the method usually consisted of undermining their livelihood
base. In Europe this was usually achieved by taking land away from the peasants.
In the colonies many methods were used to break the resistance of the natives: the
best land was taken away from them, they were forbidden to manufacture goods of
particular importance, they were heavily taxed, etc. And when these practices failed,
they were turned into slaves. The French Minister of Commerce stated in 1901: “The
black does not like work and is totally unaccustomed to the idea of saving; he does
not realise that idleness keeps him in an state of absolute economic inferiority. It is
therefore necessary to use (. . . ) slavery to improve his circumstances and afterwards
lead him into an apprenticeship of freedom”. (The Ecologist, July—August 1992)

Treating labour as a good means turning it into something that is perfectly
exchangeable, like parts of a clock. It is therefore necessary to divide it and trivialise
it so that any worker can take the place of another. The commodification of labour
entails, therefore, the structural need to eliminate any knowledge that could give
workers the capacity to work autonomously. Thus, the implantation of capitalism
brought about a process of elimination of knowledge among workers. American
engineer Taylor was the one who systematised the techniques to achieve it and Ford
completed the process with development of the assembly line. Adam Smith, despite
defending the division of labour, acknowledged its degrading nature, although he
only lived at the start of the British industrial revolution: “The man whose whole
life is spent in performing a few simple operations (. ..) has no occasion to exert
his understanding (. . . ) He naturally loses, therefore, the habit of such exertion and
generally becomes as stupid and ignorant as it is possible for a human creature
to become” (Schumacher 1980: 60-61). Apart from the loss of control over the
production process, the commodification of labour caused other known effects: a
reduction of wages, longer work shifts, worsened occupational health, child labour,
etc. Equally known are its side-effects of moral degradation: alcoholism, prostitution
and delinquency.
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On the other hand, the result of the commodification of nature is the start of
a process of degradation that is still ongoing, because it is intrinsic to the system
and only slows down when the market is heavily regulated, that is, when its
supposed mercantile nature is questioned. At the beginning, capitalist deregulation
did not cause ecological problems comparable to today’s (population, economic
activity and technological development levels were much lower than today’s),
although its effects are far from insignificant. One of the most serious is widespread
deforestation. In England many communal forests disappeared through Parliament
laws and the same happened in Italy and Spain with the expropriation processes. In
the USA, colonisation ended in the late nineteenth century and, once the forests in
the east were destroyed, the country strived to cut down what was left in the rest of
the territory (Ramos Gorostiza 2009).

Another anti-ecological process was the gradual substitution of sustainable
primitive agriculture with another that was industrial in nature. These effects were
soon made evident. Liebig is known because of his development of chemical
fertilisers, but he also criticised productivist agriculture because it breaks the cycle
of matter of traditional agriculture, as the food waste from cities does not return
to the countryside. Marx stated that capitalistic agriculture exhausted the land:
“Moreover, all progress in capitalistic agriculture is a progress in the art, not only
of robbing the labourer, but robbing the soil; all progress in increasing the fertility
of the soil for a given time, is a progress towards ruining the lasting resources of
that fertility (...) Capitalistic production, therefore, develops technology, and the
combining together of various processes into a social whole, only by sapping the
original sources of all wealth — the soil and the labourer” (Marx 1990: 463).

Meanwhile there was a two-sided process that had serious repercussions on
the countryside, and which did not cause an ecological disaster because it was
interrupted. On the one hand, introduction of the land market, which was established
in Europe between 1830 and 1860, brought the elimination of traditional renting
rights, causing a widespread exodus of landless peasants to cities, which became
overcrowded, similar to what is currently happening in non-OECD countries. On the
other hand, there was a sharp drop of agricultural prices as a result of the massive
introduction into Europe of American cereals at very low prices, brought about
by development of the railway and the steam boat. Both processes threatened the
survival of most peasant farms and the abandonment of fields was an ecological
disaster.

Last of all, the establishment of capitalism caused a demographic explosion
in all societies, in particular due to the disappearance of the birth controls that
primitive societies had gradually designed. Malthus developed his population theory
by observing the exponential growth of the British population during his time.
Europe soon became an overpopulated continent and looked for a safety valve
in emigration. Between the early nineteenth and twentieth centuries 50 million
Europeans emigrated (Crosby 1988: 16).
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4.1.2 The Regulating Reaction

The story of the free market is, at the same time, the story of the State’s
aggression on the community bases of pre-capitalist societies and the spontaneous
reaction of the latter. This reaction was aimed during a first phase against the
inclusion of land and labour in the market, and during a subsequent phase, against
the most degrading effects this inclusion had. Wage flexibility and the mobility
of labour had to be reduced, minimum wages guaranteed, regulation of the urban
environment to prevent it from becoming totally unhealthy, regulation of natural
resource management and limits on the activities that were most destructive for the
environment. But regulation went beyond the strict framework of the problems dealt
with here. The USA, industrialised European countries, and in particular Japan,
protected their emerging industries from international competition by establishing
strong customs barriers. It is curious that, in the name of economic liberalism, this
right and need is denied to non-OECD countries.

While the destruction of the pre-capitalist economic and social structures was
the result of a conscious and systematic action by the States, the reaction against the
terrible side effects of this intervention was spontaneous in nature. This is proven
by the fact that regulation came about through the adoption at the same time of
very similar formulas in countries with very different political regimes, with not
only central governments but also local governments working in the same direction.
The process was simultaneous in Victorian England, in the Germany of Bismarck,
in the French Third Republic and in the Habsburg empire. In addition, its promoters
were people from across the ideological spectrum: “In Protestant England, Con-
servative and Liberal cabinets laboured intermittently at the completion of factory
legislation. In Germany, Roman Catholics and Social Democrats took part in its
achievement; In Austria, the Church and its most militant supporters; in France,
enemies of the Church and ardent anti-clericals were responsible for the enactment
of almost identical laws” (Polanyi 1989: 85).

Laws on work accidents were approved in 1880 and 1897 in England, in 1879
in Germany, in 1887 in Austria and in 1899 in France. Factory inspections were
established in England in 1883, in Prussia in 1853, in Austria in 1883 and in France
in 1874 and 1883. Laws were approved to limit the age for children to start working
and to regulate hygienic conditions in factories; workday hours were limited,
social security systems were established, etc. Meanwhile, and under pressure due
to epidemics and unhealthy living conditions, cities established sewage, waste
collection and food inspection systems, measures were taken to improve housing
for workers and public parks were built. In the USA, in the late nineteenth
century, Congress successively approved the Pure Food and Drug Act, the Federal
Meat Inspection Act and the Historic Sites Act. By around 1880 most cities had
built wastewater systems. In Europe, a powerful farmer’s movement opposed to
agricultural deregulation managed to push for protectionist measures from the
1870s, which allowed a stabilisation of the peasant population. Import duties were
established for imported cereals, the transferability of land and direct and indirect
economic aid for farmers was limited (Fabe and O’Connors 1990).
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In addition, it was necessary to protect nature from the rapid expansion of
capitalism and important conservationist movements emerged, whose action has
led to the creation of many protected areas. In the United Kingdom a powerful
movement against forest clearing saved many of them. In the USA, after the civil
war, a strong conservationist movement emerged, a result of concerns about the
rapid process of destruction of nature. The movement was very heterogeneous
and was led by very different people. This lack of clear and common goals
and the anti-environmentalist policy of president Taft (1909-1913) led to their
decline in the early twentieth century, but their legacy is evident in many fields:
the creation of protected areas, territorial planning, public water management, the
nationalisation of large extensions of forests. The Forest Service was founded to
manage them sustainably (Fabe and O’Connors 1990; Ramos Gorostiza 2009). This
environmentalist movement saw a powerful resurgence during the recession of the
1930s with Roosevelt’s New Deal policy and meant that millions of young people
were hired for the conservation of protected areas. In Spain, 8 years after the second
expropriation law was published (Madoz Law of 1855), which like the first law was
disastrous for its forests, published the Forest Act of 1863, “which responds to a
desire to restrict the expropriation policy undertaken years earlier” (Aunos 1991).
From 1917 natural parks began to be created.

Thus, the regulations for the protection of nature during capitalism’s first phase
referred mainly to the agricultural use of land (and was very determined by social
problems), and in some cases to the protection of high-value ecosystems, with the
promulgation of laws on protected spaces. But there was not much progress in what
would later be known as environmental policies: the limitation of emissions and
discharges. It would be necessary to suffer the strong degradation caused by the
shockwave of the postwar period for these policies to begin their development.

4.2 The Scarcity of Resources in Classical
and Neoclassical Thought

Despite the destructive process of natural resources during the historical period
analysed here, there was no general concern about their possible exhaustion. In
Europe, the defence of forests was due to the fact that they were a key resource for
the economy of small peasants. In the USA there was a conservationist motivation
in very active minorities, without there being (at least directly) an interest in
preserving a resource of high economic value. This concern is logical, because in
the nineteenth century most of the Earth’s natural resources were still available,
as the industrialised economic activity and the population were much smaller than
today’s. The world’s population reached one billion in the mid-nineteenth century.
An exception to the general panorama described is the problem of Great Britain’s
natural resources. The fact that the industrial revolution started in the late eighteenth
century led to serious shortages of resources as the nineteenth century progressed.
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The systematic clearing of forests decided by the British parliament led to a severe
shortage of wood. Coal was another reason for concern. Although Jevons was one of
the fathers of the neoclassical revolution, he was concerned about the exhaustion of
coal in Great Britain (Bradley 2007). It is also very possible that the Spanish Forest
Act was motivated by the scarcity of wood after most forests were cut down, due
to the demand caused by the development of the railway and mining. But, except
for the cases described, it is only in the late twentieth century when the scarcity of
natural resources became manifestly clear.

The classical authors, (mainly economic thinkers from the first half of the
nineteenth century) were influenced by the process of destruction of natural
resources that took place during their time and they had, in general, a clear
vision of the existence of natural limits to unlimited growth. They were therefore
concerned about population explosion. Malthus believed that human beings tended
to reproduce explosively, and therefore, to exhaust resources. In reality, what was
happening was a phenomenon inherent to the establishment of the first capitalism:
a population explosion motivated, among other factors, by the disappearance of
the birth control culture of previous cultures. These used individual abortive
mechanisms (abortifacient products, use of natural preservatives, etc.) and social
mechanisms (delaying the age of marriage, sending many children to live a celibate
religious life, such as in the case of Buddhism and Catholicism). With the industrial
revolution in Great Britain, the age of marriage among young women dropped from
28 to 22. Based on this vision of population dynamics, some economists considered
the problem that could arise regarding food. Malthus argued that food scarcity would
lead to a competition that only the fittest would survive. The same concern led
David Ricardo to develop a theory that proposed an innate tendency of deregulated
capitalism towards stagnation. Population pressure would to lead to an increasingly
marginal use of land, which would cause the price of food to rise, and with them
salaries, but the latter would see their purchasing power reduced to covering the bare
survival of the worker and their family, the moment at which the population would
stabilise because families would only have the children that they could afford to
feed. On the other hand, rising salaries would reduce company profits, investment
would fall and the economic system would stagnate. And to avoid this structural
tendency, States should systematically intervene to encourage economic growth.
This theory was refined by Keynes in the nineteenth century and is known as the
neo-Ricardian or Keynesian school (Roll 1966). Keynes was concerned about the
population problem. In his “General Theory” he states that one of the causes of war
is “the population pressure” (Keynes 1964: 382).

For J. S. Mill and K. Marx the problems of the capitalist system’s unsustainability
lead to the need to replace it. J. S. Mill understood during his mature stage the
impossibility of limitless growth and argued in favour of a stationary state economy
with a more equitable distribution of resources. In his Principles of Political
Economy he wrote: “No man made the land. It is the original inheritance of the
whole species. Its appropriation is wholly a question of general expediency. When
private property in land is not expedient, it is unjust. But, it is some hardship
to be born into the world and to find all nature’s gifts previously engrossed”
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(Mill 1996: 233). K. Marx was convinced that there is a contradiction between
capitalism and the conservation of nature, that the search for profit in the shortest
term possible brings the destruction of farmland, due to overexploitation, and
a lack of nutrient recycling. But the solution to this contradiction, as well as
to others, should wait for the proletariat to overcome the main contradiction
(between work and capital) by means of the proletarian revolution (Marx and Engels
1975).

On the contrary, with the so-called neoclassical revolution, any concerns about
physical limits disappeared. They focused on the micro-economy (company econ-
omy) and lost any general perspective. And the fact that at a company level there
are no problems of resource exhaustion or environmental impacts implicitly means
that the Earth is an inexhaustible source of resources and a sinkhole for waste with
limitless capacity. The orthodox economy maintained this vision for 100 years:
“Between 1870 and 1970, mainstream economists (with some notable exceptions)
appeared to believe that economic growth remained feasible (a growing economy
need not run out of natural resources)” (Pearce and Turner 1990: 13). And up until
now this has been the widely dominant opinion regarding the economy, to the extent
that no economy manual takes this problem into account. However, the enormous
environmental impacts that were produced during the period after World War II, due
to the intensive growth of the economy and, in particular, the chemical industry, led
to the birth and development of environmental policies from the 1970s onwards.
But they continued to ignore that there could be an exhaustion of resources. The
historical trend of falling prices of raw materials seemed to support this approach,
but in reality it was mistaken. We will see later that the market only sends out
signals (in the shape of rapid price rise processes) during the final phase of resource
exhaustion. This is the scenario that emerges in the late twentieth century and during
the following decade there were steep rises in fossil fuel prices and in most strategic
metals, in addition to monopolisation phenomena.

Despite the fact that the dominant thought in the orthodox economy does
not acknowledge the scarcity of natural resources, there has been an academic
discussion about the “Economics of Natural Resources” where there are opposing
points of view. And it is convenient to analyse the academic discussion because
there are beginning to be swift changes of opinion faced with the evident growing
lack of resources. There are, at least, four types of position: denial of the existence
of scarcity; the scarcity of a resource raises prices and leads to a more efficient use
of it, postponing the problem when not solving it; acknowledgement that resources,
though finite, are abundant due to technological development or human ingenuity,
which could mean that, although some resources may be exhausted, they will be
replaced by others; and, there is a scarcity of resources. So the first three defend the
capacity of the markets to face situational scarcities.

Among the pure deniers we have Adelman, Seaborg, Brooks and Andrews.
Adelman states that the idea of “finite limited resources . . . is an empty slogan” [ ... ]
“but inventories of ‘proved reserves’, constantly renewed by investment in finding
and development” (Bradley 2007). For Seaborg the abundance of energy allows
us to “recycle any waste [...] to extract, transport and return to nature, whenever
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necessary, all materials in an acceptable way”. Brooks and Andrews state that the
idea of “running out of minerals is ridiculous because the entire planet is composed
of minerals” (Carpintero 2006: 147).

The positions of Samuelson, Friedman or Frances Cairncross (managing editor
of The Economist) fit in with the second group. Samuelson states that “when
resources start to be scarce [ ... ] prices rise” and their use becomes more efficient
(Carpintero 2006: 181). For Cairncross (1996: 7) “the environmental resources least
in danger of exhaustion are those that are privately owned and traded. As they start
to become scarce, their price will rise. This is likely to encourage their owners to
conserve the supply”. For Friedman there are no limited resources, because “when
resources are really limited prices go up, but the prices have gone down and down.
Suppose oil became scarce: the price would go up, and people would start using
other energy sources. In a proper price system the market can take care of the
problem” (Ravaioli and Ekins 1995: 33). DeGregori affirms that “the central role
of knowledge as the ultimate resource and creator of minerals is -or should be- a
fundamental principle of economics” (Bradley 2007).

The third group is the most widespread. Schumpeter declares that “there is not
a law of diminishing returns in relation to technological progress”. Zimmermann
affirms that “the problem of resource adequacy for the ages to come will involve
wisdom more than limits set by nature”. Also adding: “Human wisdom is the
principal resource”. Simon rejects Malthusian ideas of scarcity and states that “a
theory of endogenous invention is more persuasive in my view”. Hotelling became
the focus of the academic debate about natural resources since publication, in
1931, of the article “The economics of exhaustible resources”. It is based on the
assumption that natural resources are exhaustible, as the title indicates, but also
replaceable, and reflects on what exploitation rate can maximise profit, which
depends on the following premises: perfect knowledge of reserves, extraction
technologies, prices, interest rates, alternative resources, etc. (Bradley 2007).

The fourth type states that resources are exhaustible, meaning they should
be adequately managed. Authors who defend this approach coincide with many
others who have spoken out about the exhaustion of resources and who are today
associated with ecological or sustainable economy. Paradoxically, Jevons (one of
the three people responsible for the neoclassical revolution, which determined the
development of the economy of nature) expressed his concern about the exhaustion
of coal in Great Britain in his book The Coal Question, of 1865. He was worried
that England extracted 50 % of the world’s coal, both for domestic consumption and
for exports, while the country had 0.04 % of the world’s surface area and 2.5 % of
the population. Based on the definition of the principle of thermodynamics: the law
of entropy (the energy used cannot be recycled because it degrades over time, the
temperature is reduced so much that the energy cannot be used: entropy increases),
many scientists have insisted on the unsustainable nature of the exponential growth
in non-renewable energy resource consumption, such as Carnot, Clausius, Cournot,
Podolinsky, etc. At an economic level, for Georgescu-Roegen the law of entropy is
irrefutable proof that non-renewable energy runs out. He also defined what he called
the fourth law of thermodynamics, with which he sought to express the impossibility
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of totally recycling materials, because the dissipation of many of them makes it
impossible to recycle them from an economic point of view. However, the fourth
law has been rejected, even by his followers. And the science of thermodynamics
never accepted it (Bradley 2007).

Positions such as those held by Adelman tend to disappear when faced with
the growing evidence of the scarcity of many resources. But the approaches
that combine market and technological development still prevail among orthodox
economists, with authors differing greatly in their emphasis on one factor or another.
So orthodox economists live, once more, with their back turned to other sciences
and, in this case, to the Earth sciences. But we will later see that geologists are
showing us clear processes of exhaustion.



Chapter 3
Foundations and Instruments of Environmental
Economics

Keywords Environmental economics ¢ Environmental valuation ¢ Polluter
pays principle * Internalization of externalities * Market tools for internalising
externalities

In the 1960s the environmental problems caused by the strong economic growth
of the post-war period and the explosive development of the chemical industry
started to become evident. As a result, the governments of OECD countries, under
pressure from public opinion, started to define regulations to limit environmental
impacts. Faced with this situation, the traditional economy adopted the position
of considering that such expenses were a restriction on growth and the creation
of jobs, because it was said that they increased inflation, curbed innovation and
were an obstacle for the development of trade. Therefore, there was an admission,
albeit implicit, of the incompatibility between economy (identified with growth, as
usual) and ecology. An International Conference on Environment and Economics
was held at OECD Headquarters in 1984 and in the report on its results many of the
attendees (Delegations appointed by Member Governments) stated that the idea that
environment protection regulations negatively affected economic growth was one
of the past: “Fifteen years ago there was great concern that environmental action
could impose a heavy, if not intolerable burden on economies, slowing growth,
aggravating unemployment, adding to inflation, inhibiting innovation and distorting
trade”. But other attendees argued that the idea was still dominant in some sectors
(“in particular industry representatives”) (OECD 1985: 66).

As the environmental problem worsened and reached planetary dimensions, the
traditional economy was unable to keep maintaining the theory of incompatibility,
because to do so meant the need to replace the capitalist economy with some
other one, as it was suicidal to fail to adopt measures to reduce the level of
unsustainability. As this approach was unacceptable for the supporters of the system,
the only way out left was to defend the compatibility between unlimited growth
and free trade, on the one hand, and the protection of the environment, on the
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other: “Continued environmental improvement and sustained economic growth
are essential, compatible and interrelated policy objectives for OECD Member
countries. This, the major conclusion of the Conference, means that the environment
and the economy, if properly managed, are mutually reinforcing” (OECD 1985: 10).
The theory that attempts to give coherence to this discourse is the valuation of free
or public assets (the atmosphere, rivers, oceans, etc.); that is, those that cannot be
privatised and commodified. In order to deal with this task, it segregated a branch:
Environmental Economics (EE). This allows the rest of the traditional economists
to maintain their discourse, because there is already someone taking care of the
environmental problem.

1 Polluter Pays Principle

The theoretical meaning of the polluter pays principle (PPP) is that the costs of
nature restoration have to be borne by the polluter. It is a direct consequence of
the theory of the valuation of free assets, as the amount to be paid by society is
based on this valuation. However, we will see that the payment required does not
correspond to the total value assigned, but to the optimal value where the total of
public and private costs is minimised. This means that there is a private right to
contaminate up to the optimal level: “In practice, it is more feasible to think and
design policy in terms of ‘acceptable’ levels of pollution. Accordingly, the OECD
PPP is formulated in broader terms of making the polluter bear the costs of standard-
setting”. And this means that “the polluter is obliged (...) to pay the necessary
costs of getting to that standard” (Pearce et al. 1994: 158). The Amsterdam Council
introduced the principle in the European Treaty. And the EU Revised Strategy of
Sustainable Development established the policy of making sure that the “polluter
pays”, and that means to: “Ensure that prices reflect the real costs to society of
consumption and production activities and that the polluters pay for the damage
they cause to human health and the environment” (European Council 2006: 5).

This principle should be the object of at least three theoretical criticisms and a
further three related to its application. From a theoretical point of view, the polluter
pays principle is based on the premise that the system basically works well and that
the cases of environmental impact generation can be corrected to sustainable levels,
obliging the agent to comply with emissions regulations. There is therefore no need
to change the economic model. Secondly, this principle commodifies dimensions
of life that from an ethical point of view are unacceptable. Lastly, it legitimises
pollution for those who can pay for it. Resolution A3-0317/92 of the European
Parliament, on the Community Programme of Policy and Action in relation to
Environment and Sustainable Development, “calls on the Commission to review
the ‘polluter pays’ principle in the light of the precautionary and preventive action
principles laid down in the Treaty of European Union, since pollution can in no case
be legitimised by counter-payment” (European Parliament 1993: 12).
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The three criticisms of its practical application are with reference to who pays,
how much is paid and the extent of compliance. Regarding the first point, polluters
can be producers and consumers. Consumers are forced to pay once economic
mechanisms are established (normally taxes) and the extent of the contamination
is largely determined by the design of the product. The corporation, in addition to
being responsible for the design of its products, has many ways of evading their
responsibility: “If polluters can pass on an increase in the cost of production to
consumers, they will do so”. And it is evident that monopolies have the power to
pass on the environmental costs to consumers, via prices. Which is at odds with
the PPP principle: “Making the consumer of the polluting product pay some of the
clean-up cost may seem at odds with the PPP principle but in fact it is exactly what
should happen” (Pearce et al. 1994: 158). Secondly, corporations have ex ante and
ex post mechanisms to avoid or reduce pollution costs. The US and the EU systemat-
ically subsidise corporations so that they adopt anti-pollution measures. The Fourth
Environmental Action Programme of the EU (1987-1992) proposed that, in the case
of regular polluters, they would pay for the control and clean-up costs. In addition,
the lobbying power that business associations have in Brussels is well known.

Finally, the polluter pays principle is not complied with at all at an international
level. There are many states that suffer environmental aggressions from neighbour-
ing countries, as is the case of acid rain and river and coastal pollution. There
is no international regulation that forces the aggressor to pay. However, the Rio
Declaration supports the application of the PPP at an international level. Principle
13 states: “States shall develop national law regarding liability and compensation for
the victims of pollution and other environmental damage. States shall also cooperate
in an expeditious and more determined manner to develop further international
law regarding liability and compensation for adverse effects of environmental
damage caused by activities within their jurisdiction or control to areas beyond their
jurisdiction” (UNCED 1992).

2 The Theory of Environmental Valuation

To explain the theory of the valuation of free assets we will base our observations on
two books that widely dominate the EE panorama: Blueprint for a Green Economy,
by Pearce, Markandya and Barbier (whose first edition in 1989 was hailed by the
British press as an intellectual landmark), and Economics of Natural Resources and
the Environment by Pearce and Turner, which is the most widely used manual on
environmental economy. Both books have been a great publishing success and make
Pearce, a co-author in both, the most influential environmental economist there is.
If we start from the premise that the free market is efficient, the only reason
behind the environmental problem is that the environment contains free assets, that
is, assets that cannot be privately owned, so the market acts without taking them
into account. And economic activity will produce effects (externalities), normally
negative, without having to pay for them. Therefore, the solution would be to
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determine their correct market value so that economic agents can take into account
the environmental costs: “One of the central themes of environmental economics,
and central to sustainable development thinking also, is the need to place proper
values on the services provided by natural environments. The central problem is
that many of these services are provided for ‘free’. They have a zero price simply
because no market place exits in which their true values can be revealed through the
acts of buying and selling” (Pearce et al. 1994: 5).

They defend their theory by basing it on three arguments. They state that the
valuation of free assets is one of the central issues of environmental economy,
although they slightly contradict themselves by later stating that it is the only
truly central issue, because it is central for sustainability. We should highlight the
aim of calculating the “correct values” of free assets, because, as they add later,
they carry out an “economic function and have positive economic value”; that is,
they contribute to human well-being: “This simple logic underlines the importance
of valuing the environment correctly and integrating those correct values into
economic policy”. All this is ultimately justified because, despite the rejection
of many as they consider it immoral to attach monetary value to environmental
damage, “money is used as a measuring rod, a way of measuring preferences (... )
and is a satisfactory means of proceeding” (Pearce et al. 1994: 53, 54).

Logically there are many statements in favour of the theory, even in documents
that were thought to be far removed from economic orthodoxy. Principle 16 of the
Rio Summit Declaration states: “National Authorities should endeavour to promote
the internalisation of environmental costs and the use of economic instruments,
taking into account the approach that the polluter should, in principle, bear the
cost of pollution, with due regard to the public interest and without distorting
international trade and investment” (UNCED 1992: 278).

Once the “right prices” of environmental functions and services have been
set, they have to be integrated in economic policy by way of using economic
instruments. These must replace the traditional environmental policy, mostly of
the type of command-and-control, which is not considered efficient: “We have
demonstrated that standard-setting incurs greater total abatement costs than taxing
to achieve the same standard” (Pearce y Turner 1990: 96).

3 The Externality Concept

Pigou theorised on the undesired effects of economic activity in the 1920s. He
was concerned that the activity of economic agents frequently inflicted unintended
collateral effects on other agents (that can be beneficial or damaging), without there
being any payment for them, and wished that the economy would better reflect
reality through “adequate social accountability”. For this purpose he went back to
Marshall’s concept of external economies, which expressed these undesired effects
and which, as they did not lead to the corresponding payments, were external to
the system. To correct these external effects, or externalities, Pigou suggests that
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“the most well-known ways for encouraging or restricting investments can take the
form of premiums or taxes” (Aguilera Klink 1992). However, externalities were
set aside until the 1970s, when they were retrieved in an attempt to integrate the
environmental problem in the economy.

When the activities of one agent generate a loss of welfare for a third party it
is said to create a negative externality. On the contrary, when the agent causes a
higher level of welfare it is said to create a positive externality. However, the term
externality is used in the case of a negative impact on the environment and human
health. Mr Pearce and R. Turner consider that an externality has two conditions:
“1. An activity by one agent causes a loss of welfare to another agent. 2. The loss of
welfare is uncompensated.”

The concept of externality is designed to reflect a reality that is not supposed to
be the norm. It is considered that the free market basically functions well and that
externalities are not, due to their frequency or their magnitude, elements that could
question the first statement. However, in all the stages of the product chain there are
impacts, as shown in Fig. 3.1.

The concept of externality is based on the premise that environmental impacts are
identifiable in all their dimensions, as it is an unavoidable requirement for the valu-
ation that is intended for these impacts. However, in this respect there is unanimous
acknowledgement that there is a notable lack of data. Sometimes it is not clear that
there is an environmental impact, and it can manifest itself in ways and on scales of
space and time that are very different. Several biologists from the Center for Con-
servation Biology of Stanford University admit that “the responses of ecosystems to
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disruptions, particularly those that involve non-linear processes and irreversibilities,
have been hardly explored. Ecologists have little more than a premonition of the
repercussions and interactions inherent to human activities, such as the pollution of
oceans and coastal wetlands and the production of fisheries” (Daily et al. 1996).

As a result, we have an instrument conceived for solving exceptional situations,
when in reality environmental impacts are a normal manifestation of economic
activity, and it is based on premises that are not fulfilled. This is what Pearce
thought before becoming a dominant figure in environmental economics: “A policy
for the correction of externalities cannot in any way guarantee the preconditions
for the survival of species [...] If this is correct, the economists who have
analysed environmental problems within the context of the theory of externalities
may not only be prescribing incorrect policies, but also using mistaken conceptual
foundations for their analysis” (Aguilera Klink 1992).

4 Internalisation of Externalities

4.1 Environmental Valuation Methods

Environmental valuation methods for public goods proposed by the EE is the same
as that used by the traditional economy to define the value of commercial goods
and services. As in the case we are dealing with there is no market, the idea is to
create an artificial market by estimating people’s preferences (declared preferences),
valuated by their readiness to pay for environmental improvement or by their
readiness to receive compensation for its loss: “At its simplest, what we seek is
some expression of how much people are willing to pay to preserve or improve the
environment. Such measures automatically express not just the fact of preference
for the environment, but also the intensity of that preference. Instead of ‘one man a
vote’, then, monetization quite explicitly reflects the depth of feeling contained in
each vote” (Pearce et al. 1994: 55). There are two basic methods for valuation:

* Looking for a surrogate market. Looking for a commodity the price of which is
supposed to be influenced by an environmental variable (Hedonic property prices
and travel costs models).

» Using experimental techniques. Creating a virtual market where the value of
the environmental asset is determined through questionnaires that ask people,
using more or less elaborate techniques, how much they are prepared to pay for a
certain good or what compensation they would accept for losing it. (Contingent
valuation) (Pearce et al. 1994: 64, 69).

The practical reality of environmental valuation is more complex and several
techniques are usually combined, such as considering the expenses brought about
by illnesses or premature deaths caused by environmental impacts or assessments
by the research team of the costs of complex environmental impacts, such as climate
change.
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4.1.1 Hedonic Pricing Method

This technique tries to identify how much of a property value differential (frequently
of houses) is due to a particular environment quality, and to infer how much people
are willing to pay for the better quality. Three factors are normally taken into
account: air pollution, noise nuisance and water quality deterioration. Although
there is overwhelming evidence of a positive correlation, “the accuracy with which
we can quantify such effects is, however, much more debatable (. . .) this matter of
fuzzinessis (... ) inherent to the problem being considered” (Pearce and Markandya
1989: 26).

4.1.2 Travel-Cost Approaches

This method is used to define the demand of natural spaces, valuated depending on
an assessment of the different costs involved in a visit to a natural space (travel costs,
time invested travelling and the stay), assessed by means of the salary value of the
time invested. For this reason D. Pearce et al. affirm that “special attention is paid to
the value time. That time is valuable is self-evident” (1989: 71). It is considered that
the main specific inconsistency of this technique is that it is based on the valuation
of the time used, when it is evident that visits are carried out during people’s leisure
time and that for many, travelling is a pleasure.

4.1.3 Contingent Valuation

The contingent valuation method (CVM) “uses a direct approach — it basically asks
people what they are willing to pay for a benefit, and/or what they are willing to
relieve by way of compensation to tolerate a cost” (Pearce et al. 1989: 69). The
valuation can be carried out through answers to a questionnaire on a specific case,
previously known by the people interviewed, or through the information facilitated
by the interviewer. Although different surveying techniques are used, they all have
elements in common. In the case of willingness to pay, the interviewer makes a
payment proposal, which will supposedly be accepted because it is small. From
here on, and as the interviewee accepts the proposals, the interviewer raises them
until one is refused. The above is the top price they are willing to pay for an
environmental asset. In the case of willingness to accept compensation, the first
proposal is high, and to the extent that it is positive, it is lowered until it is rejected.
The last one accepted is the minimum predisposition to accept compensation for
tolerating environmental damage. This method ‘“has been applied with increasing
frequency” and “one major attraction of CVM is that it should, technically, be
applicable to all circumstances”, because “it will frequently be the only technique of
benefit estimation”. But this technique has many “biases”: lack of accuracy, “vehicle
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bias” (instrument of payment), “information bias”, “hypothetical bias” (difference
between real markets and hypothetical markets), and “operational bias” (operating
conditions) (Pearce and Markandya 1989: 35-37).

4.2 Analysis

We will focus our analysis on contingent valuation as it is the most widely used
technique and the one that best fits the premises of EE; and we will do so under the
light of four parameters: ideological premises, scientific measurement requirements,
environmental law and discriminatory effects.

4.2.1 Ideological Premises

In the techniques that we refer to there is a mercantilist vision, according to which
everything has a price and people are only moved by economic motives. There is
also another central idea of the traditional economy: people behave rationally in the
market: they maximise its utility. The EEA extends this axiom to the valuation of
environmental assets that have no market value.

4.2.2 Premises of Scientific Measurement

It is not the same to say how much one is prepared to pay as to actually pay. In
the hypothetical context in which the question is made, people tend to show more
willingness to pay than what they would in a real situation. Here the customer may
have access to important information about the good on sale; they know its price
and know that their decision will not influence that of other possible buyers. This
does not happen with collective assets, and knowledge about the predisposition to
pay of others influences the decision of those surveyed. Last of all, there are many
environmental problems and it does not seem feasible to ask people about each and
every one of them.

One of the requirements of a scientific measurement is the consistency of the
measurements; that is, the level of coincidence of the measurements made with the
same method or instrument. If the results differ greatly, the measurement cannot be
considered scientific. This is what happens with contingent valuation. It has been
found that if slight variations are introduced in the method used for the surveys,
such as for example varying the magnitude of the first valuation offer, the final
results differ greatly. On the other hand, when valuation studies are carried out on
one aspect, such as the external costs of transport, with a difference of several years,
it turns out that the valuations of some factors change radically, because the impacts
are better known. This has occurred with the valuation studies of the external costs
of road transport made for the EU (Hueting 1991).
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It is normally considered that the predisposition to pay is equal to the predispo-
sition to receive compensation because it is the only way for the cost functions to
be continuous. However, psychology shows that the second is much higher than the
first. Shorgen and Nowell (1992) point out that in fifteen studies carried out it has
been found that the predisposition to accept compensation is normally around five
times greater than the predisposition to pay. Ward and Duffield report similar results
in other experiences. In one of the studies the ratio found was in the region of 75 to
one (Bromley 1995: 133).

4.2.3 Environmental Law

Since at least the 1980s developed countries have introduced changes in environ-
mental Law that question the legality of contingent valuation. During the first period
of environmental policies there were no laws that acknowledged the environmental
rights of people. Despite this, many people thought that they were entitled to a
healthy and safe environment, and did not want to respond to the question of
how much they were prepared to pay. For example, in the late 1970s a group of
economists from the University of Wyoming attempted to valuate, by asking people,
the aesthetic cost of the visibility lost because of the fumes produced by an electrical
power plant. Around half of those interviewed refused to collaborate (The Ecologist,
July—August 1992). But later, laws were approved that acknowledged the right
to a healthy environment. In the US, laws such as the CERCLA (Comprehensive
Environmental Response, Compensation, and Liability Act, 1980) and the OPA (Oil
Pollution Act, 1990) acknowledged these rights. The same happened in the EU with
the Single Act and the Maastricht Treaty. Principle 1 of the Rio Summit Declaration
states: “Human beings are at the centre of concerns for sustainable development:
They are entitled to a healthy and productive life in harmony with nature” (UNCED
1992: 277). In this situation, to ask people how much they are prepared to pay to
avoid certain environmental ills is like asking them how much they are prepared to
pay to avoid being mugged on the street (Bromley 1995: 129 and subsq.).

4.2.4 Environmental Justice

Last of all, predisposition to pay is directly related to income levels, so according
to this criterion, environmental impacts in poor areas will have less value and
entrepreneurs and governments will tend to install industries and infrastructures
with a higher impact in these areas. This fact is evident in the US, which has led
to the environmental justice movement.

Pearce and Turner accept, at least, some of the criticism exposed: “A good many
types of damage did not prove capable of ‘monetisation’, so that, if the monetised
figures are accepted, actual damage exceeds the estimates shown” (123). But they
insist on the subject: “Money units remain the best indicator we have” (1990: 121).
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nomics 67)

4.3 It Is Not Possible to Measure the ‘Environmental Optimal’

The EE, ignoring the right of people to live in a non-degraded environment, consid-
ers that not only should the costs of environmental degradation for the population be
taken into account, but also the business costs of impact reduction. For this reason it
seeks the minimum costs of both, for which purpose it uses the classic cost and ben-
efit curves shown in Fig. 3.2. It shows that business costs of pollution control (repre-
sented by the D curve) grow exponentially as emissions are reduced. The social costs
(defined by the A curve) of pollution also grow exponentially with it. Therefore,
both curves intersect at one point, which is what approximately determines the
minimum total cost, so the economic and environmental optimal are the same.

As a result, the optimal solution is not to eliminate pollution, but rather to
guarantee the optimal amount of pollution, which will maximise the value of
production. This entails taking into account the costs of all the agents involved
and that means “to have to take into account the costs involved in operating the
various social arrangements” (Coase 1960: 23). From a theoretical point of view, it
can be proven that this has no validity. Let us consider some possible scenarios. If
the pollutants are not bioaccumulative, it can lead to two situations. One is that the
pollution corresponding to point X is less than the load capacity of the ecosystem
concerned; in this case it is not necessary to act, at least from the point of view of
the traditional economy. The second situation is produced when the discharge level
of point X is greater than that corresponding to the load capacity; then the designed
taxes will not be capable of stopping the degradation of the ecosystem. Last of all,
if the pollutants are bioaccumulative, they will concentrate in the ecosystem until it
is degraded, whatever the optimal pollution point is.
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On the other hand, when trying to establish the environmental offer and demand
curves, we meet practically insurmountable barriers. The business costs can be
found, but only approximate figures, due to the reluctance of companies to provide
reliable information. On the other hand, we have seen that by means of contingent
valuation, it is impossible to build the social costs curve, due to the differing
valuations obtained regarding predisposition to pay and receive compensation. The
curve is discontinuous when the aim is to accept a reduction in quality. And if it
cannot be built, the optimal point cannot be calculated either.

S Market Tools for Internalising Externalities

The OECD (1994: 15) defines economic instruments as those which “affect
estimates of costs and benefits of alternative actions open to economic agents”.
There are four types of instruments: taxes/charges, subsidies, tradable pollution
permits, and returnable container systems.

This organisation has been insistently recommending the use of economic instru-
ments in environmental policy since 1984. The OECD “Council Recommendation
on the Use of Economic Instruments in Environmental Policy” recommends that
Member countries “make a greater and more consistent use of economic instruments
as a complement or a substitute to other policy instruments such as regulations”
(OECD 1997b: 7). And for this reason it has published many reports on the subject.

The defence of economic instruments is based on two motives: the deficient
application of administrative instruments and, above all, the better efficiency
attributed to the former. Some of the —reasonable— criticisms of the administrative
instruments due to their deficient application are: multiplication of regulations with
little coherence among them, which makes their application difficult; a lack of
coordination of the regulations, as in general they are aimed at one environment
without taking into account the effect on others; an excessively punctual and
locally-oriented approach that does not take into account the effects at a wider
scale; a more reactive than preventive nature; dissuasive instruments that are too
small or not applied often enough, which leads to widespread non-compliance; the
negative effect of other sectoral policies that do not take into account the ecological
dimension, etc. The arguments in favour of economic instruments are:

e “They could reduce the economic cost of achieving a given level of environ-
mental protection, by allowing polluters greater flexibility”. The reason is that
the market instruments allow the economic agents to choose the most efficient
method to respond to the price signal.

e “They may stimulate more rapid innovation in pollution abatement technolo-
gies”, because businesses face costs whenever they emit pollutants, which does
not happen when they are only required to comply with an administrative
regulation.
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* “Also, in some cases ( .. .) economic instruments may raise revenues which may
allow other taxes to be reduced” or they can be used to finance environmental
policies.

e The moral problems that accompany the administrative instruments disappear.
When a company has to pay a fine it means they have committed an offence.

* The political and economic problems (lengthy litigation processes) that accom-
pany the assignment of scarce environmental resources disappear; the market is
left to search for the most efficient solution (OECD 1997d: 9, 15).

5.1 Environmental Taxes

There are many terms in taxation literature: tax, charge, fee, levy, fine, penalty, etc.
The most widely used terms are tax and charge. A tax is defined as “any compulsory,
unrequited payment to general government levied on tax bases deemed to be of
particular relevance”. The term of charge is “defined as compulsory and requited
payments to general government or to bodies outside general government, such as
environmental funds or water management boards” (EEA 2005: 41). However, “in
the area of environmental taxation different meanings are often given to similar
terms in different Member States, and no precise definitions are offered by EU
legislation” (EEA 2005: 40). But the widely used definition of environmental taxes
(by international organizations as the European Union and the OECD) is: “A tax
whose tax is a physical unit (or a proxy of it) of something that has proven, specific
negative impact on the environment” (EEA 2005: 41). The EEA (1996: 8) classifies
three types of environmental taxes:

* “cost-covering charges — e.g. designed to cover the costs of environmental
services and abatement measures, such as water treatment”.

* “incentives taxes- designed to change the behaviour of producers and/or con-
sumers”.

* “fiscal environmental taxes — designed primarily to raise revenues”.

Although the last type and the previous definition of environmental taxes
(“physical units” and designed “to raise revenues”) could be understood to represent
a broader vision that could include taxes on resources used (e.g. taxes on petrol),
revenue statistics show that they refer exclusively to taxation for environmental
reasons. This is seen clearly in the case of the energy tax that some countries use,
where on top of the traditional taxes on energy use there are others added that tax
the CO2 emissions associated with energy consumption.

Below is a brief summary of the reasons provided by those that support envi-
ronmental taxes. The most important argument is that they internalise externalities.
In addition, the following arguments are used: efficiency, dynamic nature, revenue
and jobs creation. The dynamic nature is manifested in that emissions are paid for
by units, even if the total volume emitted is within regulations, which means a
permanent incentive to improve environmental quality and technological innovation.
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The creation of jobs is defended because revenue is used to lower income tax:
“Some payroll tax reductions could be financed by new or increased eco-taxes, thus
providing a double dividend in terms of both improved environmental protection
and lower unemployment” (EEA 2005: 45, 46; OECD 1997b).

However, environmental taxes are a market regulation mechanism, because
they require a regulatory framework and administrative control, apart from the
fact that they modify the established market prices. The following is the opinion
of the European Economic and Social Committee: “Economic instruments of
environmental policy, particularly in the form of charges, levies and taxes, require a
regulatory framework as well as supervision by the authorities. By their very nature,
such measures entail intervention in the free market economy mechanism” (CES
1992: 160).

Despite the unconditional support of bodies and institutions such as the OECD,
the EU, the UNEP and ecologist organisations, environmental taxation has not
been consolidated; it has actually retreated from the positions several EU countries
reached in 1999. The EU has been incapable of promoting environmental taxation,
because fiscal changes need the unanimity of all its members. This has led to
a situation where in these countries environmental taxation has been aimed at
private consumption, because companies rejected the measures claiming that they
undermined their competitiveness.

As for the capacity to substantially change behaviours, studies indicate that
the outreach of the existing environmental taxation is manifestly insufficient to
produce any substantial transformations in today’s reality. The reasons: its low
degree of application and the difficulty of defining its effectiveness. The second
argument is reflected, for example, in the study by the EEA Environmental Taxes:
Recent Developments in Tools for Integration: “Assessing the effectiveness of
environmental taxes is by no means a simple task. Firstly, it is not always clear how
effectiveness should be defined and measured (.. .) Secondly, environmental taxes
are almost always one element in a package of policy measures (. ..) And thirdly,
lack of relevant data is frequently a bottleneck” (2000: 49). The logical conclusion
is that the results are by no means clear. The EEA (2008: 47) acknowledges that
the evaluation carried out in various countries shows that “the effects of the tax
in relation to the national objective provided mixed results”. But there are other
drawbacks:

e The tax system may become very complex and costly. In particular, if it is to
be adapted to the different local and regional situations: “If we are to set taxes
with at least a broad relationship to damage done, it will be necessary to vary
the taxes by source since different receptor points will have different assimilative
capacities for pollution” (Pearce and Turner 1990: 115).

» The effects of taxes are uncertain because the response of the economic agents is
ex ante unknown.

* The effectiveness of taxation is diminished by inflation.

* Environmental taxes are indirect and therefore regressive: they affect lower
income more than higher income brackets.
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* There is a contradiction between the goals of improving environmental quality
and revenue collection: when one factor rises, the other falls.

* Environmental taxes are unfair, because they constitute a right to pollute and to
use scarce resources for people with high incomes.

5.2 Marketable Pollution/Emission Permit Systems

In this part of the chapter we will analyse two systems: tradable pollution permits
and tradable emission certificates. But before doing so it is necessary to state that
the general approach of these systems is based, like the regulations, on setting
physical standards that the agents must comply with. The difference is in the way of
achieving it.

5.2.1 Marketable Pollution Permits

D. Pearce and E. Turner explain this approach: “The authority allows only a certain
level of pollutant emissions, and issues permits (...) for this amount. However,
whereas standard-setting ends there, the pollution permits are tradable, they can be
bought and sold on a permit market” (1990: 110). Although their implementation
is only extensive in the US (where they have seen significant development for air),
here we will analyse these systems quite extensively, given the importance they have
for the traditional economy. They have the following advantages attributed to them:

» Their efficiency is considerable in comparison to other methods. The OECD
states: “A major characteristic of this instrument is its cost-saving potential”
(1997b: 17).

* They avoid uncertainties about the standards reached, because the number of
permits issued determines the environmental quality.

* Inflation does not erode the incentivising capacity of this instrument, because the
market takes it into account when setting the prices of the permits (Tietenberg
1998).

» Better environmental quality can be achieved if aware citizens decide to purchase
permits. But in this case, D. Pearce and R. Turner think that it alters “the level of
pollution it had decided was optimal or acceptable” (1990: 114).

* “The emission permits system (EPS) is much simpler. It simply issues permits on
the basis of source emissions and ignores what effects those emissions have on
the receptor points”. But, “one area is likely to experience some concentration of
pollution in specific small areas (so-called hot spots) where actual concentrations
exceed the standard” (Pearce and Turner 1990: 116).

* They are compatible with direct regulation, such as technical requirements for
new or modified equipment (OECD 1997d: 17).
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e The creation of new companies or the expansion of existing ones does not
cause more environmental deterioration, because the number of permits is fixed
(Tietenberg 1998).

* They adapt to the falling costs of less polluting technologies by lowering their
prices (Tietenberg 1998).

The US Environmental Protection Agency (EPA) has established a programme
for implementation of the system which affects the main sources of five atmospheric
pollutants: hydrocarbons, nitrogen oxides, particles, sulphur oxides and carbon
monoxide. The system is the usual: companies receive emission permits and can buy
and sell them. For its application a complex regulatory framework for this market
has been designed. It establishes various categories of emissions sources: sources of
pollution existing in the mid 1970s; new sources, which correspond to new plants;
and modified sources, which correspond to plants that existed in the mid-1970s
and which have expanded their installations, leading to an increase in emissions. It
also distinguishes between areas that exceed air quality regulations and areas that
have adequate air quality. These factors limit the marketing options. The permitted
exchanges are:

e Offsets. A new plant can enter an area that does not comply with the quality
regulations if the company buys the corresponding permits for that same area.
Some states force them to buy more permits than necessary to improve air quality.

* Netting. It allows a modified plant to increase its emissions if another plant of
the same company reduces its emissions in such a way that the total emissions
do not increase. This programme is controlled at a state level.

* Banking. It allows a company that reduces its emissions to save the corresponding
permits for possible future needs.

* Bubbles. In this case a plant with multiple sources is made to meet its emissions
commitments globally, in such a way that excess emissions at some sources may
be compensated with reductions at others (Tietenberg 1998: 243).

Estimates of the results of applying the system vary greatly, but it is admitted
that an immense majority of savings made are from permit exchanges between
plants of the same company or between sources at the same plant, from the netting
and bubbles programmes. The OECD considers that “the savings in costs is almost
entirely due to internal trading”, and adds that “it is virtually impossible to determine
how much of the air quality improvement, if there has been any, can be directly
attributed to the tradable permits programme” (1997c: 59-60). But what is called
the internal market is not a market as such, that is, the sale of something from
one economic agent to another. Tietenberg states that “netting is more properly
considered a regulatory relief than regulatory reform” (1998: 243), and the same
applies to the bubbles system. The procedure to have a transaction approved is
lengthy and expensive, and only 20 % of the requests are admitted under the terms
proposed. 40 % are rejected without any further considerations. W. E. Oates and
P. R. Portney (1996: 367) state that “unfortunate restrictions on trading” have been
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produced, which “have clouded definitions of property rights and raised serious
uncertainties about the ability to obtain these rights in the marketplace when
needed”.

The cost of the procedure often exceeds that of the pollution permits and is
caused by the need for registration, verification, certification, buying and selling
of certificates, follow-ups, etc. But if the companies had to pay for the pollution
permits initially handed out, the total costs would be far greater. For this reason free
distribution is dominant (OECD 1998: 248). As in all cases of the application of this
instrument, in the US a high concentration of permits has occurred.

On the other hand, if the aim were — as would seem logical — to achieve
environmental quality at all points, it would be “judged to be a largely unworkable
system because of its complexity” (Pearce and Turner 1990: 117). Tietenberg
acknowledges that “when emission location matters, the dominance of economic
instruments over the traditional command—and—control is less clear cut in practice
than it might appear in theory” (1998: 249).

This system rewards the historically most polluting companies. It discriminates
against new companies as opposed to those that are already established, as they have
to buy the permits from them to be able to establish themselves, which becomes
an initial barrier and restrains the technological innovation that new companies in
particular provide. The permits concede a property right because they are indefinite
and are not linked to the lifetime of the plants, whose existence has given rise to the
right. This is backed by court rulings. Last of all, the efficiency of the system is yet
to be proven. In the US the SO, emissions system reduced pollution by 50 %. But
in Germany, a regulatory policy reduced SO, and NOx emissions by 90 % (Maro
2007).

Because of these results, the OECD has to acknowledge that there is “very limited
evidence on the efficiency or effectiveness of economic instruments”. However,
“much of the explanation for this (.. .) would appear to be the extremely restrictive
terms on which trades were permitted” (1997d: 53). The EPA reaches the conclusion
that “the price of tradable emissions permits under cap-and-trade systems will
almost never meet the requirements for using cost as a proxy for value” (http://
yosemite.epa.gov/Sabproduct.nsf/Web/Tradable %20emission%20permits).

5.2.2 The EU Greenhouse Emission Trading Scheme

Among the mechanisms contemplated in the Kyoto agreement to reduce greenhouse
gas emissions (GHG), the US introduced a mechanism of tradeable emission rights
based on the same philosophy as the above systems. It did not, however, ratify it.
The Kyoto Protocol is a 1997 international treaty which came into force in
2005, binding most developed nations to a cap and trade system for the six major
greenhouse gases (GHG). They must reduce their overall emissions by 5.2 %
with respect to their 1990 levels by the end of 2012. But the EU decided on an
8 % reduction of GHG emissions by means of a bubble system. Member States
have quotas that range from reductions far higher than the general goal to permits
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allowing them to substantially increase their emissions, but if each country meets its
goals the general goal is achieved. Apart from those countries (Annex I countries),
many other non-OECD countries adhered to the protocol, but without reduction
commitments (Grefio 2004).

The Kyoto Protocol

Fulfilment of the commitments was facilitated by establishing “flexible mecha-
nisms”, which means that countries can fulfil their quotas by means of the following:
in the “joint implementation (JI) scheme nations that emit less than their quota
can sell emissions credits to nations that exceed their quota (especially Russia,
because it was assigned emissions rights due to the strong reduction caused by the
collapse of the USSR)”; and in the “clean development mechanism (CDM)” Annex
I countries can invest in Non-OECD countries in projects which reduces GHG
emissions. The production of emission reductions generated by the CDM and JI
can be used by Annex I countries in meeting their emission limitation commitments
(Greiio 2004).

The protocol has positive aspects: the broad international agreement reached
whereby quick action must be taken to solve the problem, for which reduction
goals were defined; it has led to a great leap in the treatment given to it by
the media; the creation of a body that, in addition to the agreement reached,
continues to work on further agreements. On the other hand, the agreement is
clearly insufficient: the reduction goals are small and multiple mechanisms are
contemplated for signatory countries to avoid full compliance with them; it does
not take into account that most of the CO2 emitted historically is the responsibility
of industrialised countries and that, therefore, there is an historical debt with all
other countries; the clean development mechanism relies on the planting of fast-
growing trees and there are doubts as to their capacity for CO2 sequestration,
due to the speed with which they are cut down; and, bearing in mind that the
necessary reduction of emissions involves transforming energy and transport models
in particular, it requires multiform and integrated policies, instead of punctual and
sometimes ephemeral actions.

The EU Trading Scheme

The EU Directive (2003/87/EC) introduces a scheme for GHG allowance trading
within the Community. It has two phases: the 2005-2007 and the 2008-2020
phases. In the first phase only the most energy-intensive industrial sectors have
been considered (electricity generation, oil refineries, steel and metal, cement,
etc.). The second system was approved within the “energy package” on which an
agreement was reached in December 2008 and which included goals to be reached
in the contribution of renewable energy sources (20 % by 2020) and in efficiency
improvement (20 % by 2020). It also establishes 20 % of CO2 equivalent emissions
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(the greenhouse effect of all other gases is reduced to CO2 emissions) (European
Commission 2008a). Later, the reduction goal of 30 % was approved subject to a
global reduction agreement.

The first period was a failure, because so many emission permits were handed
out that the price of the CO2-equivalent tonne fell to almost zero in the final
phase. The new policy established in 2008 improves on the previous one in various
aspects: a 21 % reduction in emission permits is established; the industrial sectors
involved are extended to others (petrochemical, ammonia and aluminium); air
and sea transport are included (although no measures are established, pending an
international agreement; and if it does not happen, they shall be defined in 2012);
more gases are included (nitrous oxide and an industrial gas); a policy whereby
most permits are auctioned is established. In this case the aim is to move from
the situation in 2008, where 90 % of the permits were distributed without any cost
(grandfathering system), to one where 88 % are auctioned by 2013, 10 % will be
distributed depending on criteria of solidarity and 2 % will be assigned to a group of
Eastern countries. There is permission for 3 % of the 2005 emissions to be achieved
through the mechanisms established with countries outside the EU, provided that
the total of emissions certificates achieved does not exceed 50 % of the reductions
that each country must reach. For the rest of the sectors that are not part of the
system (particularly road transport) there will be taxes on emissions and obligatory
efficiency improvements (European Commission 2008a).

This system undoubtedly improves on the first one. But it leaves out road
transport and it is not probable that fiscal measures will be approved, which require
the unanimous support of countries. The system is very complex (apart from the
fact that there are 27 countries involved), because it contemplates many exceptions,
it conditions the measures in some sectors to the achievement of international
agreements, etc. The verification of the application of such a complex system
requires an enormous administrative apparatus, which will not be created. We have
seen that in the US system, which is much simpler, the administrative costs borne by
the companies were far higher than the price of the permits. Last of all, in the future
we will see that the extraordinary impact of the escalating price of oil that will take
place has such a capacity to reduce CO2 emissions that it will ridicule the enormous
and costly set-up that the EU has created.
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This chapter starts with an analysis of the theoretical contradictions that are fallen
into to combine environmental protection and trade liberalisation. It then analyses
the contribution of the GATT/WTO system to the unsustainability of the economic
model, the role of Multilateral Environmental Agreements (MEA), their conflicting
nature, and the proposals for the strengthening of the international nature protection
system. It concludes with a reflection on the factors that invalidate the globalising
process and the GATT/WTO system itself.

1 Contradictions Between Nature Monetisation
and Economic Liberalisation

The traditional economy defends the valuation of free assets, which is obtained
basically from three factors: scale of the problem, income level and level of
ecological awareness. The resulting valuation has to be introduced into the market,
and the usual proposal is that it is done by means of applying equivalent taxes.
But the OECD admits that situations (and therefore valuations) vary widely. They
depend on differing environmental circumstances, on incomes, etc.: “The ‘right’
level of environmental protection will vary by country; different local circumstances
will lead to different values being placed on environmental protection. Most
countries will prefer a higher level of environmental quality, the higher their income
levels” (OECD 1997c: 24).

If the factors that determine the valuation are very different from one country
to another, taxes will also vary and, in a context of trade liberalisation such as
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the one we have today, companies in countries with high taxes will see a fall
in their competitiveness. This situation is frequently acknowledged in the texts
of the OECD and the EU, but they cannot accept its consequences, so they are
always looking for a false way out: the coordination of environmental policies. The
European Commission acknowledges that “differences in environmental standards
can be due to (...) differences in capacity of absorption of ecosystems” but rules
out “differences in environmental policies”. The problem “can often be addressed by
international harmonisation or co-ordination of environmental policies” (1996: 6).

But this solution lacks rigour, because if the costs are different, no coordination or
harmonisation will prevent them from continuing to be so. In no case is this proposal
gone into in depth; it is left as a mere declaration, without practical consequences.
The OECD and the MEA admit that the loss of competitiveness has forced some
north European countries to not apply their high energy taxes on their most energy-
intensive companies (OECD 1993: 96; EEA 1996). This is the case of Sweden,
Denmark, Norway and the Netherlands. And this occurs within the EU, where there
is a common environmental policy and institutions to coordinate sectoral policies.

If environmental taxes cannot be applied to the companies that consume the
most resources and pollute the most to avoid a loss of competitiveness, the theory
of the internalisation of externalities ceases to be, in general, operative, as it
comes into open confrontation with the free market. The market, therefore, will
not receive the correct signals and behaviour will continue to be anti-ecological,
according to the logic analysed here. There is, as a result, a contradiction between
asking them to internalise environmental costs and forbidding customs barriers for
goods that do not bear them. This is evident for Daly and Goodland: “There is a
inconsistency between a national policy of cost internalisation and an international
policy of deregulated trade with non cost-internalising nations” (Daly and Goodland
1994: 78).

2 Contradiction Between Liberalisation and Sustainability

There are abundant declarations by economic institutions and governments accord-
ing to which, in principle, there is no contradiction between free trade and
sustainability. And the same arguments are being repeated endlessly. The European
Commission (1996: 11) declares that “trade rules allow countries to take any
measures necessary for protecting the environment within their own territory if they
are not discriminatory, arbitrary and do not result in a disguised restriction on
international trade”. The World Development Report 1992 by the World Bank states
that “the primary cause of environmental problems is not liberalised trade but the
failure of markets and governments to price the environment appropriately” (WB
1993: box 3.1). Although here part of the blame is attributed to “trade”, in reality
the only responsibility that is in essence being suggested is that of governments.
The European Commission (1996:5) states that “the impact of trade on the
environment depends mainly on the environmental policies and sustainable
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development strategies implemented at a national and international level”. And
it goes further, assigning to the market the role of “magnifier of policy failures”.

However, it is evident that liberalisation reduces the power of governments to
rule over societies: “The globalisation of economic activity means that individual
governments are less ‘in control’ to resolve environmental problems than they used
to be” (OECD 2008b: 9). Although this liberalising trend questions the theory of
governments’ responsibility, it is necessary to maintain it, because if not, the whole
theoretical framework collapses. The argument used is that there is still a broad
margin for autonomy. The European Commission (1996: 7) declares: “It is widely
recognised that the margin of manoeuvre available to countries is already large”.
And this margin is due to the fact that “WTO are allowed to take measures to protect
the environment within their own territory”. But, as usual, the measures have to be
“not discriminatory or arbitrary”. This warning is repeated time and again by the
OECD, EU, WTO, etc.

However, there is abundant empirical evidence that liberalisation prevents gov-
ernments from promoting sustainability: it leaves them without solutions in the
face of external environmental aggressions (acid rain, polluted rivers, climate
change, ozone layer hole, etc.); it eliminates border controls; it exerts pressure on
governments to relax environmental policies; it makes the application of sustainable
product management techniques difficult; it intensifies the flows of materials and
their length.

Liberalisation makes it difficult to comply with international trade regulations
for ecological, social and sanitary reasons, etc. The result is an acceleration of
the rate of the impacts described. In the field of environmental studies there is
much information on this phenomenon. The overexploitation of fishing grounds
(Sumaila et al. 2007) and the deforestation of non-OECD countries is extensively
documented. The IMF’s imposition on Indonesia to reduce duties on wood exports
from 200 to 10 %, in 2000, led to more than a twofold increase of the previous
logging rate (Shimamoto 2008). Many biologists consider that the most pressing
environmental problem is the homogenising and degrading impact on the world’s
biota that trade is causing through “biological pollution”, a result of the trade-
related transport of species from one country to another. H. French offers abundant
information on the subject in her book “Vanishing Borders” and reaches the
obvious conclusion: “There can be little doubt that globalisation has accelerated
the unprecedented loss of biological riches in recent decades” (French 2002: 28).

The fact that many countries have very relaxed environmental policies, which
do not lead to any type of penalty, instead bringing advantages for international
trade, exerts deregulatory pressure on the most advanced countries. Globalisation
lengthens product chains and makes them more complex. Which leads to a growing
difficulty to know the impacts of all types throughout them and, as a result, to
assess the problem and adopt corrective measures. Which means that, beyond the
intrinsic characteristics of the products, the life-cycle perspective acquires growing
relevance: “Globalisation, combined with the continued growing importance of
environmental issues, will intensify the conflict between the traditional ‘a product is
its physical characteristics’ perspective, and ‘a life-cycle’ perspective, which seeks
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to address environmental externalities wherever they may originate” (OECD 1997a,
b, c, d: 49). Also, globalisation leads to more uniform products, technologies and
tastes. Uniform products imply difficulties to adapt them to the environmental and
cultural characteristics of each location: “Access to foreign technologies may dis-
place existing domestic technologies which are better suited to local environmental
conditions” (OECD 1997a, b, ¢, d: 67). This is particularly evident in the case of
uniform agriculture technologies. In the case of tastes, “globalisation might lead to
more uniform consumer tastes, influenced by transnational mass media imagery and
advertising” (OECD 1997a, b, c, d: 20).

During the last 50 years the world product has increased fivefold, while trade has
increased by a factor of 14. In the US, commercial foodstuffs travel 3,000 miles on
average. This situation is caused by two phenomena: on the one hand, liberalisation
boosts trade; on the other, it produces a distribution throughout the world of
the different product chain stages, in such a way that before the international
sale of the final product takes place, substantial trade involving its components
has been necessary. These factors cause an increased need for transport and its
resulting impacts: energy consumption, pollution and the impacts associated with
the proliferation of transport infrastructures. The EU Commission (2008b: 14) states
that the physical transportation of exported products at the end of their life and
of imported raw materials entails significant environmental damage. The OECD
(1997a, b, c, d: 56) acknowledges the same idea: “In principle, any increase in
freight traffic will bring absolute increases in environmental damages with it (scale
effect)”.

3 The Contradictions Between the GATT-WTO
System and Sustainability

3.1 The GATT-WTO System

The General Agreement on Tariffs and Trade (GATT) was created in 1947 with the
aims of bringing about a reduction and elimination of duties and the elimination
of other types of restrictions on trade. Between 1948 and 1994 there were eight
negotiation processes (Rounds). The last one, the Uruguay Round, approved the
creation of the World Trade Organization (WTO), which was inaugurated in 1994.
It adopted the regulations and operating regime of the GATT in their entirety. The
trade liberalisation promoted by the GATT-WTO rests on three principles: non-
discrimination between exporting countries (Art. I), non-discrimination between
domestic and imported products (Art. III) and the prohibition of import or export
quotas (Art. XIII). Art. I establishes that there should be no special treatment, be
it beneficial or damaging, for any countries. Art. III states that imported products
should not be given a different treatment to that of domestic products. Art. XIII
prohibits adopting quotas that restrict the volume of trade.
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The GATT-WTO has the possibility of regulating trade for environmental reasons
based on sections b and g of article XX. They permit trade restrictions “taken to
protect human, animal or plant life or health” (sub-paragraph b) or “related to the
conservation of exhaustible natural resources” (sub-paragraph g). But, as usual, “if
they are not discriminatory, arbitrary and do not result in a disguised restriction on
international trade” (European Commission 1996: 10, 11). These sections do not
reflect the environmental awareness of the GATT because they were written before
1947 and show the concerns of that period (such as the health risks generated by the
trade in contaminated foods and live animals). In addition, the countries that wish
to apply this article must prove that there is scientific evidence that justifies it (what
is called provisional justification) and that the measures taken are those that have
the least impact on free trade (final justification). The provisional justification goes
against the precautionary principle (UNEP and IIDS 2001: 32).

The practice of the GATT shows that it never took into account the environmental
variable as a justification to regulate trade and the WTO continued along the same
path, though intensifying it, despite the fact that in the foundational document’s
preamble there is support for sustainable development and that the Trade and
Environment Committee was created within it. But sustainable development is not a
guiding principle, like the three articles mentioned. Its first decision was to force
the US to lower the cleanliness standards of imported fuel, established by the
Clean Air Act and has supported all the claims against free trade restrictions due
to environmental reasons: “After 8§ years (...) WTO panels have ruled against all
food safety regulations under review on the grounds that they restrict trade more
than necessary” (Public Citizen 2003:9). This situation explains why the OECD
Environmental Outlook (2008a, b, c, d) “concludes that if no new policy actions are
taken, within the few next decades we risk irreversibly altering the environmental
basis for sustained economic prosperity” (OECD 2008a, b, c, d: 9).

3.2 The Sources of Contradiction

The contradictory areas are many, so we will limit ourselves to an analysis of
the policy of the WTO on the Process and Production Methods (PPM), the
Agreement on Technical Barriers to Trade (TBT) and the Agreement on Sanitary
and Phytosanitary Measures (SPS measures).

3.2.1 Environmental Norms and Process and Production Methods

The regulation of trade due to environmental reasons can be potentially carried out
by States on products and on PPMs. When a State wants to protect its environment
from the actions of other States, it acts on imported products, either because they are
the cause of the problems, or because the PPMs are the cause. But this distinction is
becoming less and less clear. Some measures related to PPMs can change features of
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the product, as happens with agricultural products which use dangerous pesticides
in their production processes. The WTO considers that these products and organic
products are similar, so there can be no restrictions on the trade of the former. The
WTO does not question the right to regulate the trade of products (provided it is
carried out within increasingly tighter limits), but if it is not done based on the PPMs.

The protectionist measures of a country motivated by the PPMs of other countries
can have two types of causes: the country in question bears direct environmental
aggressions as a result of the PPMs, or it seeks to protect the biosphere, because
the aggression on it also normally affects it. As there is no international authority
that this country can turn to, all it can do is act on the exports of the aggressor
country. The GATT established case law on trade restrictions depending on PPMs
by means of a ruling on the dispute between the US and Mexico because of a
US ban on yellow-fin tuna imports. The origin of the dispute was that the fishing
technique used to catch the tuna caused a high mortality rate among dolphins (in
the late 1980s, over seven million were estimated to have died and in the area in
dispute they were killing 80,000 dolphins a year). In 1988 the US Congress updated
the Marine Mammal Protection Act of 1972 to include the case of tuna imports,
establishing for 1990 a ratio of dead dolphins for imported tuna 25 % higher than
that for domestic fishing: “These provisions do not provide a domestic advantage. In
fact, U.S. tuna fishermen must meet standards more stringent than importers, thus
putting Americans, if anything, at a competitive disadvantage ” (Christensen and
Geffin 1991: 577).

But the GATT ruling invalidates the regulation for two reasons:

e PPMs cannot limit trade: “A GATT party can make no distinction between
products based upon the manner in which they were produced, even where the
importing party has outlawed or limited one method of production because of its
environmental destructiveness” (De Belleuve et al. 1994: 55).

* “The Panel considered that if the broad interpretation of Article XX(b) suggested
by United States were accepted, a contracting party could unilaterally determine
the life or health protection policies from which other contracting parties
could not deviate without jeopardizing their Rights under General Agreement”
(Christensen and Geffin 1991: 585).

The significance of this ruling is that it invalidates de facto the MEA and the
capacity of governments to protect the wildlife not only of the planet, but also within
their territories, because wildlife knows no borders. And in 1998 the WTO ruled
against the US, for the same reasons, due to the ban in this country on the imports
of shrimps caught with nets that caused high mortality rates in sea turtles (French
2000: 121).

3.2.2 Agreement on Sanitary and Phytosanitary Measures

Countries have been restricting trade due to sanitary and environmental protection
reasons, trying to avoid the hazards derived from pests, diseases and organisms



3 The Contradictions Between the GATT-WTO System and Sustainability 59

associated with diseases contained in imported goods; from chemicals, fertilisers,
pesticides and herbicides, dangerous prescription drugs, etc.

The Uruguay Round approved an Agreement on the Application of Sanitary
and Phytosanitary Measures. A key element of this agreement was that restrictions
should be based on the FAO Codex Alimentarius, whose standards were reduced
after a 4-year campaign carried out by the US. Based on this new Codex Alimen-
tarius, the WTO ruled in 1997 against the EU for its ban on hormonal meat, which
it considered a health risk, although it gave the EU time to prove its effects on
health. In 1998 the EU set up seventeen research units to study the effects of the
six hormones used. In 1999 the WTO authorised the US to impose sanctions on
the EU because it had not yet finished its research. In the year 2000 the research
results showed that the measure was correct, because one of the hormones was
“totally” carcinogenic and the others posed evident risks, in particular for adolescent
girls. The WTO has ignored the report, which proves that it does not accept the
revision of processes in the event of there being new information. In 2000 it also
ruled against an Australian regulation that dated from the 1960s, by which imported
salmon is held in quarantine to protect native salmon from imported diseases. It
is based, among other reasons, on the fact that Canadian salmon contains some
20 bacteria that are non-existent in Australia. For the same reason, Japan subjects
imported foods to a quarantine system. It is revealing that no country that has been
reported by virtue of this agreement has received a favourable verdict (Public Citizen
2003).

3.2.3 Precautionary Principle

The precautionary principle establishes the need to act when an important risk is
presumed, even if there is no scientific evidence, and it is one of the principles of
the EU’s environmental policy. The demand that provisional justification is based
on scientific evidence is impossible to meet (as there is insufficient data) when a
product or technology is initially applied. In addition, the scientific community has
very little knowledge on how the biosphere works and, as a result, the repercussions
our actions have on it. The WTO does not accept the principle because it creates an
uncertain framework of action for it.

In short, the non-existence of an international regulatory body for economic
activities for environmental reasons has meant that the WTO is the only authority
with the capacity to make decisions in this field. This proved to be a capacity that
they have used to create very negative case law for the protection of the planet. And
this is the logical outcome, as the mission of this organisation is the promotion of
free trade. The situation has gone so far that even The Economist acknowledges that
“it has become a quasi-judicial body, an embryo world government (. .. ) it is now
being asked to arbitrate on matters that are intensely political. It lacks legitimacy to
do so” (French 2000: 125).
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4 Contradiction Between WTOQO Rulings and Multilateral
Environmental Agreements

4.1 Multilateral Environmental Agreements (MEA)

The MEA are the biggest challenge to the free trade system. They are international
agreements, signed by more than two countries, which seek to solve global and
regional environmental and resource-related problems (biodiversity, international
fishing, preservation of natural services, eradication of pollution, etc.). Over 1,000
bilateral agreements have been signed, although the UNEP admits that the exact
number is not known. Only 20-30, according to different estimates, establish
explicit measures that restrict trade (quotas, import and export bans, producer
rights not acknowledged by the WTO, etc.), but they are the most important.
The UNEP considers that the most relevant are: the Convention on International
Trade in Endangered Species (CITES 1975), the Montreal Protocol on Substances
that Deplete the Ozone Layer (1987), the Basel Convention on the control of
the transboundary movements of hazardous wastes (1992), the Convention on
Biological Diversity (1993), the Convention on Climate Change or Kyoto Protocol
(1997), the Rotterdam Convention on the Prior Informed Consent Procedure for
Certain Hazardous Chemicals and Pesticides in International Trade (1998), and the
Cartagena Protocol on Biosafety (2000). All of them take measures to control trade
and, although the Kyoto Protocol is an exception, it is the one which has the greatest
potential for regulation. These agreements establish a wide scope for controlling
trade by the signatory countries, so they can:

* Toughen the agreed regulations individually.

» Establish licensing and permit systems that regulate the trade of certain goods
and, even, their transit through their territory.

» Establish sanctioning regimes.

» Discriminate between signatory and non-signatory countries: establishing restric-
tions on trade with non-signatory countries; applying trade measures against such
countries.

» Establish contingent trade.

» Discriminate between similar products based on their PPMs.

* Apply the precautionary principle.

* Promote information transparency and participation.

The UE Economic and Social Committee acknowledges that the framework
agreement of the Rio Summit on Climate Change in 1992, the Montreal Protocol
and other international agreements drive “a wedge in two fundamental principles of
the GATT: the principle of the most favoured nation and the principle of reciprocity”
(ESC 1996: 7-8). In addition, they are very dynamic, as they try to adapt depending
on new information (level of compliance, new scientific information, etc.) and
promote the collaboration of NGOs which, in some cases, such as that of inspection,
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is decisive. The Convention on Persistent Organic Pollutants (POP) has established
the prohibition and control of 12 very hazardous substances. The International
Commission for the Conservation of Atlantic Tunas allows member countries to
ban imports of tuna and swordfish from countries that do not comply with their
regulations. They work on agreements on sustainable fishing, sustainable forest
exploitation, etc. (French and Mastny 2001; UNEP and IIDS 2002).

4.2 Qutcomes

The Basel Convention managed to significantly reduce the amount of waste exported
from the OECD to non-OECD countries, but in recent years there has been a
spectacular growth in exports of electronic waste (e-waste) to Asia (apparently for
recycling) and the convention permits this type of trade. 80 % of the US’s e-waste is
transported to Asia (Mastny 2003: 27). However, only a small part of it is recycled,
and the impacts on the environment and health are huge (UNEP 2009).

Most countries have complied with the Montreal Protocol, which has led to an
85 % reduction in CFC emissions during the 19861997 period. The least compliant
country is Russia, because it produces them. Funds have been made available to help
it comply. On the other hand, China has become the main producer of halons. The
result is that, while concentrations of chlorine in the stratosphere fall, concentrations
of bromine (from halons) rise (French and Mastny 2001).

The CITES has managed to reduce the trade of some threatened species (such
as cheetahs, chimpanzees, crocodiles and elephants), but the illegal trade of many
others continues. With the aim of putting a stop to it, agreements on certain species,
such as marine species, have been created. In 1995 the Protocol on trans-zone
fishing stocks and migrant fish was approved. The International Commission for
the Conservation of Atlantic Tunas is taking action (French and Mastny 2001).

The agreements reached in the International Whaling Committee have managed
to reduce annual captures of whales from 66,000 in 1961 to 1,100. Oil spills in the
sea have been reduced by 60 % since 1981 through regulations of the International
Maritime Organization (IMO), although the load transported has doubled. In 1991 a
50-year moratorium on commercial activities in the Antarctic region was approved
(French 2000: 146).

These results are limited, though important, as a result of the liberalising trend
and of the weakness of the structure and resources of the MEA system. And
the weakness comes from the fact that each treaty creates its own institutional
machinery, small offices called secretariats and a small team (around 30 people
on average). Their function is the supervision of the agreement, which means
collecting and analysing data, advising governments, in some cases carrying out
on-site inspections, etc. This fragmentation of actions weakens the MEAs and is a
source of contradictions among them.

The Montreal Protocol has created a framework for eliminating gases that destroy
the ozone layer, but it has not dealt with the possibility that their substitutes are
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aggravating other problems. This has led, for example, to the development of
hydrofluorocarbons (HFC), which are powerful greenhouse effect gases. The Kyoto
Protocol encourages the planting of fast-growing trees, without taking into account
their effects on biodiversity. On the other hand, it does not include any compensation
for the preservation of forests (UNU/GEIC/IAS 1998).

As a result of the MEAS’ weaknesses, the agreements reached are often
insufficient to solve the problems. Most of them contain few specific goals and
calendars, and the mechanisms for monitoring their application are weak when not
non-existent (French 2002). However, in recent years there has been a widespread
proliferation of networks of global non-governmental organisations (NGOs) that
are fulfilling an important role. The Climate Action Network gathers over 250
international and national organisations that work to defend a stable climate. The
Pesticide Action Network includes at least 500 consumer, environmentalist, health,
trade union and farmer’s organisations. The World Forum of Fish Harvesters & Fish
Workers brings together small-scale fish worker organisations from six continents.
There is an International Network for eliminating POPs. The TRAFFIC network
monitors compliance with the CITES and offers recommendations to governments
on lists of species to protect (French and Mastny 2001).

The strengthening of NGOs means that, with increasing frequency, they are
invited to take part in the work of international bodies and institutions. A very
important step in this direction was the invitation to participate in the Sustainable
Development Committee carried out in 1993. The opposition of the more conser-
vative members delayed its application by 3 years and in 1996 123 NGOs were
accredited. Since then the number of organisations participating in its annual fora
has grown to over 700 in 2000. In Johannesburg over 8,000 non-governmental
participants were accredited (1,500 at the Rio Summit), which carried out a wide
variety of parallel activities, apart from participating in the official fora (French
2002: 172, 173).

S Government Proposals to Change the WTO’s Role
in Order to Protect Nature

5.1 Acknowledgment of Principles

Many principles are proposed that are in contradiction with the free trade system.
The Rio Declaration establishes, among others, those of Self-Government, the
Precautionary Principle, and Common but Differentiated Responsibilities.

* Self-government. Principle 2 states: “States have, in accordance with the Charter
of the United Nations and the principles of international law, the sovereign
right to exploit their own resources pursuant to their own environmental and
developmental policies”.
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* Precautionary Principle. Principle 15 assumes that: “In order to protect the
environment, the precautionary approach shall be widely applied by States
according to their capabilities. Where there are threats of serious and irreversible
damage, lack of full scientific certainty shall not be used as a reason for postpon-
ing cost-effective measures to prevent environmental degradation” Paragraph 6 of
the Millennium Declaration makes a generic defence of the Principle: “Prudence
must be shown in the management of all living species and natural resources,
in accordance with the precepts of sustainable development” (United Nations
2000). The EU’s proposal that there be an ex ante evaluation of the liberalising
agreements, as a prior requirement for their definitive approval, is an implicit
acknowledgement of the precautionary principle.

e Common but Differentiated Responsibilities. “States shall cooperate in a spirit
of global partnership to conserve, protect and restore the health and integrity
of the Earth’s ecosystem”, but “in view of the different contributions to global
environmental degradation” (Principle 7).

* Awareness and participation: “States shall facilitate and encourage public aware-
ness and participation by making information widely available” and provide
“effective access to judicial and administrative proceedings” (Principle 10).

Last of all, and as a summary of the principles described, it is necessary to
establish the principle of the primacy of nature preservation over trade liberalisation.
Up until now there have been many declarations about the need to preserve nature,
but in contexts where liberalisation is also defended. An important improvement
is that Chap. 1 of the Millennium Declaration (Values and principles) considers as

“fundamental values” the following: “Freedom”, “Equality”, “Solidarity”, “Toler-
ance”, “Respect for nature” and “Shared responsibility” (United Nations 2000).

5.2 Regulatory Framework

The EU is fulfilling a leading role in the reform of the WTO’s system for
environmental reasons, although it has also become the main promoter of free trade.
This apparent contradiction is resolved in favour of the second position, because
its regulatory proposals have been rejected, which has not changed its leading role
in the liberalisation process. In the communication mentioned, which contained its
position at the First WTO Ministerial Conference (Singapore 1996), it proposed
a revision of article XX of the GATT so that it could contemplate, exceptionally,
the legality of the trade restrictions caused by the MEAs, both based on products
and on PPMs (European Parliament 1996). In 1999, the European Commission
issued a Communication about “The EU Approach to the Millennium Round”.
In this document, the UE proposed the accommodation of the MEAs in the WTO
system: “Consensus should be sought on the accommodation within WTO rules of
trade measures taken pursuant to MEAs and the types of multilateral agreements
which constitute MEAs”. Another proposal was to introduce within the WTO
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the precautionary principle in particular: “It is necessary to maintain the right of
WTO Members to take precautionary action to protect human health, safety and
the environment while at the same time avoiding unjustified or disproportionate
restrictions” (European Commission 1999b: 15).

The document that the EU presented to the Johannesburg Summit took a further
step by abandoning, at least implicitly, the idyllic theory of positive feedback
between the two systems: “In order to make globalisation sustainable there is a need
for a much better balance between global market forces on the one hand and global
governance and political institutions on the other”. A proposal that is reinforced
by its Chapter 3.1: “Harnessing globalisation: trade for sustainable development”
(European Commission 2002a: 4, 7).

As regards agreements, until now two have been contemplated: the evaluation
of the environmental effects of trade liberalisation and the establishment of nego-
tiations between the WTO and the MEA system. But neither of them has led to
practical results. Canada, the EU and the US announced an agreement to carry out an
environmental impact assessment in future negotiations, but these countries broadly
differ on their scope: objectives, methods and field of application (Santarius et al.
2004).

As a result of these community proposals, concerning the multiplication and
development of MEAs, the WTO has been showing growing concern that its
regulations alter the free trade system (UNU/GEIC/IAS 1999), but in the end
it has had no choice but to agree to negotiations on the environmental issue.
At the World Trade Organization meeting (WTO 2001) in Doha a Ministerial
Declaration was approved, which agreed to open up a process of negotiations with
the Multilateral Environmental Agreement (MEA) system (2001:10, 11): “With a
view to enhancing the mutual supportiveness of trade and environment, we agreed
to negotiations, without prejudging their outcome”. But their scope was limited
“to the applicability of such existing WTO rules as among parties to the MEA in
question”. The decision was backed by a totally chaotic theoretical framework,
because of two frequently cited theories: on the one hand, the positive feedback
between free trade and sustainability, and that States have the right and capability to
protect their environment, although this right is limited. In the first case, it declared
that “We are convinced that the aims of upholding and safeguarding an open and
non-discriminatory multilateral trading system, and acting for the protection of
the environment and the promotion of sustainable development can and must be
mutually supportive”. The second theory is expressed in this form: “We recognize
that under WTO rules no country should be prevented from taking measures for
the protection of human, animal or plant life or health, or of the environment at the
levels it considers appropriate, subject to the requirement that they are not applied
in a manner which would constitute a (...) disguised restriction on international
trade” (WTO 2001: 2).

The Implementation Plan, approved at the World Summit on Sustainable Devel-
opment (UNWSSD 2012) held at Johannesburg, backed the Doha Declaration and
dealt with the theoretical chaos in greater depth. Paragraph 92 proposes to: “Promote
mutual supportiveness between the multilateral trading system and the multilat-
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eral environmental agreements, consistent with sustainable development goals, in
support of the work programme agreed through the WTO, while recognizing the
importance of maintaining the integrity of both sets of instruments”.

There were five MEA-WTO meetings during 2001 and more were scheduled,
but since then there has been no news of reaching an agreement. An OECD report
acknowledges that “multilateral trade negotiations remain an important focus of
discussions for integrating trade and environment objectives” (2008a, b, c, d: 2).
Hoffmann, director of Environment and Development at the ECLAC, explains
that the difficulty of reaching agreements is due to the fact that “environmental
regimes are much more complicated than the international trade regime” (1997).
The UNEP backs this conclusion and believes that conflicts between both will
worsen in the future. There is “an enormous and complex body of international
law”. And “as economic globalization proceeds and the global nature of many
environmental problems becomes more evident, there is bound to be friction
between the multilateral systems of law governing both” (UNEP/IIDS 2005: 2).

5.3 Financing

The provision of sufficient and stable funds for the United Nations system is one
of the most debated issues in recent decades. The reason is the current insecurity
and randomness of its funding, which is totally vulnerable to the blackmail of donor
States, in particular the USA. The secretariats in charge of applying environmental
treaties normally have an annual budget that ranges between one and $30 million.
These budgets contrast with, for example, the EPA, which in 2000 had a budget of
$7.8 billion, and much more with the military budget, over $300 billion, while total
military expenses exceeded $750 billion (French 2002).

In 1980 the Brandt Report confirmed the existence of multiple proposals to
collect international revenue. Among them there was a tax on international trade,
on international investment, on hydrocarbons and exhaustible resources, on energy
consumption, on the international oil trade, on international air and sea transport,
on the use of ‘commons’ (fishing and oil and gas extraction from oceans, seabed
mining, the use of space orbits and radio and telecommunications frequencies)
(Brandt Commission 1981: 277). The WCED (1987: 333) cites the above measures
and emphasises some of them: “The Commission particularly considers that the
proposals regarding revenue from the use of international commons and natural
resources now warrant and should receive serious consideration by governments
and the General Assembly” (WCED 1987: 333). However, these proposals were
not discussed by the General Assembly nor during the subsequent world summits,
due in particular to the opposition of the US; they simply emphasise the need to
strengthen the United Nations’ system and that adequate funding is essential to
achieve this. But no measures have been taken (French 2000: 123).
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5.4 Institutions

Reforms and proposals of the WTO: The reforms of the WTO refer to the
institutionalisation of the assessment of environmental and social impacts of
liberalisation measures. At this moment there are two bodies: the Trade Policy
Review Mechanism (TPR Mechanism) and the Dispute Settlement Body (DSBody).
The former is in charge of assessing the economic impacts of liberalisation measures
in each country. The latter is in charge of issuing verdicts on trade disputes between
countries. The proposals go in two directions: that the first Body also takes care
of assessing the social and environmental repercussions and of the creation of the
Strategic Impact Assessment Body (SIA Body). Santarius et al. dismiss the first
because the TPR’s control function “would always be made only ex post, after the
ratification of trade agreements”. On the contrary, the SIA Body “would investigate
the likely ecological and social consequences so that information about these could
be input into the decision-making” (Santarius et al. 2004: 44—47).

Environment Protection Institutions: Various types of institutions are proposed,
which garner very different levels of adhesion. An International Tribunal for the
Environment is proposed, similar to the International Penal Court or the Interna-
tional Tribunal for the Law of the Sea, but very few governments back this proposal
(French and Mastny 2001). On the contrary, there is growing support for turning the
UNERP into a World Organisation for the Environment, which would integrate all
the environmental organisations that exist within the United Nations. This proposal
has received widespread support. The European Environmental Council (composed
of environment ministers) proposes this measure and although more countries
“favour the establishment of a ‘UN Environmental Organisation’ (...) others are
not convinced that such an organisation is necessary or desirable” (OECD 2008a,
b, ¢, d: 8). And all this despite the fact that the status of this organisation would be
smaller than that of the WTO, as it would still be a body outside the UN’s system
and controlled, in particular, by the US.

6 The Retreat of Globalization

Economic globalisation has multiplied social problems and the unsustainability of
global socioeconomic systems. These problems, and in particular other factors, are
starting to produce a retreat of globalisation. We are witnessing the change from the
US’s hegemony to a multi-polar world, which has been a key factor that has stalled
the liberalisation Round started in Doha in 2001 (and which was already delayed
2 years because of the impossibility of starting it in Seattle in 1999 due to the social
protests), events that are unprecedented. There are fewer and fewer countries that
are committed to a globalised model and, on the contrary, there more and more
regional economic cooperation agreements. The European Commission (2003e: 16)
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confirmed this trend: “In the wake of Cancun, an increasing number of WTO
Members appear tempted to pursue RTAs/FTAs as an alternative to multilateral
liberalisation”.

World powers systematically fail to comply with the WTO’s regulations. The
European Commission (COM(2010)334final) detected in 2008 and 2009 numerous
measures that restricted trade and a trend towards increasing these restrictive
measures, particularly in the US, Russia, India, China, Brazil, etc. Prominent among
them is the limitation by many countries of exports of strategic minerals and metals,
the reserves of which they monopolise (Ad-hoc Working Group 2010: 20). The
Commission Communication “Trade, Growth and World Affairs” ascertains the
slow progress of the Doha Round and the growth of trade-restricting measures. For
this reason the Commission (2010: 12) asks “G20 partners to take action to reverse
and roll back the restrictive measures”. On the other hand, high oil prices (as a result
of its depletion process) reduce international trade, because of the growing transport
costs. These topics will be dealt with in Chaps. 10 and 11.
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Chapter 5
Sustainable Development in the Brundtland
Report and Its Distortion

Keywords Sustainable development ¢ Brundtland’s concept ¢ Orthodox
concepts ¢ Triple sustainability theory ¢ Dematerialisation theory

1 Introduction

When people first became aware of ecological problems in the 1960s, such issues
were seen as discrete and unconnected concerns that each had perfectly identifiable
causes (normally related to industry). For this reason, it was thought that such
issues could be approached with corrective ad hoc policies, preferably with end-of-
pipe technologies. During the 1980s, however, global ocean contamination, ozone
layer and forest depletion, and the lack of sanitary drinking water increased the
plausible suspicion that we were creating still other problems, such as planetary
climate change and the chemical contamination. At that point, environmental issues
became seen as systemic and it was held that the economic system, because of its
incompatibility with ecological balance, needed to be transformed. Our Common
Future, the report of the World Commission on Environment and Development,
presented in 1987 and better known as the Brundtland Report (BR),' is a landmark,
not only because it represents the first institutional backing of the concept of
sustainable development (SD), but because of its endorsement by the United
Nations. The diagnosis of the BR is definitive and categorical: “We are unanimous
in our conviction that the security, well-being, and very survival of the planet depend
on such changes, now” (WCED 1987: 38).

I'The report is popularly known by this name because Gro Harlem Brundtland, Norway’s Minister
of the Environment (she later became Prime Minister of Norway) presided over the commission
that drafted the document.
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There is a broad range of interpretations regarding SD, although the BR version
currently enjoys the widest degree of acceptance. The present chapter seeks to
analyze, on the basis of the BR premises, two approaches to the concept of SD: the
theory of the sustainable development triangle and the theory of dematerialization.

2 Developmental Economics

Developmental economics has evolved since its origins in the years following
World War II, just as the concept of development itself has. Originally conceived
as synonymous with economic development alone (an increase in gross national
income), development was reformulated in the 1970s after it was proven that
economic growth per se was not able to guarantee an improvement in the actual
living conditions of human beings. Later reformulations of the term introduced the
social dimension for the express purpose of assuring that economic development
was accompanied by social policies that guaranteed a more equitable distribution
of income. The incorporation of the environmental dimension following the publi-
cation of the BR in the late 1980s was in effect a tacit recognition of the existence
of biophysical limits to economic growth. In addition, the report specified that the
model of Western development could not be applied to the rest of the world, if the
goal was to preserve the earth’s natural heritage. Development had to be sustainable.
The liberal promise that economic growth would bring with it benefits for the entire
planet has not only been demonstrated to be false, given the increase in inequality
between the countries of the North and the South, but actually impossible, because
if all of the world’s countries followed the path of the industrialized countries, six
planets would be necessary to provide the natural resources required for, and bear
the burden of the waste generated by such “economic progress.” The economic
development of industrialized countries is thus an asset that depends on their
geographical location, since neither the resources nor the capacity of the planet to
bear such development are sufficient to allow the reproduction of this model on
a global scale. Social inequality and ecological deterioration have without a doubt
been the most decisive blows that have been dealt to the era of development initiated
during the U.S. presidency of Harry S. Truman.?

SD as an economic issue has generated much debate, largely determined by
the paradigm of orthodox economics, which generally equates economic growth
with an increase in well-being and with full employment, and which therefore sees
sustained development as both necessary and good. A high level of economic growth

’In his inaugural address on January 20, 1949, Harry S. Truman said: “We must embark on a bold
new program for making the benefits of our scientific advances and industrial progress available
for the improvement and growth of underdeveloped areas. The old imperialism—exploitation for
foreign profit—has no place in our plans. What we envisage is a program of development based on
the concepts of democratic fair-dealing.”
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is thus seen as the proof of any government’s successful economic management
because it guarantees an improvement of social well-being. This argument is
especially relevant in the case of developing countries with high levels of poverty,
malnutrition, and infant mortality. It is thus a high priority for the system to defend
the compatibility, and even necessity, of unlimited development with ecological
balance, the notion behind the hypothesis known as the Kuznets curve (Organization
for Economic Co-operation and Development [hereafter OECD] 1997a: 26). This
viewpoint stands in contrast with that of those who see the current economic model
itself as not only the cause of global environmental deterioration, but as playing a
primary role in many of the evils (war, inequality, and poverty) that plague humanity.
For its critics, SD is an oxymoron (Sachs 1999, chap. 5). From their standpoint,
economic development as it has been conceived and advocated in recent decades is
something that itself impedes SD. The debate over SD, along with the subsequent
manipulations of that debate, has not only influenced development economics, but
has also determined the form that cooperative development policies have taken
among the countries of the North, while serving as an obstacle for the adoption
of international agreements regarding environmental issues. Such international
cooperation is indispensable for addressing global environmental problems such as
climate change.

3 Sustainable Development According
to the Brundtland Report

During the 1960s the environmental problems resulting from economic develop-
ment first became clearly evident, and a number of remedies were proposed. In
1972, the Club of Rome published its first report under the title The Limits to
Growth, commonly known as the Meadows Report, which was presented at the first
UN Conference on the Human Environment, held in Stockholm in 1972. Among
its proposals, the report made the case for zero growth in developing countries as
a response to environmental deterioration and the shortage of planetary resources
(Meadows et al. 1972). The work was hugely popular, with millions of copies sold
in various languages. Perhaps for this reason, and because the proposal constituted a
frontal attack on the philosophical underpinnings of the capitalist economic system,
it was bitterly criticized by orthodox economists, who believed capitalism could not
survive without unlimited development. In the face of the criticism of this report,
the Club of Rome issued a second, more moderate, report in 1974 that defended
organic development, understood as involving the kind of limited growth that is
intrinsic to all living organisms (Mesarovic and Pestel 1974). Since the publication
of The Limits to Growth, a considerable number of writers have developed concepts
that integrate ecological concerns with economics. Among these concepts are eco-
development (Sachs 1981), intensive development (Rizhkov 1986), and various
versions of SD.
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The debate regarding SD was almost exclusively limited to the scholarly
literature until the publication of the Brundtland Report, which defined SD as
“development that meets the needs of the present without compromising the ability
of future generations to meet their own needs” (54). This interpretation of SD
became popular, and was used as a common frame of reference, even though this
apparent common ground tended to mask clear differences from other elaborations
of the concept, as well as between different versions of SD and the report. David
Pearce and Anil Markandya researched differences in the development of the
concept, noting that in some cases the ideas developed had nothing to do with
sustainability (1989: 43—-44).

It is possible that the BR’s concept of SD was so widely accepted because it
was so generic, although it must be said in its favor that it includes highly important
features such as the meeting of the essential needs of the entire global population and
environmental protection. Nevertheless, such a truncated definition must necessarily
be highly general and, therefore, susceptible to multiple interpretations, even though
the most important interpretations (i.e., in terms of those receiving institutional
support) are entirely illegitimate.

In an attempt to eliminate the ambiguity of such a generic definition, the BR
found it necessary to clarify it with a text that defined SD’s two underlying
principles. SD, the report said, “contains within it two key concepts: the concept of
‘needs’, in particular the essential needs of the world’s poor, to which overriding
priority should be given; and the idea of limitations imposed by the state of
technology and social organization on the environment’s ability to meet present and
future needs” (54).

The first concept explains that, when reference is made to meeting needs, this
means essential needs. Because such needs have not been met for the majority of the
world’s population (mainly those residing in developing countries), those drafting
the report found it necessary to add that “Meeting essential needs depends in part
on achieving full growth potential” (55). But growth in and of itself is not enough. It
is only “part” of the solution—the economic part. The other aspects of the problem
have to do with the “state of technology” (insufficient technological development)
and the social dimension (the need to address the evils of a “social organization”
resulting in an enormously uneven distribution of income). Both of these limitations
must be overcome, the report contends, in order to maintain “the environment’s
ability to meet present and future needs” (54).

In spite of these attempted clarifications, technological obstacles continue to
be vaguely defined. It is clear that a deficient social organization (the kind that
prevails in most nations of the world, especially in developing nations) results
in a highly inequitable income distribution. On the other hand, the clarifying
statement might lead one to think that, once problems with respect to “technological
development” have been resolved, there will no longer be limits regarding the
availability of resources. For this reason, the BR later specifies the scope of
technological development when it states that such development cannot be allowed
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to exceed the limited availability of resources. Such would be the case “for the
use of energy, materials, water, and land” (55). In addition, the BR contains other
conceptual clarifications and prescriptions. For instance, “sustainability” refers only
to the ecological dimension. This premise appears repeatedly and forms part of the
conclusion of Chap. 2: “sustainable development requires ... a production system
that respects the obligation to preserve the ecological base for development” (74).
The report frequently employs the term “development and protection of the environ-
ment” and is very clear about what it considers as constituting development: “The
satisfaction of human needs and aspirations is the major objective of development”
(54). This was the idea expressed at the Rio Summit as well. Principal 4 of the
Rio declaration states: “In order to achieve sustainable development, environmental
protection shall constitute an integral part of the development process” (United
Nations Conference on Environment and Development 1992).

The sustainability requirement is an unavoidable aspect of development and
therefore necessitates that a change be made in the regnant model. This is reflected
in the BR’s dramatic “Call for Action”: “Attempts to maintain social and ecological
stability through old approaches to development and environmental protection will
increase instability. Security must be sought through change . ... We are unanimous
in our conviction that the security, well-being, and very survival of the planet depend
on such changes, now” (37-38). The elimination of dangers that threaten the very
survival of the planet makes a change in policy and philosophy an absolute priority.
Thus, the environmental dimension of economic development is of vital importance.
Finally, in order to transform the development model, it is necessary to implement
strategic planning of the required transformations. In the words of the report, “a
broad strategic framework for achieving it” is necessary (54).

To summarize, the concept of SD in the BR does not advocate unlimited
development, but rather only the development that is necessary to meet essential
needs. In addition, development in and of itself is not sufficient to meet essential
needs. It is also necessary to guarantee a more equitable distribution of income.
Technological development, while by no means a panacea, is also important.
Sustainability refers exclusively to the environmental dimension, which is of critical
importance because survival itself is at stake. A radical transformation of the current
model of production and consumption is vital in order to achieve sustainability,
and such a transformation requires strategic planning. The ambiguity in the BR’s
definition of SD has led to the proliferation of 300 explanatory definitions. These
definitions are in fact “the products of conflicting worldviews, differing ideologies,
varied disciplinary backgrounds, opposing knowledge traditions, value systems
and vested interests” (European Environment Agency 1997, 21). This situation
has led writers such as Sharachchandra M. Lele to define SD as “a metaphysics
that will unite everybody from the profit-minded industrialist and risk-minimizing
subsistence farmer to the equity-seeking social worker, the pollution-concerned
or wildlife-loving First Worlder, the growth-maximizing policy maker, the goal-
oriented bureaucrat, and therefore, the vote-counting politician” (1991: 613).
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4 Orthodox Interpretations of the Concept
of Sustainable Development

The phenomena of ecological deterioration and of exhausting natural resources,
which have both resulted from the dominant model of economic development, have
led to the proliferation of dramatic calls to action that aim at raising the general level
of awareness regarding the gravity of a situation in which man is at odds with the
natural environment. Such calls have often been accompanied by radical proposals,
as was the case with the Meadows Report. But the controversy that ensued following
publication of that document rapidly evaporated following the drastic reduction in
consumption of resources beginning in 1973. In fact, the 1973 energy crisis by
no means invalidated the conclusions of the Meadows Report, given that its main
argument was that acute shortages in natural resources would soon emerge as long as
the trend of steadily rising consumption (that had begun during the era of postwar
economic expansion) continued. The energy crisis disrupted this trend and for a
time put the issue on the backburner. But the end of the crisis once again made
the shortage of resources evident. This issue has once again gained momentum,
and even global institutions have frequently joined the rising chorus of alarm:
“The reckless pursuit of economic growth today might leave our children with a
larger inheritance of economic assets, but could seriously deplete environmental
resources” (United Nations Environment Programme and the International Energy
Agency 2002: 5).

4.1 The Theory of the Sustainability Triangle

A large number of international organizations (the European Union [EU], the
Organisation for Economic Co-operation and Development [OECD], the World
Bank) contend that sustainability refers not only to the environment but to two other
dimensions, thus creating a triad of three principal factors that together comprise the
notion of sustainability: economic, social, and environmental. This interpretation
of SD as an integrated concept that comprises three distinct sustainabilities was
presented in World Bank documents beginning in the early 1990s. The European
Council declared that one of its guiding principles was to “promote integration
of economic, social and environmental considerations so that they are coherent
and mutually reinforce each other by making full use of instruments for better
regulation” (2006: 5). In the view of the EU, the three dimensions or sustainabilities
have an equal weight or scope.

This interpretation of the concept departs in a number of critical respects from SD
as defined in the BR. First, while the BR separates the fields of development (eco-
nomic and social dimensions) from that of sustainability (the ecological dimension),
the notion of a sustainability triangle conceives SD as a generic concept applicable
to all three dimensions. Secondly, the introduction of economic sustainability allows
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such a notion to be associated with all of the desiderata of the dominant system:
liberalization, globalization, competition, unlimited growth, and so on. Yet it is
precisely these characteristics of the system that have made it unsustainable. There
is thus a disregard of the BR’s admonition “to break out of past patterns. Attempts
to maintain social and ecological stability through old approaches to development
and environmental protection will increase instability. Security must be sought
through change” (WCED 1987: 37). Third, while the BR stresses the importance
of the ecological dimension (sustainability), the theory of the sustainability triangle
actually deemphasizes the ecological aspect as something of secondary importance.
Finally, the BR does not include the premise of indefinite growth—especially in the
case of rich nations. In its definition of the concept and throughout the report, the
BR continually emphasizes that the goal should be meeting essential needs, with
growth seen as a means to this end. The growth of rich countries is only mentioned
as a possibility to be considered assuming that there is a consideration on their part
for the environment, that they allow other countries access to vital resources, and
that they assure the future availability of nonrenewable resources. Yet in the theory
of the sustainability triangle, unlimited development has become the most important
premise of SD. The theory of the sustainability triangle, by relegating ecological
factors to a sphere (the environment) separate from economics, is conducive to a
denial that the economy is in large part determined by ecology. The theory thus
preserves the traditional status of economics as an independent science that bears
no relation to other sciences. In addition, the theory integrates central elements of
the most orthodox interpretation of the capitalist system, and thus closely associates
itself with this system. It implies that no special attention need be paid to environ-
mental sustainability. In other words, even though there is a pretext of including
the environmental dimension within the theory, such a dimension is merely one
consideration among the multiple socioeconomic aspects that have traditionally
been the central focus of societies. Yet any attempt to define economic or social
sustainability independently from biophysical surroundings is condemned to failure.
The quest to define sophisticated constellations of socioeconomic sustainability
requirements may lead to the attainment of developed societies with a high degree
of social integration, yet such societies are doomed to collapse as a result of the
deterioration of the biophysical medium within which they exist. This position
ignores such pressing problems as the potential short-term collapse resulting from
reaching the maximum global level of petroleum extraction. Meanwhile, the notion
of the sustainability triangle has been introduced without any prior analysis of what
is to be understood by economic and social sustainability, or even on the basis of a
consensus regarding the need to introduce these concepts.

The lack of a clear definition of what SD means, and of its repercussions in all
of the different spheres, gives rise to a high degree of terminological and conceptual
confusion. We now see traditional policies being defended on the basis of a concern
for SD. For example, one study of SD in Germany conducted by the OECD showed
that the Ministry of Finance had utilized the concept in order to describe the long-
term goal of eliminating the budget deficit, while the Ministry of Labor and Social
Affairs had used it to define the security of the pension system or the availability of
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Fig. 5.1 Theory of economic
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social capital. It is therefore not surprising that those who conducted the interviews
for the study find that “sometimes even public servants who are professionally
confronted with sustainability had no clear idea of how to operationalise this concept
for concrete policy making” (Janicke et al. 2001: 10).

We can thus see that the fraudulent and abusive use of the concept of sustain-
ability that arises from its application to all kinds of social and economic conditions
leads to a term that ceases to be functional, and that the initial goal of integrating
the environmental variable has foundered in a sea of “(un)sustainabilities.” This
situation is the result of a defensive reaction of those in positions of power who,
when required to integrate the environmental variable in their decision-making
processes, take steps to vitiate its transformational character and thus make its
integration conditional on the acceptance of the bases of the dominant economic
system.

4.2 The Theory of Dematerialization

Public institutions that are reluctant to adopt transformative policies required by
such pressing problems as climate change or the exhausting of natural resources
have resorted to a theoretical framework that supposedly allows them to respond to
such problems without having to renounce unlimited development and free-market
economics. The theoretical framework that apparently satisfies such premises is that
of the dematerialization of growth, or the decoupling of growth from its physical
basis (Herman et al. 1990). From this perspective, it would be desirable to try
to continue to grow in unlimited fashion while at the same time reducing the
consumption of resources and any adverse impact on the environment, as shown
in Fig. 5.1.

This is a theory that has been embraced by both the OECD and the EU.
Environmental Strategy for the First Decade of the Twenty-first Century, published
by the OECD, establishes decoupling as one of its objectives (OECD 2001). The
EU has meanwhile made multiple references to decoupling. Two examples will
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suffice to give a sense of the typical tenor of EU statements in this regard. The
European Commission stated that “Decoupling environmental degradation from
economic growth is a central theme of the EU Sustainable Development Strategy”
(2003e: 14). Similarly, the first “key objective” of the revised SD strategy is to
“prevent and reduce environmental pollution and promote sustainable consumption
and production to break the link between economic growth and environmental
degradation” (European Council 2006: 3). Yet these EU texts give the impression
of a broad-based consensus that does not exist in reality, because they represent two
different kinds of dematerialization or decoupling. One of these is (the previously
described) “absolute dematerialization.” The other is “relative dematerialization”
and refers to a more efficient use of resources that aims at increasing the commercial
value created by each physical unit of resource that is employed.

This latter version is frequently preferred, because it is more compatible with the
dominant paradigm of unlimited development. In fact, statistical data demonstrate a
steady advance in efficiency. Yet the importance of such statistics is overestimated
because they do not take into account the relocation of a large part of heavy
industries from the most industrialized countries to emerging countries. Thus, for
example, the energy invested in the manufacture of imported metals does not
figure in consumption on the part of the importer. In any case, an increase in
efficiency does not absolutely guarantee dematerialization. Figure 5.2 shows that
an increase in efficiency does not in and of itself lead to dematerialization, because
the consumption of resources grows despite the application of measures aimed at
improving efficiency, and such measures are not capable of compensating demands
resulting from a higher growth of GDP. On the contrary, the dematerialization curve
shows a clear decline in the consumption of resources, and in environmental impact.

Dematerialization of growth (or of absolute decoupling) represents an
approach that is conceptually more accurate than that of zero growth proposals.



78 5 Sustainable Development in the Brundtland Report and Its Distortion

Dematerialization assumes that unsustainability occurs due to the degradation of
the biophysical basis of the economy, and that this problem needs to be addressed
directly by drastically reducing environmental impact and conserving resources,
while there might be zero growth together with an increase in environmental
impact. Nevertheless, there are flagrant contradictions between the theory of
dematerialization and the sustainability triangle theory. As is typical, fallacies
have been employed to resolve these contradictions. Dematerialization is presented
as involving environmental sustainability in a way that would not be inconsistent
in principle with the theory of the sustainability triangle. Yet such an approach is
incorrect, because the latter involves two different dimensions (the ecological and
the economic). Moreover, the former determines the latter, because it is expressed
as a necessary condition for growth to be able to continue indefinitely, as is clearly
shown in the previous figure. We therefore find ourselves faced with a bidimensional
concept (where economic and environmental dimensions are present), but it is the
second of these that is decisive. Unlimited growth of an economic product (when it
is possible) can only occur when it is accompanied by a decreasing pressure on the
environment, at least in the initial phase, so that the pressure can later be stabilized.
The theory of dematerialization thus coincides with the BR’s sustainability concept,
in that it identifies sustainability with the ecological dimension, and in that this
is what determines the economic dimension. By contrast, its defense of unlimited
growth is not consistent with the BR, nor is its failure to take account of the social
dimension (the goal of meeting essential needs).

From the conceptual point of view, the absolute dematerialization of growth,
while formally coherent, is not necessarily possible in practice. Those in positions
of power defend it on the basis of three arguments: it is necessary to grow in order
to be able to invest in environmental protection, the outsourcing of the economy
contributes to dematerialization, and the dematerializing power of scientific and
technical advances. The theory of a positive feedback loop between economic
development and environmental protection is frequently defended, with the mech-
anism supposedly working as follows: Although environmental degradation is an
inevitable consequence of growth in the early phases of economic development,
once a certain level of per capita income has been attained, economic growth goes
from being the cause to becoming the solution of environmental degradation, given
that an increase in a society’s wealth allows a greater investment in environmental
protection. This theory, known as the environmental Kuznets curve hypothesis, has
been defended for some 20 years, and is confirmed on the basis of the correlation
observed in some countries between increase in per capita income and a decrease in
environmental impact. In many cases, however, it has been shown that behind this
supposed dematerialization lie the processes of the outsourcing and relocation of
the contamination, or that it applies only in reference to certain contaminants.® The
theory of the outsourcing process is premised upon an undeniable historical process

3Dinda (2004) offers a comprehensive review of distinct viewpoints regarding the environmental
Kuznets curve hypothesis.
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that has shown that, in its initial phase, industrialization of economic activity moves
from agriculture to industry, and thereafter to services, until reaching the current
situation in which industrialization is responsible for the vast majority of economic
output and employment in the economies of industrialized nations.

As regards the environmental Kuznets curve hypothesis, the argument goes
that, while the first movement creates an adverse environmental impact, the
second movement reduces this impact. In reality, the increasing importance of the
outsourcing sector in the GDP is due to a very debatable distribution of activities
among the different economic sectors. Over the course of time, the first and second
sectors have been stripped of functions that they historically held and that gave
them their identity within the economy. In fact, there has been an externalization
of activities that has resulted in the growth of the service sector at the expense
of the other sectors. In addition, recent decades have witnessed the phenomenon
of more developed countries attempting to reduce costs by relocating certain
activities to other countries. Secondly, the dematerialization that has taken place
in the service sector is highly debatable. Many studies have demythologized the
dematerializing character of the service sector. Jespersen (1999) studies the relative
energy consumption of different economic sectors and finds that there was no
significant difference in consumption between the private service sector and the
secondary sector. Finally, an increase in the consumption of services does not lead to
a decrease in disposable goods. Instead, the service sector experiences growth once
a high consumption of goods has been attained. Advocates of “environmentalism
of the poor” (Martinez Alier 2008) also criticize the environmental Kuznets curve.
They emphasize the active role of the most disadvantaged communities with respect
to the protection and rational management of the natural resources that are essential
to their survival, and prioritize the activities involved in this role over and above
economic growth. Some recent examples include the opposition to genetically
modified organisms in Latin America, and the movement to protect Yasuni Park
in Ecuador.

The dematerialization proposal that allows those who uphold the status quo of
the reigning paradigm to defend the notion of a planet of inexhaustible resources
depends to a great extent on technology. At first glance, the argument that
technological development is a dematerializing force appears to be well founded.
Yet on further inspection we see that the dematerializing potential of technology
is inherently limited. What can be justly argued is that it is possible to achieve
a significant degree of dematerialization if the most efficient technologies that
exist in the market are intensively applied and if, at the same time, the patterns
of consumption having the highest impact are modified. On the other hand, some
scientists (i.e., members of the Factor 10 Club) have reached the conclusion that,
on a global level, it is necessary to cut in half both the use of materials (including
energy materials) and the present level of adverse impact on the environment. Taking
into account the universal right to meet one’s basic needs, and starting from the
assumption that 20 % of the population is responsible for 80 % of the flow of
materials (an assumption that is become increasingly less valid, especially with
the recent emergence of China and India), a 90 % reduction in both emissions
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Fig. 5.3 The path to sustainable development (Source: Ayres (2008, 289))

and the consumption of materials and energy on the part of industrialized nations
will be required in the future (Fig. 5.3). This novel vision of dematerialization
raises the question of the distribution of resources, an issue generally ignored in
the contributions of institutions such as the OECD and the EU. Figure 5.3 depicts
the evolution of consumption of resources of developed countries and in the rest of
the world that would be necessary to attain a factor of 10. The founding manifesto
of the Factor 10 Club recommends that governments attempt to achieve a rather
less ambitious goal: increasing the productivity of resources by the aforementioned
factor in one generation (35 years). This goal would mean a 4.5 % annual increase
in the productivity of materials, and a 3 % annual increase in the productivity of
energy (Kuhndt and Liedtke 2000). If we estimate an annual economic growth of
3 %, at the end of 35 years, the economic product will more or less triple and, even
if the increase in productivity matches what has been indicated above, consumption
of materials would only decrease at an annual rate of 1.5 %.

In order to achieve dematerialization within the context of high economic growth,
a sharp and sustained increase in the productivity and efficiency of resource use
would be necessary. At the outset, the intensive application of the best existing
technologies, together with a rapid improvement in consumption patterns, could
lead to an absolute decoupling. Speed is of the essence in this regard, because
continual development tends to erase the gains made as a result of greater efficiency.
For example, an average economic growth of 3.5 % is multiplied by 32 every
100 years. Except for periods of crisis, the world economy has grown at an
average annual rate of more than 4 %. The most efficient technologies constitute
a technological stock that has been accumulated during the course of many years,
and that has not yet been properly exploited. Once these technologies are massively
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applied, there will remain only the flow of new technologies, which will doubtless
be unable to sustain the dematerializing tendency. In addition, the rebound effect
or Jevons paradox makes any advances in technological development relative. In
this regard, it has been demonstrated that when consumers apply more efficient
techniques, they reduce expenses on resources and therefore have more disposable
income, which they then utilize to increase their levels of general consumption.

This all leads to the conclusion that absolute economic dematerialization is only
possible if, following a massive technological transformation and a reduction in
levels of consumption, the OECD’s favored economy becomes stagnant in physical
terms. Other countries would then follow suit to the extent that they can achieve
similar levels of economic development.

S Concluding Remarks

The fraudulent and abusive use of the SD concept by those who have employed
orthodox interpretations of the terms is the result of a defensive reaction of the
dominant economic system that is conscious of the transformational nature of an
acceptance to limits on growth. The current economic model cannot be maintained
indefinitely over the course of time, much less applied to the nations of the South.
In other words, the opulent lifestyle of the North is oligarchic by its very nature. On
the contrary, it is necessary for the North to significantly reduce the environmental
burden of the nations of the South, and to make good on an ecological debt that it
has accumulated as a result of the overuse of the biosphere’s carrying capacity.

Given the fact that the scale of the economy has exceeded the limits of nature,
it is necessary for the economy to decelerate in physical terms. What this means
practically is that it is necessary to reduce indicators related to the consumption of
resources and the generation of waste. Such change is necessary, essentially, because
both the economic system and social development are determined by biophysical
limits, and sustainability is threatened by the destruction of the planetary ecosystem
and the exhausting of the natural resources that sustain our lives.

Yet this in itself is not enough. Consumption on a finite planet is exclusive in
nature, in both intragenerational and intergenerational terms. What this means is
that an increase in consumption in the developed countries reduces the quantity
of resources available for developing countries and for future generations. For
this reason, the burden of decreasing in physical terms must necessarily fall on
developed societies, so that their decrease allows a simultaneous reduction in the
size of the global economy and the development of societies that currently do not
meet their basic needs. In addition, reversing the pattern of the present situation
would contribute to reducing the ecological debt contracted by the most developed
countries, and would allow these resources to serve as a guarantee of the basic needs
of the nations of the South (Hoyos 2004).

Within the context of an opulent Western society, physical downsizing should not
be seen as implying any reduction in the current state of well-being, but rather as an
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opportunity to actually enhance well-being. This of course requires understanding
“well-being” as a qualitative rather than a quantitative concept (namely, in terms of
placing a relatively greater value on leisure time, human relations, equity, justice,
and spirituality and not in terms of a never-ending accumulation of material goods).
All of this would have to occur within the context of a self-limiting society (a society
capable of maintaining itself at an intermediate level of economic output) or, in the
words of Wolfgang Sachs, “a society that is able not to want what it would in fact
be capable of providing” (1999: 89).
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Chapter 6
Sustainability of Social-Economical Systems

Keywords Complex adaptive systems ¢ Ecosystems main functions * Biomimetic
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changes of neoclassic economics

1 Introduction

Governmental institutions declare more and more frequently that its policies
have the aim of reaching sustainability. But this concept is systematically being
manipulated (the sustainable development alike) by the cores of power, with the
aim of removing its capacity of transformation, because they want to develop a
free market economy and this is the main reason for our process of collision with
nature. And, as a result, there is permanent growth in the consumption of materials
and energy, the land is being covered over at an increased pace, and biodiversity
losses are mounting. For that reason there is a growing need to clearly show where
the manipulations are and to determine as precisely as possible what sustainability
means. The focal point of the concept of sustainability is the fact that, since the
human species are part of the biosphere, its economy has to be a sub-system of a
universal economical use of the materials and energy provided by nature. So the
socio-economical systems have to imitate nature, and this means that we must
deduce the guiding principles of sustainability from the ecosystem’s behaviour.
There is a growing consensus on the necessity to abandon the materials cycles
on which we now depend and to convert to alternatives such as solar energy. But
simply, blindly, doing so is not enough. We must also thoroughly understand the
parameters that make such aims possible. We must realize that the dynamics of
the prevailing economic system run against these aims. We must take a contrary
approach. In order to reach those widely heralded aims of sustainability, we must
learn how to mimic the many aspects of our ecosystems behaviour, like evolution,
diversity, decentralization, self-organization, self-sufficiency and so on.
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DOI 10.1007/978-94-017-8981-3_6,
© Springer Science+Business Media Dordrecht 2014
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This chapter is organized as follows. We begin with a brief description of
Complex Adaptive Systems (CAS), because nature is the paramount CAS, and
we discuss the main elements of nature’s behaviour, that is, the abiotic and biotic
functions, and the function of maintenance of its vital constants. Through the
lens of these functions, we review the most salient factors that cause the lack of
sustainability of the capitalist system. Taking into account that human economy is a
subsystem of the general economy of nature, we discuss the possibility of deducing
the principles of sustainability from the functions of nature. Finally we argue that
this vision is already creating an emergent scientific field, besides a great set of
experiences in production, which we will see in several chapters.

2 Sustainability of Complex Adaptive Systems of Nature

A system is a functional aggregate with properties that cannot be deduced from
its elements. Complex systems are systems composed of many elements that have
diversity, individuality and individual interrelations with each other, but are also
influenced by the system itself. Their dynamics are not linear (that is, small changes
in critical variables can produce large transformations on the whole system) and,
for this reason, many changes are simply not predictable: “the living machinery
of Earth has a tendency to catastrophic change with little warning” (MEA-SB
2006: 18). There are many examples of such changes: “disease emergence, abrupt
alterations in water quality, the creation of death zones in coastal waters, the collapse
of fisheries, and shifts in regional climate” (MEA-SDM 2006: 1). Socio-economical
and natural systems are self-organized, which means that system development is not
pre-determined, but is a result of adapting to its own environment. That is why some
authors call them Complex Adaptive Systems (CAS). The principal characteristics
of a CAS are: heterogeneity, no linearity, hierarchy and fluxes. By means of
interactions, nonlinear CAS organise themselves hierarchically in structures that
define them and are reinforced by fluxes among their elements (Callicott 2002: 273,
274; Levin 2000: 12).

Natural CAS show stability, that is, they have the capability of preserving their
essential functions after impacts from their environment. Nature is composed of
many CAS cells, individuals, ecosystems, the biosphere, etc. Arthur Tansley defined
the ecosystem concept at the beginning of the last century. Since then there has
been much controversy about its consistency, but it has reached a wide consensus
and is even being applied in areas far different from nature. Ecosystems are the
first basic unit able to be autonomous: “An ecosystem is a dynamic complex of
plants, animals, and microorganism communities and the nonliving environment
interacting as a functional unit” (MEA-CF 2006: 29). Ecosystems are composed
of biotic and abiotic elements that interact with each other, thus creating complex
and multiform structures. They also form a lower level which is complete, that is,
which “have all the components required in order to function and survive in the long



2 Sustainability of Complex Adaptive Systems of Nature 87

term” (Odum and Sarmiento 1998: 46). This concept shows clearly the key aspects
of the CAS heterogeneity, nonlinearity, hierarchy and fluxes. For this reason Levin
(cited by Abel and Stepp 2003) believes that ecosystems are “prototypic examples
of complex adaptive systems”.

Ecosystems species accomplish the functions required to reach their equilibrium,
but their relative importance is variable. While the loss of some species may not
affect the basic operation of a given system, the disappearance of others could cause
that ecosystem to collapse due to loss of some critical functions. As a result, an
ecosystem is hierarchically organized and its highest level of hierarchy is seized
by species which perform critical functions. Some ecosystems fluxes are: nutrients,
water, toxics, individualistic attributes and information flow. These features give
them great stability or resilience because they are able to retain their functions in
the face of disruptive impacts (fires, droughts, pests, etc.) (Levin 2000: 14, 15).

Life on the planet is preserved and developed by ecosystems that accomplish
three main functions: recycling of material fluxes; use of solar energy; and influence
on the inert world that preserves its physico-chemical properties within a range that
is suitable to preserve the biotic world.

2.1 Abiotic Functions

From the great number of organic simples elements and compounds that there are
in the surface of Earth or near it, some are critical for life preservation. They are the
so-called biogenic substances or nutrients. Ecosystems tend to hold and recycle the
most vital nutrients in greater proportion than the no vital ones (Ring 1997: 241). In
nature the organisms “tend to treasure and recycle the vital elements as phosphor,
which are scarce in relation to needs” (Odum and Sarmiento 1998: 126). When
ecosystems develop (the life cycles become more complex) they tend to increase
their level of cooperation and self-sufficiency, the inner recycling of materials and
their time of renovation and storage. In essence, they use materials and energy more
efficiently (Odum 1992: 196). Although most of the materials are recycled within
the trophic chain, the cycles of some others are global, like of cases of carbon,
phosphor, nitrogen, sulphur, etc. They are the biogeochemical cycles.

The recycling of materials and, in last instance life, couldn’t endure without
the permanent flux of solar energy. Plants, as autotrophic organisms, capture solar
energy in order to produce biomass during el photosynthetic process. They like
decentralized power utilities. The fixed energy passes to other organisms through
the trophic chains in a process of cascade like (Ring 1997: 241), and it serves to
increase the food available, to create new individuals, and the rest is dissipated
in form of low temperature heat. This energy flux has only one direction because
entropy grows, that is, the more temperature sinks less useful it is. This is the reason
why solar flux of energy must be permanent.
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2.2 Biotic Function

In order to be able of assuring abiotic functions (and at last to preserve the
impressive stability in the evolutionary frame that characterized biosphere) the
biotic communities create ecosystems. Mature ecosystems don’t grow, they evolve;
they are complex or bio-diverse, auto-organized, hierarchically structured, self-
sufficient, decentralized, and cooperation out-balances competition. The objective
of complex and hierarchical structure is to preserve the stability of natural systems.
Goldsmith declares that «continuity and stability have been the most impressive
qualities of the world of living beings». The first ecosystems law of Von Bertalanffy
is «the organic system tends to preserve itself» (Goldsmith 1996: 239).

2.2.1 Evolution

Organic evolution refers to changes in the organisms during time and as we have
seen is non linear. As a rule, it determines a long term development, from the
simplest conditions to the most complex or the better ones. Evolution is the result
of many processes of interplay. On one side, groups of organisms co-evolve; for
example, plants and herbivorous evolution is co-determined. On the other side, the
biotic evolution depends on the abiotic medium (Odum 1992: 208). Bio-physic
processes unfold in a huge variety of time and space scales; some endure hours
or days and happen in very tiny spaces; others unfold during decades, centuries
and even millenniums and in regions of thousands of square kilometres. Plants and
biogeochemical processes use to be the fastest; animals and abiotic processes have
a mean scale; and geomorphologic processes are, normally, the slowest (Holling
1993: 66). For example, the times of generation or regeneration of land and
aquifers could be hundreds and thousands of years. The roll that the binomial
competition/cooperation plays in evolution is one of the most debatable issues in
ecology.

2.2.2 Cooperation/Competition

There are six kinds of principal interplay between two or more species: competition,
predation, parasitism, commensalism, cooperation, and mutualism. Competition
means that the result of interplay is negative for all the species that take part.
Predation is positive for the predator and negative for the prey. Parasitism is negative
for the host and positive for the parasite. Commensalism is a simple kind of positive
interaction in which one benefits from the other, while the other is not affected either
positively or negatively. Cooperation means that species benefit from each other,
though this cooperation is not vital for any of them. Mutualism is a vital or very
necessary relation for the survival of the species that take part (Odum 1992: 166).
On the whole, there are three kinds of negative interactions and another three that
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are positive. Darwin’s theory of natural selection is an oversimplification of reality,
because it only takes the negative interactions. (Levin 2000: 20). Plants compete for
light and nutrients in a forest and animals compete for food and shelter when these
are scarce. On the contrary, “cooperation for the mutual profit is widely spread in
nature and it’s very important also in the natural selection” (Odum and Sarmiento
1998: 199).

Today many ecologists defend the notion that positive interrelations are more
abundant. Negative interplays are risky for the species that take part in the process.
For example, when species which have been prey are extinguished or their number is
drastically reduced, predatory species are in danger of suffering the same processes.
Itis agreed in parasitology that virulent parasites tend to decrease in the evolutionary
process and that “commensalism (peaceful coexistence in which parasites no longer
harm individual hosts) will be the end result” (Levin 2000: 150, 151). Also negative
interactions decrease ecosystem stability because they can produce a strong process
of species reduction and, as a result, cause ecosystems to collapse and transform
into others of more simple and specialized nature (Rammel y Staudinger 2002).
On the contrary, experience shows that biodiversity increases and this means
that the selection mechanism is “weak at best” (Levin 2000: 185) or imperfect:
“the maintenance of variability and diversity is believed to be mainly a passive
process due to imperfection of diversity-reducing principles like selection and
competition” (Rammel and Staudinger 2002: 303). Frequently species which aren’t
strong survive: “many species have survived in the development of ecological eras
by more subtle means, as cooperation and camouflage” (Odum and Sarmiento 1998:
235). Often the use of different niches avoids competition. Conclusion: species
disappear because they are not able to adapt to quick changes and because niches
cease to exist (Matutinovic 2002).

Predatory species were known to have had positive effects on depredated species,
events known as “feedback by recompense”. This effect can be taken in variable
forms. Carnivores limit herbivorous populations and, as a result, these herbivores to
not surpass available resources. There is ample empiric evidence that herbivorous
populations stimulate plant growth and increase diversity by controlling dominant
species (Odum and Sarmiento 1998: 107, 108). Consequently, “no species can exist
alone; hence (...) mutualisms and other tight linkages among small numbers of
species evolve to provide the participants buffering against environmental vagaries”
(Levin 2000: 185, 192). This small group association is known as small world
behaviour (Matutinovic 2002). Many pairs or major groups of species live together
for mutual benefit as competing partners and, furthermore, because of this their
ecosystems benefit. From all this evidence, it could be said that mutualism “is
extremely generalized and is very important” (Odum and Sarmiento 1998: 187,
201). Species form groups in order to be able to accomplish their vital processes
with a degree of autonomy and to defend themselves from other groups, interior col-
lapses and environmental changes. This process is known as modular organization
(Levin 2000: 193). A tree can survive only when enough humus exists in the soil.
But its capacity to take up nutrients depends on bacteria and enzymes sited around
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roots, which are fed by the leaves. Concluding, due to modular organization, small
world behaviour, niche distribution, subtle means, feedback by recompense, etc.,
there is a tendency “to diminish the intensity of negative interactions” (and) “it is
not an abusive overstatement to say that the trophic chains are in general mutualists”
(Odum and Sarmiento 1998: 205).

2.2.3 Biodiversity

Nature has been increasing her diversity for the past 3,500 years, even taking
into account that there have been five great extinctions. Biodiversity reinforces
ecosystem stability. Odum (1992: 61) says that «stability of flexibility (that is, rapid
recovery after an impact) is greater when there are many different species in a
region». A high diversity gives way to a great rate of redundancy, which generates
stability. For example, when there are many species their functions overlap and
have many degrees of tolerance for changes (Cantlon and Koening 1999: 109).
Ring (1997: 241) declares that a high biodiversity can be considered, besides, an
optimization strategy for systems that live in environments that change very little
and have an acute shortage of resources, such as the Amazonian forest and coral
reefs. But, “we are lowering the resilience of natural systems by simultaneously
reducing the variety of species and placing them under unprecedented pressures”
(MEA-CF 2006: 18).

2.2.4 Hierarchy

A successful development of a system is determined by two complementary aspects:
a growing differentiation and diversity, and its integration in a hierarchical structure
of increasing complexity (Schutz 1999: 108-109). Von Bertalanffy’s second law
of Systems Theory states that a natural system is hierarchically organized. In any
given ecosystem, each species accomplishes a useful function for its own survival,
although the degree of utility is very different between species. Some member
or members of the species implement critical functions that are necessary for the
ecosystem’s survival. They form the apex of the hierarchical pyramid. They used
to be called functional or key species. Control functions (and therefore hierarchy)
exerted by species are frequently observed as being stronger as one moves forward
through the trophic chain. There are many cases of control: flower pollination by
insects; seed scattering by birds; (Jansson y Jansson 1994: 81-82); the role of otters
in some marine ecosystems; etc. But there are humble species which implement
key functions, such as bacteria and cyanobacteria which fix nitrogen. Normally
groups of species, rather than species individually, accomplish critical functions.
An ecosystem can have several functional groups, but they do not reach the same
level in the hierarchy. And the same applies to species that take part in a functional
group (Levin 2000: 10, 11).
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In nature the following levels of hierarchy exist in a top-down order: biosfera,
biogeographic region, bioma, landscape, ecosystem, biotic community, population,
organism, organ and cell. Each hierarchical level influences those standing beneath,
usually giving stability, although the lower levels also influence the higher ones by
promoting changes (Odum 1992: 29). Nevertheless, «this subordination between
levels is always incomplete and each level has its own rules of behaviour and
its own specific concerns» (Gowdy 1999: 67). Population dynamics of a species
is determined not only by behaviour of other local spices, but also by regional
processes, and often very strongly (Lawton 2000: 92). Each level in the hierarchical
scale has different timing. For example, fire cycles have devastating effects on
some species, but they benefit others that are dominated by the first ones (Gowdy
1999: 74).

2.2.5 Self-organization

As Goldsmith declares: «biological organisms are self-regulating cybernetic sys-
tems capable by their own efforts of maintaining their stability» (1996: 153).
Ecosystems form a group of interacting elements, which is described as self orga-
nization, that is, “structure and processes mutually reinforce each other” (Westley
et al. 2002: 106). Ecosystems often collapse due to external shocks; normally they
reorganize their structures by a process known as an adaptive cycle. This is the
reason why «ecology strives in the holistic study of the parts as the whole» (Odum
1992: 33). During evolution, stabilizing mechanisms of natural systems became
more sophisticated and their relations with the environment more stable. In this
process the inner mechanisms of control become dominating. On the contrary, in
the beginning of the evolution process the controlling mechanisms are external and
coarse. Change rhythms of species are very different and faster than in ecosystems.
The photosynthesis ratio of a forest is less variable than the ratio of each of its
plants. The different rhythms of activity of the elements of an ecosystem act like an
equilibrating mechanism (Odum 1992: 33-34).

2.2.6 Self-sufficiency

As ecosystems evolve they become more self-sufficient, reducing their dependency
on external forces. This is a strategy to make greater their homeostasis and
resilience and, as a result, their stability (Goldsmith 1996: 381). Odum (1992:
15) declares «auto-sustained and auto-maintained are words which characterize
the natural landscape» Besides, as ecosystems evolve, trophic chains become more
complex and waste is transformed into the principal source of nourishment, reducing
furthermore the external abiotic input. In a mature forest, less than 10 % of the net
production is consumed in live form (herbs, for example); a great part of the rest is
dead material, and the inorganic nutrients become slowly intra-biotics (Goldsmith
1996: 381).
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2.2.7 Decentralization

Terrestrial ecosystems are organised in spatial patches: “Nature operating in a
decentralised manner, practical, pragmatic and with great intelligence, accumulated
after millions of years of experience” (Pauli 1998: 27). Ecosystems have spatial
limits due to environmental changes or to self-organization of the systems them-
selves (for example, a forest structure resembles a mosaic). Spatial limits improve
the inner efficiency of a system and show the natural limits to growth (Ring 1997:
242). The shorter the natural cycles are, the greater is the efficiency of materials
and energy use. In a forest, leaves carry out the primary production; they fall
and become decomposed, roots capture the nutrients, which go up through the
circulatory channels of the trunk. In a coral reef, distance between processes is much
shorter, because microscopic algae and species which are part of the reef eat them.
This could be «one of the explanations for extremely efficient recycling» (Jansson
and Jansson 1994: 85).

2.3 Functions of Maintenance of Vital Constants

The biotic world is continually acting over the inert one (abiotic) in order to maintain
the physico-chemical properties which are necessary to sustain life. That means
both environments have evolved over time to form a complex and self-regulating
system (Levin 2000: 28). Some of the aspects biologically controlled are: “surface
temperature, atmospheric composition of reactive gases, including oxygen, and pH
acidity-alkalinity” (Margulis 1998: 121, 123). Our atmosphere is not stable, because
some of its gases react between themselves (especially oxygen and methane).
Nevertheless, atmospheric composition has remained stable for an extraordinarily
long time, because the biosphere has been emitting some gases and sequestering
others (especially CO;) in appropriated quantities in order to maintain equilibrium.
On the other hand, land tends to increase its degree of acidity and we do know (as
is shown by acid rain phenomena) that the great majority of organisms can only
live in an acidity which isn’t too high. Nitrifying and denitrifying organisms are
able to produce the right quantity of ammonia to stop the acidification process.
Nature purifies water and air, detoxifies wastes, controls pests, creates the ozone
layer, which protects us from harmful levels of ultraviolet rays, etc. (Odum and
Sarmiento 1998: 72; IETC 2003: 21). These functions resemble the immunologic
system of organisms.

The Gaia concept aspires to capture this capacity of the biosphere of main-
taining stable the physico-chemical properties of the abiotic world. Frequently
is conceptualized as «a super-ecosystem (but not a super-organism, because its
development isn’t controlled genetically)», that is, «interlinking ecosystems which
make up a huge ecosystem over the Earth’s surface», and « it behaves as a
physiological system in limited aspects” (Odum 1992: 62). The dominant vision
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of pre-capitalistic societies and of a great part of eighteenth century thinking is that
there exists a natural order. Nature is seen as a self-organized and self-regulated
system (Christensen 2001: 26).

3 Unsustainability of the Capitalist System

Much has been written about the similitude between the natural system and
socioeconomic systems. Without doubt there are abundant resemblances, above
of all, in the production field. On the contrary, many key capitalistic processes
diverge from natural ones, and this divergence is critical to understanding the
unsustainability of the socioeconomic systems of capitalism.

A capitalist system is compelled to maintain limitless economic growth, due to
its relentless persecution of always greater benefits and money creation by means of
credit. But it is impossible to grow ceaselessly in a limited planet. This dynamic can
only be aggravated by a demographic explosion. In 150 years the world’s population
has multiplied by a factor of 6. This behaviour has been compared with that of a
carcinogenic cell and we do know the outcome of that type of process.

To defend market forces as the unique and appropriate instrument for organi-
zation of economic activity and for social and ecological problem solving, one
must deny the systemic character of societies and within it the natural hierarchical
order. The result is contrary to the one proposed: instead of solving problems, the
market polarizes wealth, disintegrates societies and creates a process of collision
with nature. Market primacy means that the lower level of action (microeconomic
level) holds the highest hierarchical level instead of the institutions of governance.
They are the unique democratic instance and the only one which is able to work
for a sustainable welfare. These results are due to the inverted hierarchy: the market
acts in the short term, meanwhile social and political institutions act in the half and
long term; the natural rhythm is much slower than the market one.

The different scales of time block information fluxes or simply result in
unsuitable information for the specific instances in which decisions are required,
thus provoking mistaken solutions and the use of erroneous instruments. The market
emits signals that change rapidly in the short term and are not suitable to reflect long
term structural changes. The opposite occurs when institutions give information
about problems that are unfolding in the biosphere (loss of diversity, climate change,
population growth, etc.), and the market does not take into account these processes
because the temporal scale is not suitable for it (Gowdy 1999: 67, 68). Fast changes
of natural product prices often create strong shocks in the environment. When
prices of agricultural products rise, land with a high degree of erosion is put into
production. When prices come down rapidly, peasants destroy their plants or trees.
It has been happening for many years within vineyards, rubber tree stands, coffee
plantations, etc. When demand and prices rise again, peasants begin to plant again,
but many years may pass by before effective production can begin. For decades
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the natural gas that appears in petrol wells has been burned in the field due to its
low market price. When gas prices rise, this behaviour is less and less frequent, but
the burnt gas is gone. The market selects technologies to maximize production and
does not take into account the future consequences of this behaviour. For example,
the market has selected technologies to increase food production, but these “have
reduced the capacity of land and water systems to provide food in the future” (MEA-
SB 2006: 62).

In a free market economy, competition is a unique and powerful mechanism
of selection that, as a by-product, creates a high degree of specialization and
standardization, thus destroying or destabilizing other more diverse economies.
On the contrary, “diversity relates to systemic coherence and integrity in terms
of adaptations to changing environments, avoidance of head-to-head competition,
overall efficient use of resources and energy and the possible range of responses
to new selective pressures” (Rammel and Staudinger 2004: 15). It is argued that
only competition permits a system to reach maximum efficiency but, in many cases,
this is a partial and local efficiency, never a long term and systemic one. The
market discards all available technologies to obtain a function except one, even
though the others may be better in some, perhaps even most, circumstances. This
dynamic reduces the capacity for using natural and human resources existing in
local environments and their potential of innovation (Schutz 1999a: 25).

4 Sustainability Principles

As a Millennium Ecosystem Assessment of United Nations declares: “Humans
are an integral part of ecosystems” (MEA-SDM 2006: 29). Being that the human
species is an integral part of nature, human economics must be a sub-system of the
general economics of nature, that is, of its materials and energy. And the principle
of natural hierarchy declares that a sub-system’s conduct cannot contravene the
system’s rules. So human economy must imitate nature to be sustainable and this
means that we should infer from natural conduct the principles of sustainability.
There have been many and important declarations in this sense. Marshall, known
as the great synthesizer of the neoclassical school, proposed that biology had “a
paradigm suitable for economy” (Christensen 2001: 16). Eminent ecologists (such
as E. Odum, Hutchinson, Hall, Margalef, etc.) have proposed the view of imitating
nature (Erkman 1998: 22, 41). This vision has been gaining adepts rapidly from the
beginning of the last decade, to the point that now it is amply accepted.

Korhonen (2004: 812) states “the economic system is a subsystem of the larger
social system. Furthermore, both systems are subsystems of the parent (mother)
ecosystem and are totally dependent on it”. On the other hand, the former statement
implies to this author the conclusion that we have to imitate nature or “learn
from nature”. In 1995 the University of Maryland held a 3-day meeting of several
dozens of authors with the purpose of defining “a detailed, shared vision of a
sustainable USA in 2100”. The resulting synthesis report declares: “People will
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recognize that humans are part of nature, one species among many, and must
obey the laws imposed by nature” (Farley and Constanza 2002: 247). In the book
Natural Capitalism, which is north American updated version of the report Factor
4 (Weizsicker et al. 2004), it is stated that we must redesign “industrial systems on
biological lines” in order to enable “the constant reuse of materials in continuous
closed cycles” (Hawken et al 1999: 10). Lester R. Brown (founder, former president
of the Worldwatch Institute and currently president of the Earth Policy Institute)
declares that “if an economy is to sustain progress, it must satisfy the basic
principles of ecology. This vision has begun to appear even in the business world,
although without giving up the defence of the existing dominant paradigm. If it does
not, it will decline and eventually collapse” (Brown 2001: 77). C. Holliday (DuPont)
and J. Pepper (Procter & Gamble) state that “the biological designs of nature can be
emulated as a role model for sustainability” (Holliday and Pepper 2000: 17). The
World Business Council for Sustainable Development (WBCSD 2001: 7) declares:
“the biological designs of nature provide a role model for sustainability”. But
“sustainable development is best achieved through open, competitive, rightly framed
international markets”. Summarizing, as Benyus (1997) reminds us, “we don’t need
to invent a sustainable world — that’s been done already”, it is all around us. “We
need only to learn from its success in sustaining the maximum of wealth with the
minimum of materials flow” (Hawken et al. 1999: 73).

Many of the above principles are the result of imitation, but some come from our
capacity to destroy and create. Nature recycles materials and maintains the physico-
chemical equilibrium of our inert environment, capturing, for instance, solar energy.
Human economy should adopt this conduct as the basis for guiding principles (they
are the abiotic principles), but they alone are not enough to reach sustainability.
The human species is currently actively degrading nature, a behaviour that does not
exist in other species. So we have to add the principle of stopping the destruction of
nature and beginning to recreate it (Keijzers 2002).

But that will not be enough; as we have seen, in order to accomplish abiotic
functions in nature, it is indispensable to construct an ecosystemic organization and
that means: biodiversity, evolution, self-organization, self-sufficiency, decentraliza-
tion, hierarchy and cooperation stronger than competition. These elements of the
ecosystemic behaviour should be transformed in principles of sustainability of the
human societies (they are the biotic principles).

Sustainability principles are equally valid for both developed and underdevel-
oped countries, the major difference being the departure point. The former have to
transform themselves totally towards sustainability. The latter must transform there
incipient economies and continue the process of development on a sustainable basis.
This vision is shown synthetically in the following figure. It is indispensable in order
to reach sustainability to design and implement strategic planning (Fig. 6.1).

But we can learn from nature much more than the principles of sustainability and
its ability to adapt. In the measure that our understanding of nature is improving
we begin to realize that it also is an inexhaustible source of knowledge. Nature
has developed processes to elaborate materials and substances, to capture solar
energy, means of communication, etc., that, apart of being sustainable, they are



96 6 Sustainability of Social-Economical Systems

A _
- - = ~
~ / N
& Safe Limit
=
: R b
E P - "Tunnel"
o
E -
>
=)
83
N
Ve

Development Level

Fig. 6.1 Paths towards sustainability of developed and less developed countries (Source: adapted
by the author from Raskin et al. (2002))

much more efficient and simple than those developed by mankind. So in the pursuit
of sustainability we shall value nature more and more as a source of knowledge (a
living library) than as a provider of resources.

This vision calls for radical changes in the economics model and in the status
of economic science. Until now neoclassical economics has strived to be an
autonomous field of knowledge, the world of mercantile value. Economics has taken
only a few elements from other sciences, largely from physics but, above all, from
mathematics, seeking from them a solid and indisputable body of scientific support.
Economics being a social science, this is of course impossible. On the contrary, a
sustainable economy must not transgress natural limits and the Earth sciences are
the only ones capable of fixing these limits. So economic science depends on the
former and the monetary world can no longer be autonomous. This is the opinion
of Daily et al. (1996: 3) of the Center of Biological Conservation of Stanford
University. Scholars of these sciences are those who “determine the rules of game of
the nature and translate to others (. .. ) Experts in ecology, meteorology, toxicology,
oceanography, hydrology (and really most of these sciences are necessary to
determine the human impact that can be supported by natural systems”. Among
all sciences, ecology plays a central role. For Barrington Moore (first president
of the American Ecological Society) ecology is science ‘“superimposed on the
other sciences; a science of synthesis essential to our understanding of structure
and function of biosphere” (Goldsmith 1996: 3). So sustainability determines
that economics does have to adopt a transdisciplinary approach. It supposes the
reduction of its actual high status within the broader sciences, and to become a
subordinate field in relation to Earth sciences. Nevertheless, we must recognize that
knowledge in Earth sciences is very precarious with respect to performance of large
ecosystems and we shall never be able to comprehend integrally the complexity of
the life web, because it is incommensurable. Nothing can be isolated in order to be
analyzed because all is interrelated; problems extend across many levels of space
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and time, and data is scant (Funtowicz et al. 1999). And if we cannot know the
natural limits, we should act in such a way that we shall never surpass those limits.
This precautionary principle is an indispensable premise of strategic planning for
sustainability.

In order to accomplish abiotic principles, physical calculation is indispensable.
In order to close the life cycles of materials, knowledge of their societal metabolism
(by the accounting of materials fluxes) is a necessity. We also have to account for the
energy potential of the sun, available land, its allocation among uses, and destruction
ratios. Finally, we have to create systems of bio-physical indicators to know if
the goals of sustainability have been reached. The aim of monetary economy is
to obtain, without harming nature, the greater quantity of goods and services of bio-
physical stock. So a sustainable economy is dual, integrating monetary and physical
concepts and instruments. This duality is frequent in modern physics, which by this
concept can explain such complex phenomena as light performance, using waves
and particles (Spangenberg and Lorek 2002).

Industrial Ecology (IE) is the field of applied science in which the idea of
imitating nature appears more clearly. During the second half of the twentieth
century, IE bases were developed. A wide group of scientists and institutions
proposed analogous visions, under the names of industrial ecology, industrial
ecosystems, industrial symbiosis, industrial ensembles environmentally balanced,
etc. Several States of the soviet block promoted the development of this vision.
In Moscow the “Industrial Ecology Department” of the Mendeleev Institute of
Chemical Technology has been functioning during the last decades. In Japan an
Industry-Ecology work group was created in the beginning of the 1970s, and it
has been advising the Ministry of International Trade and Industry (MITI) in its
dematerialization strategy for the Japanese economy. This vision has been supported
by several international institutions like UNIDO and UNEP, both organisms of the
United Nations (Erkman 2002: 27-30). Chapter 17 is dedicated to this issue.
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Chapter 7
Transformability

Keywords Adaptive cycle of ecosystems ¢ Usefulness for socioeconomic
systems ¢ Resilience concept * Transformability concept ¢ Transformability
factors

This chapter has three sections. The first one explains the adaptive cycle of
ecosystems; the second one analyses the validity of the concepts useful for studying
SESs and the third one explains the concept of transformability and the factors that
determine it.

1 Adaptive Cycle of Ecosystems

The evolution of ecosystems after sustaining an impact is interpreted, in general, by
means of the adaptive cycle theory. Its study will allow us to obtain tools to analyse
the changes in SESs. We will explain it basing ourselves on the concept of resilience
and, more specifically, on the factors of potential and connectivity. Later we will
describe the importance that a third factor has on the adaptive cycle: Panarchy.

Resilience is normally understood as “the capacity of a system to experience
shocks while retaining essentially the same function, structure, feedbacks, and
therefore identity” (Walker et al. 2006). The three factors pointed out can be
used to infer the level of resilience of a natural system. The potential reflects the
richness of an ecosystem and depends on its amount of biomass, nutrients and its
physical structure. Biodiversity means a high redundancy of species and groups of
fundamental species: “Biodiversity contributes resilience to the functioning of an
ecosystem [ ... ] Adequate performance of ecosystems function depends on having
all the necessary functional groups” (Holling et al. 2002: 406, 407).

Connectivity is determined by the amount and strength of the interior connections
of a system and explains whether it controls its own fate or, on the contrary, it
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Fig. 7.1 Ecosystems’ adaptive cycle (Source: Holling and Gunderson 2002: 34)

is at the mercy of external agents. Low connectivity is a sign of a poor capacity
for self-control. This capacity improves with an increase of connectivity, but if
it is excessive it is a symptom of rigidity. If the number and the strength of the
connections increase, it will reach a threshold from which the system increases its
rigidity, losing the flexibility necessary to adapt to the environment and increasing
its vulnerability, which will lead to its collapse. When the elements of a system are
strongly connected, any internal disruption quickly propagates throughout the entire
system. There is, therefore, an optimal threshold of connectivity, which is usually
defined as the “window of viability”. But the greater the number of species in a
system, the less connected they need to be in order to remain within the window of
viability (Matutinovic 2002). The existence of a threshold from which the quality
of the connectivity changes makes it difficult to determine an adequate level of
connectivity.

The adaptive cycle is usually explained based on variations of the potential and
connectivity. It has four phases, as shown in Fig. 7.1. The first, that of creative
liberation or destruction (omega phase), means that an ecosystem suffers a collapse
because the impact received (caused by external disruptive agents: drought, fire,
pests, etc.) exceeds its capacity for adaptation and it collapses; there is then a
reduction of the level of connectivity, which weakens its self-regulating mechanisms
and increases the possibility of renewal (reorganisation). The potential is reduced,
as a large part of the biomass is lost. Although it may lose some species, the main
problem is a drastic reduction of the population of some species. For example,
after a forest fire, few adult trees remain, but it is possible that many saplings and
in particular seeds, survive. The loss of connectivity and potential determines the
reduction of resilience, which means that the ecosystem has lost its capacity for
self-regulation (the feedback processes that allowed it to remain stable). In the alpha
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Fig. 7.2 Adaptive cycle in
three dimensions (Source:
Mearns 2010b)
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phase the ecosystem is restructured, which will allow the subsequent growth and
accumulation of resources. Most of the previously existing species remain and the
strong reduction of connectivity allows the addition of external species. There are
new associations among them, and the reorganisation may not take place in exactly
the same way as in the past. These phases are very rapid (Holling 2009).

The third phase is that of exploitation (r phase), characterised by a rapid
colonisation of the degraded areas. The seed banks stored in the past are activated;
pioneering species, whose population was previously very low due to a lack of
sunlight, start to rapidly develop, occupying the free space. The vegetation that
results is a kind of shelter that allows the seeds stored and those from the exterior to
germinate. The loss of nutrients tends to fall as the phase progresses. The level of
connectivity starts to grow. The greatest level of biodiversity is frequently during this
phase. But in the transition to the next it usually falls, as there is strong competition
among the pioneering species for the territory and the capture of sunlight. This can
no longer be compensated with the introduction of new exotic species, because
the connectivity has reached a level sufficient to prevent them from prospering.
The fourth and last phase is that of conservation (K phase), where there is a slow
accumulation of material and energy. The species create cooperative groups, which
are usually vital for their survival. The evolution of the systems is increasingly
predictable. Their internal control and that over external variables is strengthened
(for example, by creating micro-climates). Potential and connectivity reach their
highest peak. The system achieves the highest efficiency in its use of materials and
energy (Holling 2009).

Up until now we have used the bi-dimensional diagram of the adaptive cycle,
but it is necessary to complete it with the third dimension: resilience. The graph in
Fig. 7.2 allows us to understand the variations that occur throughout the adaptive
cycle. We see that the exploitation and conservation phases are at the front of the
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Fig. 7.3 Panarchy (Source:
Holling 2004)
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cycle, while the other two are at the back. As resilience is greater at the front, the
exploitation and conservation phases are those with the highest resilience. On the
other hand, the liberation phase is the one with the least resilience and this improves
slightly during the reorganisation phase.

Although this theory explains the most typical behaviour of ecosystems, there
are cases where there is not a standard succession of phases, so it cannot be used as
a tool for predicting, but rather for explaining the changes in most cases (Abel et al.
20006). In addition, these phases are not yet properly understood, particularly growth
(r) and conservation (K) (Walker et al. 2006).

So by means of the adaptive cycle an ecosystem proves that it is sustainable:
“Sustainability is the capacity to create, test, and maintain adaptive capability”
(Holling et al. 2002: 403). These authors, along with Walter and others, offer us
a vision of what resilience is (and therefore of the adaptive cycle) focused on the
conservationist aspect: an ecosystem preserves its identity through the adaptive
cycle. But other authors emphasise its dimension of change, of a process of renewal
and revitalisation, an aspect that has attracted less attention: “But, there is also
another aspect of resilience that concerns the capacity for renewal, re-organization
and development, which has been less in focus but is essential for the sustainability
discourse” (Folke et al. 2006: 253).

Panarchy is a new concept that seeks to explain interaction in a hierarchy of
systems, meaning that the adaptive cycle can only be understood within the context
of interaction. The term comes from Pan (the god of nature in ancient Greece)
and hierarchy. It explains that a reference system is subject to the influence of the
superior system it is part of and of the inferior systems that form it, generating
feedback processes between the different structural levels, as shown in the graph in
Fig. 7.3. The larger the ecosystems the slower the rates of change, and with smaller
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ones the opposite occurs. Larger systems contribute to improving the resilience of
the smaller ones, increasing their capacity to recover from collapses because they
provide “memory”, in the shape of biotic legacies, seed banks and structures. On the
other hand, the small ones provide novelty, because their changes are much faster.
This function is known as “revolt”. So we find a combination of forces that achieve
a dynamic balance among the systems that allows them to adapt to the changes
in the environment: “Persistence and extinction, growth and constancy, evolution
and collapse entwine to form a panarchy of adaptive cycles across scales” (Holling
2009: 4).

2 Applicability to Socio-economic Systems of the Concepts
and Factors of the Natural Adaptive Cycle

2.1 The Usefulness of the Adaptive Cycle for Socio-economic
Systems

The metaphor of the adaptive cycle is a useful tool to understand the mechanism
behind the changes of SESs, because all SCAs show thresholds that lead to a
collapse and the phases of the adaptive cycle are a logical sequence of reorganisation
and improvement in systems that are sustainable. Once SESs reach sustainability,
the adaptive cycle will explain its evolutionary dynamics, adapting to the changing
conditions of the environment. Abel et al. (2006: 13) affirm that “the adaptive cycle,
as an elaboration of complex adaptive systems theory, is useful in recognizing the
change in systems’ behaviour during the various phases”. But such an idea should
not lead to the belief that it is possible to apply it mimetically. There are at least two
factors that invalidate the idea. A general one: the human intelligence that allows
the prediction of the problems and their avoidance, but which also brings destructive
behaviours. Another specific one of many complex civilisations, and in particular of
industrial civilisation: unsustainability.

In general, human societies tend to increase their complexity, understood in
general terms in SESs as “differentiation in the structure and behaviour, and/or in the
level of organisation”. More specifically, it means the creation of new institutions,
adding more specialists and bureaucracy to what already exists, increasing regula-
tion, the complexity of technologies, etc. (Tainter 2005), which can cause societies
to become unsustainable and collapse: “Environmental deterioration is one of the
most common explanations for the collapse of ancient civilisations” (Tainter 2005).
Tainter (2005: 92) defines a “socio-political collapse as a rapid simplification, the
loss of an established level of social, political, or economic complexity”.

But although there have been civilisations that have collapsed due to their
unsustainability, the pre-industrial world kept to a gentle trend of increasing the
population and the consumption of resources—and it was sustainable. On the other
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Fig. 7.4 The marginal
productivity of increasing
complexity (Source: Tainter
2006: 94)
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hand, industrialisation started an explosive process of population growth that has
been possible thanks to the use of fossil fuels.

Historically, complexity is generated with the intention of solving problems. And
greater complexity is not necessarily a negative factor. In the previous chapter we
have seen that an increase in biodiversity generates more resilient ecosystems, but
they tend to stabilise when they mature. However, SESs tend to grow without limits.
There is a widespread agreement that humanity has had over the last 12,000 years
“erowing populations; greater technical abilities; hierarchy; differentiation and
specialisation in social roles; and increasing production and flow of information”
(Tainter 2005). The increase in complexity means costs, generally in the form of a
greater use of resources.

But continuous growth in complexity is a pathology, non-existent in the natural
world. The graph in Fig. 7.4 shows us that in a system that becomes increasingly
complex, from a very low level, at the beginning its efficiency improves, but
from a certain threshold efficiency is reduced at an increasingly faster rate. The
system needs growing amounts of material and energy to function. This dynamic is
particularly intense when there is strong competition between different centres of
power. The struggle for hegemony among peer agents tends to increase complexity,
leading to a situation where no-one is prepared to renounce their goal and the
struggle is prolonged, because each one imitates the technological, military and
organisational advances of the others. The result is that the performance of their
actions decreases, societies are weakened and finally end up collapsing: “Peer policy
competition drives increased complexity and resource consumption regardless of
costs, human and ecological” (Tainter 2006: 214). This is the case of Easter Island
and the Mayan Empire, although there are also many other sustainable societies
based on cooperation.

The negative effects of increasing complexity have historically led some societies
to reduce their level of complexity in order to survive. The Eastern Roman Empire
was much more long-lived than the Western one, because it decided to simplify
its organisation, particularly by giving land to its soldiers so that they produced
their own food and protected the territory from invasions. Anthropological studies



2 Applicability to Socio-economic Systems of the Concepts and Factors. . . 105

on peasants and fishermen under a regime of subsistence in Russia, Papua New
Guinea, Brazil, etc., show a limitation of production to avoid the falling performance
of labour. But falling performances are being seen in many areas of industrialised
countries: in expenditure on education, R&D, healthcare, etc. (Tainter 2005: 10, 11).

2.2 The Resilience Concept

There is a generalised agreement about what the concept of resilience means when
applied to natural systems. K. S. Holling gave a definition of resilience in 1973 that
is the reference: “The capacity of an ecosystem to absorb and utilize or even benefit
from perturbations and changes that attain it, and so to persist without a qualitative
change in the system’s structure”. This definition coincides with others quoted in
the previous chapter and in all of them the concept is positive: the more resilient a
system is the greater its capacity to maintain its identity.

When the concept is applied to SESs the agreement disappears, and becomes
enormously complicated when it is applied to very different sciences. Among
those who study the sustainability of SESs we find expressions of resilience that
escape the previous agreement. Folke (2006: 259) states that “it does not imply
that resilience is always a good thing. It may prove very difficult to transform a
resilient system from the current state into a more desirable one”. Walker et al.
(2006) declare that “social-ecological systems can sometimes get trapped in very
resilient but undesirable regimes in which adaptation is not an option”, meaning
that in order to transform themselves they require profound internal changes. In
these interpretations resilience ceases to always be a positive concept, because it
can even be negative (the system becomes rigid). The problem gets complicated
when the concept is used by many social sciences such as economics, politics or
sociology, and they use it in their planning, to define strong sustainability, when
analysing globalisation, in the so-called adaptive management or governance, in
international aid, etc. In each one of these applications its meaning changes. So “the
specific meaning of resilience becomes diluted and increasingly nuclear. This is due
to the use of the concept (a) with many different intentions and (b) with a very wide
extension” (Brand and Jax 2007). So it ceases to be operative.

In an attempt to overcome this situation, some authors define two types of
resilience: ecological and social. Ecological resilience is that of natural systems and
social resilience is the one that has a threshold of change of quality. Folke (2006:
259) defined social resilience “as the ability of human communities to withstand
external shocks to their social infrastructure, such as environmental variability or
social, economic and political upheaval”. By ability we have to understand the
capacity to maintain it within a window of viability, like in the case of connectivity.
Other authors resort to concepts such as “adaptive environmental management” and
“adaptive governance”. The first concept is “a formal process for conducting and
interpreting ecosystems management”. But, “because of the key role of governance
in ecosystem management, the researchers have introduced the concept of adaptive



106 7 Transformability

governance to study the structures and processes by which humans make decisions”
(Carpenter and Forlke 2006). These applications are based on a premise: that
SESs can achieve sustainability by adapting without the need for transformation.
Therefore, it is incompatible with the premise that we have defended here of the
structural unsustainability of the SESs and which has been made clear in Chap. 1.

The terminological confusion (and the differing visions on the level of unsus-
tainability of SESs) when concepts that are used to explain the behaviour of natural
systems are applied to the field of SESs, leads many authors to criticise such a
mechanical transposition. Anderies et al. (2004) consider that resilience can be
difficult to apply to systems where some components are consciously designed”.
Gallopin (2006: 299) is more emphatic when he states that “the concept of resilience
cannot be transferred uncritically from the ecological sciences to social systems”,
because “using the concept for social systems (...) does not really imply that
there are no essential differences in behaviour and structure between social and
ecological systems”. And he adds that “recent formulations of resilience, such as
making adaptive capacity and self-organization properties of resilience” are risky.
For this reason Joung et al. (2006: 311) defend the separate study of biophysical and
social systems: “It is useful to separate biophysical from social systems, and then
to consider how differences in responses between these two types of system affect
what we can say about responses in SESs”.

3 The Transformability of Socio-economic Systems

Having dismissed the concept of resilience because it only makes sense in sustain-
able systems, it is necessary to find another concept (approach) that enables us to
study the dynamics of SESs in the pursuit of sustainability. The pertinent study is
that of the capacity for transformation, of transformability. But this study lacks any
foundation if we do not define the factors that determine such a capacity.

3.1 The Concept of Transformability

For Walker et al. (2006) “Transformability is the capacity to create a fundamentally
new system when the existing system is untenable”. In any event, what is noteworthy
is that the above authors, despite having the merit of defining the concept of
transformability in the case of sustainability, have not gone into it in greater depth
(in particular, defining the factors that determine it) and we do not know of any case
where they have applied it. The factors that determine the transformability of an
SES are the same that explain resilience (potential, connectivity and panarchy), but
adapting them (when necessary), though without changing their meaning. And this
is due to the fact that the three factors can be used to explain the characteristics of
any CAS of their hierarchical relations.
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Fig. 7.5 Collapse to chaos
(Source: Gallopin 2002: 38)
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Fig. 7.6 Transformation after collapse (Source: Adapted from Holling 2004)

The characteristics of any SES analysed in light of the principles of sustainability
determine the nature and depth of the transformation it must go through. Peak oil
and other factors of unsustainability do not leave any temporal margin to carry
out a non-traumatic transformation. A more or less severe collapse is a highly
probable scenario. Once it occurs, there are two basic options available: to start the
transformation or to remain collapsed, because there is an attempt at overcoming it
without transformation. Figure 7.5 shows that the CAS that needs to be transformed
and is incapable of doing so, when attempting to reorganise itself according to
guidelines of the past, cannot begin the r phase and goes back to the omega phase.

On the other hand, the transformation means that the SES abandons, after
collapsing, its current structure because it cannot carry out the adaptive cycle; it
restructures itself in a totally new way and can complete the growth and conservation
phases, as shown in Fig. 7.6. Once the transformation has taken place, the system
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will have the capacity to evolve with (adapt to) the natural system by means of
successive adaptive cycles.

Up to here we have limited the level of analysis to what could happen to SESs
when they are isolated from the hierarchy determined by the general system. But if
we take it into account, we find that it imposes on the others a series of structures and
basic rules of operation. As a result we are facing the threat of the general system
collapsing, which means that all individual systems would be affected, although
to different extents, depending on whether they are capable of going through deep
transformations. Holling (2009) explains this situation inversely; the collapse of one
level can cause the collapse of the entire system: “But when the collapse occurs as
a consequence of a long effort to freeze the system into a paradigm of development
and management, it might involve collapse of a level of panarchy, which in turn
threatens all levels”. But it is not just a threat—it is a reality. The collapse of the
global financial system in the autumn of 2008 (magnified by the sharp rise in oil
prices over the 2002—-2008 period) is proof of this: “When over-connected, shocks
are rapidly transmitted through the system” (Walker et al. 2008).

Once again, we are faced with the confrontation of two models. One designed
to succeed in a linear scenario removed from reality (the economic system grows
unlimitedly without suffering collapses that require its transformation), of strong
competition (which demands constant reductions of prices), without stopping to
look at the social and ecological repercussions from such decisions, or, in particular,
the capacity to face collapses. The other, designed to maximise the capacity to face
impacts, which involves preserving nature’s resources and services, strengthening
social cohesion and creating diverse productive systems adapted to the social and
ecological conditions of its surroundings (Gallopin 2002).

3.2 Transformability Factors

We have seen the pertinence and usefulness of applying the concept of transforma-
bility to SESs and to our current reality, and that the factors that determine it are:
connectedness, potential and panarchy. Although such factors are applicable to any
complex system, they require some fine-tuning to be applied to SESs, but without
changing their meaning.

3.2.1 Connectedness

It determines the degree to which a system controls its own fate or, on the contrary,
it is at the mercy of external agents. In a natural system the connectedness is
determined by the amount or intensity of the flow of materials and energy, as well as
the hierarchy. The more abundant and the higher the category of the connections, the
higher its connectedness will be; that is, its capacity for self-control, but excessive
capacity for control generates rigidity and therefore a loss of the capacity to adapt
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to changing circumstances. So there is a window of viability. The connectedness of
SESs is different from natural systems due to their unsustainability and intelligence.
This determines its capacity to change its connectedness, so it can transform itself.
The first differentiating factor means that the optimal connectedness must be much
lower than that of natural systems, because it needs to transform itself, not just
adapt to the changes in the environment. It is evident that the general or global SES
is characterised by:

» A set of interrelations between different highly structured societies at a global
scale, although we cannot speak about a global system.

* A division of labour structured hierarchically among groups of States that make
up a centre, a semi-periphery and a periphery. The centre is formed by States that
carry out the most sophisticated economic activities. The States in the periphery
supply the centre with raw materials or low-quality manufactured products.
Semi-peripheral States share elements with the previous groups.

 This division of labour and economic roles determines enormous flows of mate-
rials, energy and manufactured goods, in addition to financial and information
flows.

¢ Some of the States at the centre and the GTEs (whose direction is in those States)
have up until recently been the basic powers that structured the world order.
States impose a political and economic order through control of the world’s
institutions, the use of force and support for the GTEs so that they can control
the world’s economic structures (Gotts 2007).

* Some States and GTEs established within them that come the semi-periphery are
starting to become part of the world political and economic order. Meaning that
a multi-polar world system is being formed.

The existence of political and economic elites, and their control over all types of
flows that make up the globalised system, determine a very high connectedness
of the global SES. Although there are factors that are starting to weaken it
and, probably, they will do so with more intensity as time goes by: the unequal
distribution of wealth, the multiple factors of unsustainability, etc.

3.2.2 Potential

In nature the potential is always a positive factor. It grows with an increase in the
biomass, in biotic diversity, in redundancy, etc. SESs obtain resources and essential
resources from nature. That is, they use the natural potential. In addition, based
on natural resources they create an additional potential, the potential or human
origin: technological, constructed, institutional, social, etc. The big problem of
current SESs is that most of the accumulation of this potential and its use leads
to the destruction of the natural potential. We will call it the perpetuation potential
(PP) because it is used so that current SESs can function and attempt to perpetuate
themselves, but not because we consider that they can actually do it. In addition to
the PP, another potential is being built that includes the wealth that is useful to create
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a transformed, sustainable SES, so we will call it the transformation potential (TP).
The accumulation of the PP is a factor of the rigidity against change, because the
investment in it limits the capacity to decisively raise the PP.

The reduction of the natural potential carried out until now and the destructive
trends that predominate will increasingly limit the capacity of SESs to reach ade-
quate levels of satisfaction of essential needs. It is also evident that the globalisation
process is reducing the social potential, by eroding social cohesion, by increasingly
promoting individualism, the marginalisation of the weakest and thus creating
a breeding ground for separating ideologies. A large part of the technological
and constructed potential that is being created is of perpetuation, despite the
unquestionable positive tendencies, such as the development of renewable energies.
Later we will show that the energy TP grows explosively and that the TP of
transport, agriculture, etc. also increases considerably.

3.2.3 Panarchy

We have seen that the concept of panarchy reflects the interrelations between the
different levels of a complex system, where the superior systems act as the stabilisers
of the rest of the systems, while the lower ones, which are the ones that evolve
the quickest, act as the factors of change, of revolt. Panarchy also manifests itself
in SESs, although with distinctive features. Superior SESs (powers) are carrying
out (particularly during the last two decades) a task of change, strengthening
the development of the capitalist system’s logic: encouraging the globalisation
of the economy through its liberalisation, which intensifies competition and the
side effects of such an initiative: the polarisation of wealth and an aggravation
of its unsustainability. Liberalisation reduces the level of autonomy of inferior
SESs, it condemns them to high specialisation (which subordinates them to the
logic of a globalised economic system controlled by the GTE) and, as a result,
to high vulnerability and in many cases marginalisation. The exceptions to this
rule are cities and regions that are the nodes of the global hierarchical network.
As a result of marginalisation, at a scale of cities and regions there is a resistance
to the subordinate and vulnerable role. Examples of this defensive reaction are
the efforts to restrict or prevent the process of industrial offshoring, incentivising
the continuity of businesses and applying dissuasive measures. More examples
are the multiplication of incentives to attract new businesses, so that they can
maintain their economic diversity and even improve it.

For this reason, some authors state that SESs have reversed natural panarchy.
Joung et al. (2006: 310) affirm: “One little known systemic implication of global-
ization is related to a reversal in the hierarchical structure of large-scale SESs as
pointed out by Gallopin (1991)”. The superior systems are the driving forces behind
the changes and the inferior ones try to soften the impacts they suffer. And no CAS
can survive a reversal of panarchy.

But reality proves to be more complex than what has been seen up until now,
because there are continual changes made in behaviour of both inferior and superior
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systems. In the former, we find that an important and rapidly growing number
of societies that not only carry out a defence of the economic structure that is
being degraded, but which seek to transform themselves to reach higher levels of
sustainability involves, in addition, increasing their capacity for self-government.
And by doing this they carry out the function of revolt. On the other hand, we
find that the hierarchical pinnacle is going from a unipolar stage (The US after the
collapse of the USSR) to a multi-polar one due to the emergence of new powers.
This phenomenon is being translated into a restraint on economic globalisation and,
on the other hand, a reinforcement of regional organisations. The failure of the
WTO’s Millennium Round is a clear sign of this process. Therefore the reversal of
panarchy is being weakened. This leads us to wonder about the adequate panarchy
for the current period of energy emergency. The answer can only be general. The
inferior systems must carry out the same function as their peers in nature: to revolt.
And the superior systems must carry out two types of functions: to extend and
coordinate the task of transformation, which means a prior transformation of their
structures and objectives.

4 Conclusion

The global SES shows a very low level of capacity for transformation because its
connectedness is very high, the TP is low and the panarchy is basically reversed.
The positive side is that the trend is towards weakening the first and third factor and
strengthening the second.
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The implementation of a sustainable economy requires carrying out an in-depth
transformation of the economic system in force. Many governments have been
developing National Sustainable Development Strategies (NSDS), and for this
reason it is pertinent to evaluate their capacity for transformation. An essential
requirement of the evaluation is to analyse whether these governments carry out
an ecological tax reform, because the current tax system subsidises the destruction
of the planet.

1 Genesis and Premises of the Strategic Planning
of Sustainability

Chapter 8 of Agenda 21 (Rio Summit of 1992) urges governments to design
sustainability strategies. From that moment an important number of States started
to fulfil the mandate. In 2001 the EU approved the so-called SDS, but it only
contains generic reflections and proposals, meaning that it lacks any effectiveness.
The generalised criticisms of this document led to the approval in 2006 of the SDS
Revised, which continues to lack any appreciable potential for transformation. Most
of the 30 countries of the OECD have prepared SDSs. Of them, 23 have designed
formal strategies or plans (OECD 2006: 10). All members of the EU are obliged to
fulfil them.

In order for the NSDS to have a clear potential for transformation, they need
to fulfil a series of requirements, which are common sense. The OECD and the
UN have reached a high level of coincidence regarding these requirements, which

R. Bermejo, Handbook for a Sustainable Economy, 113
DOI 10.1007/978-94-017-8981-3_8,
© Springer Science+Business Media Dordrecht 2014



114 8 Instruments for Sustainability: Strategic Planning and Ecological Tax Reform

can be summarised in the following premises: integration of the three dimensions;
achieving an agreement on a vision of long-term sustainable development; basing
strategies on rigorous diagnoses; involving the highest institutional levels; estab-
lishing commitments at all regional levels; a high level of participation; including
objectives that are accompanied by adequate budgets; carrying out a follow-up of
the strategy and correcting it if there are deviations (OECD 2006: 13).

A Statement by the European Environment and Sustainable Development Advi-
sory Councils (EEAC), which is supported by twelve national councils and one
region, declares that the “present patterns of governance in the EU and in member
states (...) rarely takes all aspects of sustainability fully into account. The
outcome is that European governance inadvertently acts to increase inequality,
social disruption, and ecological dislocation”; for these reasons the difficulties of
reaching sustainable development “are enormous” (EEAC 2008: 2, 4). The outcome
of these facts is a “huge uncertainty as to what could happen to the fabric of
the planet, the habitability of many populated regions, and even the viability of
humanity itself”. For this uncertainty “is an almost impossible set of predictions”,
and, although some changes “will be incremental, building on experience, courage
and experimentation, others may be convulsive, abrupt and ill-coordinated, driven
by desperation or panic as conditions for human well-being deteriorate” (EEAC
2008: 3). The Statement estimates that there is limited time for action: “At best,
there is a 25 year window for a genuinely significant response” (EEAC 2008: 3).

Finally, the Statement invites the Commission to institute a 1-5 years “series
of visionary exercises”’, conducted at an EU level. With the support of the
EEAC: “These visions should look into the issues of managing within nature’s
limits, creating a fair, just and resilient society, generating sustainable livelihoods,
designing robust and appropriate technology, and laying out space for prolonged
sustainability with the emphasis on rural viability, city regions and effective
community mobilization” (EEAC 2008: 6). Last of all, it makes it very clear that
the markets cannot carry out these transformations: “Markets cannot handle this
(sustainability). For one reason, there is too much uncertainty, too little reliable
measurement [ ... ] This is why a robust framework for markets is needed in which
they can operate” (EEAC 2008: 5).

But it is doubtful, as we have seen in previous chapters and will see in many
subsequent chapters, that we have 25 years for the transformation to occur. Nor is
there any time to lose carrying out prolonged “visionary exercises”.

1.1 Analysis of the Fulfilment of the Premises
in the Case of the NSDS

1.1.1 Preparation of a Diagnosis That Conforms to Reality

The Statement affirms that “effective and organised knowledge about long-term
system dynamics and potential crises plays a key role for preparing for the future”
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(EEAC 2008: 4). Except in the case of the Dutch government (which carried it out
before preparing its first plan, the NEPP1), the known cases of NSDS are not based
on the preparation of a diagnosis. The European Commission (2004b: 4) reached
the conclusion that “most documents analysed do not reveal how policy choices
were made”. Another very notable exception was the SDS proposal by the European
Commission (2001c), which we will comment on later.

1.1.2 Definition of Measurable Objectives Coherent with the Diagnosis

The objectives must be measurable, coherent with the diagnoses and must reflect
priorities. But without a diagnosis there can be no coherence. In addition, many of
the strategic objectives of the NSDSs are not measurable (for example, the fight
against climate change and improving the efficiency of resource usage), although
they do normally appear in the plans (5-year). Out of 19 countries analysed by
UNEP (2004: 13), only seven “employed measurable and/or time-bound objectives,
although the degree of specificity varied considerably”. The German SDS is
prominent because its most important long-term objectives and fulfilment periods
are:

* Climate change: to comply with the Kyoto commitment (21 % reduction of
equivalent CO2 emissions).

* Energy: the fastest dismantling of nuclear energy; doubling of the energy
intensity (GDP units created per energy unit) during the 1990-2020 period;
doubling of the percentage of contribution of renewable energies to consumption
during the 2000-2010 period.

* Land: reduction of the land sealed by urban construction and transport infrastruc-
tures from the 129 ha/day today to 30 in 2020.

* Pollution: a 70 % reduction during the 1990-2010 period.

e Agriculture: 20 % of agricultural land dedicated to ecological farming by 2010.

* Transport: a reduction of the intensity of goods transport by 5 % and that of
passenger transport by 20 % for the 1999-2020 period (Federal Environment
Ministry 2002: 10 and ss.).

1.1.3 Clear and Adequate Definition of the Responsible Institutions

It is evident that in order for the SDS to be fulfilled, it is necessary that the
responsibility of their fulfilment be located at the top of the political hierarchy. The
OECD (2006: 21) considers that the achievement of the goals “depends a great deal
on high-level political commitment, well-functioning government institutions and
overcoming co-ordination failures in public policies”. However, the responsibility
usually falls on the Environment Ministry, which is normally the weakest. On the
other hand, “a good practice is to assign overall co-ordination to a Prime Minister’s
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office or the equivalent”, because it has the power to obtain the necessary financial
backing and to settle disputes (OECD 2006: 21).

1.1.4 Adaptation, Integration and Prioritisation

Normally, the actions planned have been clearly insufficient to achieve the chosen
goals: “To what extent NSDS remain declarations of intent or actually have
contributed substantially to changing their policy measures and the way they are
made, in many cases remains to be seen” (European Commission 2004a, b, c:
20). On the other hand, it is not often that general goals are broken down into
sectoral goals in order to define the contribution of each government department to
achieve the former: “In many cases interdependencies or spill-overs between sectors
are not fully taken into account, so policies in different sectors pull in opposite
directions” (European Commission 2004a, b, c: 6). There is usually no vertical
integration either, that is, when the general goals are divided into others that lower-
level government institutions must achieve (regions, municipalities, etc.). There is
no connection between the German strategy and that of the landers. These facts
explain that “only a few OECD governments have attempted to catalyse and fully
co-ordinate their activities with the sustainable development efforts in effect at sub-
national governments levels” (OECD 2006: 23).

In addition, there is normally no definition of what actions are priorities: “A lack
of prioritisation can be noted in many NSDS, and reflects the difficulties that
countries face in designing NSDS with concrete, realistic and credible intermediate
targets and measures”. Integration and coherence between measures frequently does
not appear: “The objectives and measures contained in the NSDS are often a mixed
bag or assembly of individual actions. Therefore they are not always integrated into
a broad framework (... ) Many decisions that are contrary to the aims of the NSDS
also prevail” (European Commission 2004a, b, c: 20).

1.1.5 Maximum Legal Backing

It is not at all frequent that sustainability is a mandate contemplated in national
Constitutions. Among the cases studied, only Sweden and Switzerland have Con-
stitutions that place sustainable development as a national goal. The new Swiss
Constitution establishes, in addition, the obligation of sustainability in all gov-
ernment actions, both at home and abroad. On the other hand, legal backing for
the Strategic Planning for Sustainability (SPS) is a revealing sign of the level of
commitment of governments to them. Greater commitment is achieved when they
are approved by law. Only Canada, Mexico and Madagascar have fulfilled this
requirement (IISD et al. 2004). So “a lack of a legally binding basis means that
NSDS mainly rely on the political commitment of the government in place and
the engagement of the different stakeholders for its implementation” (European
Commission 2004a, b, c: 11, 18).
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1.1.6 Adequate Financial Resources

The application of the NSDS means very important transformations that require
substantial funds. And these can only come from a profound budget reassignment.
The EEAC (2008: 6) proposes “a change in view on public management where
strategic goals are translated into an output oriented budget based on best available
knowledge”, and “a budget and a budget process that is focussed on European values
and strategic goals”. But most national strategies lack provisions to systematically
assess the costs and benefits of alternative actions (OECD 2006: 19).

1.1.7 Promotion of Participation, Information and Education

Participation is vital to creating a feeling of ownership of the NSDS among the
population, essential to fulfil its goals. There is increasing insistence on this, but
there is still a long way to go. The OECD (2006: 25) affirms that an “active stake-
holder participation (e.g., business, trade unions, non-governmental organizations,
indigenous peoples) in the development and implementation of national strategies
should be an inherent feature”. However, in the OECD countries “the extent to
which the stakeholders are involved in policy processes reflects national institutional
settings and preferences”. Belgium, Finland, France, Germany, Hungary, Ireland,
Luxembourg and Netherlands, Poland, Portugal and Slovenia have established
Sustainable Development Advisory Councils which form the EEAC Network
(2008). They are composed of representatives of social and economic organisations
and of experts.

1.1.8 Follow-Up and Adaptation Process

Strategies must be subjected to periodic assessment to correct their deficiencies and
to incorporate new knowledge, international commitments, community Directives,
etc. The OECD backs this point of view: “National strategies for sustainable
development are not meant to be static plans. Rather, they should evolve as more
information becomes available”, and this requires “a process to monitor strategy
implementation” (OECD 2006: 29). However, “for many countries, effective moni-
toring of progress remains a difficulty” (European Commission 2004a, b, c: 21).

1.1.9 Promotion of International Cooperation

Most ecological problems are of a global dimension. Meaning that it is necessary
to cooperate in order to implement and improve the existing Multilateral Environ-
mental Agreements, to approve new ones, to help make the development of less
developed countries sustainable, to create environmental institutions at a global
level. At a state level worth mentioning is the development aid in Sweden which in
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2002 was 0.74 % of GDP and there is a parliament agreement to raise it to 1 % by the
end of the decade (Ministry of the Environment 2002: 32). Of greater significance
is the EU’s commitment to be at the forefront of environmental action at a global
level. But this leadership does not reflect a high level of internal coherence.

1.2 The SDS of the European Union

The Amsterdam Treaty (1997) incorporates an article into the EU Treaty that
requires members to integrate the environmental variable in all their policies. Suc-
cessive European Councils approved the design of sectoral sustainability strategies,
with the goal approved at the Helsinki European Council (1999) to have them
integrated in a SDS. As most of the sectoral strategies had not yet prepared, the
Commission prepared its own SDS proposal (A Sustainable Europe for a Better
World: A European Union Strategy for Sustainable Development), after a broad
consultation process, which was presented to the Gothenburg European Council
(June 2001). This proposal is a milestone in the EU’s sustainability policies. It
focuses on a small number of problems: “The Commission proposes that the strategy
should focus on a small number of problems which pose severe or irreversible
threats to the future well-being of European society” (Cottrell 2009). But the
social problems are not approached, because it is understood that they are already
contemplated in the Lisbon Strategy. The remaining four are:

* “Emissions of greenhouse gases from human activity are causing global warm-
ing. Climate change is likely to cause more extreme weather events.”

* “Severe threats to public health are posed by new antibiotic-resistant strains of
some diseases and, potentially, the longer-term effects of many hazardous
chemicals currently in everyday use”.

e “The loss of biodiversity in Europe has accelerated dramatically in recent
decades (. ..) Waste volumes have persistently grown faster than GDP. Soil loss
and declining fertility are eroding the viability of agricultural land”.

* “Transport congestion has been rising rapidly and is approaching gridlock”
(ECORYS 2008).

In order to tackle these problems, the proposal expresses the need for concrete
measures: “urgent action is needed”; “political Leadership is essential”’; “a new
approach to policy-making”, because “there is too much focus on short-term costs”;
“action must be taken by all and at all levels”; “a responsible partner in a globalised
world”, but “the EU should start by putting its own house in order” (European
Commission 2001e: 2-5). Below we summarise the most important objectives and

actions:

* To achieve the Kyoto goal (8 % reduction during the 1990-2010 period) and then
reduce at an annual rate of 1 % until 2020.

* To guarantee the safety of the food chain and make it more probable that, by
2020, chemical products will no longer become a health hazard.
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» To protect and restore the existing habitat and natural systems and to halt the
loss of biodiversity by 2010. To manage natural resources in such a way that the
ties that link economic growth and the use of resources and waste generation are
severed.

* To decouple economic growth and the needs of transport through maintenance
in 2010 of the amount of passengers and goods of 1998 (European Commission
2001a, b, c, d, e: 10-13).

Although the Gothenburg European Council agreed on “A Strategy for Sustain-
able Development”, it assumes only the general points of view proposed by the
Commission, without objectives (European Council 2001; SN 200/1/01 REV 1).
Faced with the lack of potential for transformation, in 2003 the Commission
started a revision process. In 2006 the European Council of Brussels adopted the
“Renewed EU Strategy for Sustainable Development” (RSSD). It confirms that the
negative trends continue to worsen, meaning that “these negative trends bring about
a sense of urgency”. But, on the other hand, it states that “the main challenge
is to gradually change our current unsustainable consumption and production
and the non-integrated approach to policy-making”. The RSSD only assumes the
few measurable objectives that the EU had decided on in 2006 and establishes
five generic “Key objectives”, of which only one is biophysical: “Environmental
protection” (European Council 2006).

But the Progress report on the EU Sustainable Strategy, requested by the
European Commission, states that “there are a number of overlaps and imperfections
in the internal coherence within and between the individual objectives/targets”. And
it gives the example of transport: “In the area of sustainable transport, there is a
focus on greenhouse gas emissions, but only limited evidence of strategic thinking
and overarching and well-founded strategies” (ECORYS 2008: 6, 7).

On the other hand, the EU has not been capable of finding common ground
between the SDSs and the economic strategies that it has proposed. In Goteborg
the European Council (2001: 5) “agrees on a strategy for sustainable development
which completes the Union’s political commitment to economic and social renewal,
and adds a third, environmental dimension to the Lisbon strategy”.

It is contradictory to state that it is a sustainable development strategy (and
therefore three-dimensional) and that it only adds an environmental dimension to
the Lisbon Strategy. But later on the EU increases the conceptual confusion. It
considers that the SDSs are a complement of other strategies, which constitute
its framework, that that one is not viable, to end, for the moment, stating that the
issue must be clarified, which is obvious. Point 7 of the RSSD says that “the EU
SDS and the Lisbon Strategy for growth and jobs complement each other”. On the
contrary, point 8 of the RSSD establishes the theory of the framework: “The EU
SDS forms the overall framework within which the Lisbon Strategy (. ..) provides
the motor of a dynamic economy” (European Council 2006: 5). The “2009 Review
of the European Union Strategy for Sustainable Development” (COM (2009) 400
final) returns to the theory of the framework, but only to conclude that it is not
feasible: “The EU SDS is a long-term strategy which provides a good framework
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for guiding and reporting on long-term broad developments and promoting forward-
looking reflection on sustainability (... ) However, merging cross-cutting strategies
does not seem feasible”. Within this context, it seems ironic that the Commission
concludes that “there may still be room for further clarification of the specific role
of the EU SDS in relation to other strategies” (European Commission 2009d: 13,
14).

However, “Europe 2020: A strategy for smart, sustainable and inclusive growth”
(COM(2010)2020 final), which represents the vision of the economic area on
sustainability, ignores the conceptual balances that the area carries out to integrate
the EU SDS and the economic strategies. It becomes the number one strategy,
which includes elements from the environmental field. Smart growth means “an
economy based on knowledge and innovation”. Sustainable growth is achieved by
“promoting a more resource efficient, greener and more competitive economy’’. So
the concept of sustainable development is replaced by that of sustainable growth,
and this represents an efficient use of resources and more competitiveness. Besides,
the Commission put forward seven flagship initiatives, though only one refers to
sustainability: “Resource efficient Europe to help decouple economic growth from
the use of resources, support the shift towards a low carbon economy, increase the
use of renewable energy sources, modernise our transport sector and promote energy
efficiency” (European Commission 2010d: 5, 6).

2 Environmental Tax Reforms and Ecological Tax Reform

2.1 Environmental Tax Reforms

There are many terms associated with environmental tax reforms, because on some
occasions the same terms have different meanings, and on others different terms
mean the same thing. The terms Environmental Tax Shift (ETS) or Green Tax
Shift (GTS) mean raising taxes on things that are harmful to the environment in
order to cut taxes on labour. But when the term ‘fiscal’ appears instead of ‘tax’ it
means a deeper reform, although the scope of the reform could be broad. The terms
Environmental Fiscal Reform (EFR), Green Fiscal Reform (GTR), or Ecological
Fiscal Reform (EFR) are often used. The European Environment Agency (EEA: 84)
establishes clear differences between the two sets of definitions:

“Environmental tax reform (ETR) is a reform of the national tax system where
there is a shift of the burden of taxation from conventional taxes, for example on
labour, to environmentally damaging activities”.

“Environmental (or ecological) fiscal reform is a broader approach, which
focuses not just on shifting taxes and tax burdens, but also on reforming economi-
cally motivated subsidies”.

The Green Paper of the European Commission on the relaunch of environmental
fiscal policy coincides with what has been pointed out: “An ETR that shifts the
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tax burden from negative taxes for welfare (e.g. on labour) to positive taxes for
welfare (e.g. on environmentally damaging activities, such as the use of resources
or pollution) can be a policy that greatly benefits both employment and the
environment” (COM(2007)140 final). This double positive effect is called the
“double dividend”. But the EEA (2005) adds the requirement of fiscal neutrality. An
ETR is the “shift of the fiscal burden on conventional activities to those related to the
environment, but maintaining the neutral fiscal burden”. But it is convenient to point
out that such a policy cannot be the only instrument for environmental improvement.
These instruments “do not substitute for but complement and strengthen regulatory
and other approaches to fiscal and environmental management” (OECD 2005: 24).

In this paragraph the practise of tax reform is analysed in relation to the
environment, and in the next paragraph we will go into more depth in the ecological
fiscal reform.

Some European countries started to apply environmental taxes from 1990 and
focused on energy fiscality. But in 1993 they only collected 1.5 % of the total of
the EU-15 (EEA 1996: 8). In the OECD countries it barely reached 2 % of GDP
at the start of the twenty-first century. In 1995, energy taxes amounted to 90 %
of environmental taxes, the rest came from taxes on emissions, waste generation,
chemical products, etc. In 1999 they reached 7.6 % of the tax collection of the EU-
15, thanks to the special effort of Denmark and the Netherlands (OECD 2002a).
In the EU-27 environmental fiscality accounted for 3 % of GDP in 2005. Denmark
stands out with 6 % of GDP, although it is a sharp drop from the 9.5 % it reached
in the year 2000. It is followed by the Netherlands with 4 %. At the other extreme
we have four countries: Estonia, Romania, Spain and Lithuania with percentages
slightly higher than 2 %. It is usually considered [as S. Speck does (2009)] that
Denmark and the Netherlands, along with Finland, Sweden, Germany, the United
Kingdom, Switzerland and the Czech Republic, are carrying out environmental
fiscal reforms. But the latter occupied intermediate positions in the EU-27, meaning
that such a treatment is not justified. The tax reforms in the EU-15 only managed to
slightly reduce energy intensity and, much less, labour costs (EEA 2006: 30).

Environmental taxes are divided into four categories: transport, pollution, energy
and other resources. Taxes on energy represented 3/4 of environmental tax revenue
and around one twentieth of all fiscal revenue. Transport taxes represented 1/4 of
environmental revenue (EEA 2008a: 22).

2.2 Concepts of Fiscal Reforms in Relation to Sustainability

The ETR seen in previous paragraphs has a scarce potential for transformation.
As we have seen, for the EEA an “environmental (or ecological) fiscal reform is
a broader approach, which focuses not just on shifting taxes and tax burdens, but
also on reforming economically motivated subsidies” and for these reasons it “offers
more opportunities for progress” than the ETR (EEA 2005: 84).
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But leading authors propose a more radical ETR. They defend the goal of
transforming the economic system in order to bring it closer to sustainability. This
transformation means that the most unsustainable activities are drastically reduced
or even eliminated, and that on the other hand others that are now weaker or non-
existent have been intensely developed. The ETR uses two instruments: it eliminates
the subsidies that are perverse for sustainability and establishes escalating taxes,
that is, they are increased annually until the goals pursued are achieved. This way
the monopolistic conception of the monetary universe is broken and is placed at
the service of achieving a set of physical sustainability goals. The escalating taxes
are maintained until a solar and materially circular economy, sustainable transport,
sustainable consumption, etc. are achieved. So it regulates the market, as the main
function attributed to it, that of defining prices, would be deeply altered. Here the
taxes will determine the main component of prices.

In addition, the ETR seeks to eliminate the tax categories that do not consider the
use of resources as an activity that should be taxed: “In the European context, tax
revenues represent over 40 % of gross domestic product. In the vast majority they are
a derived form of taxation of human effort and only a small fraction is derived from
environmental taxes (... ) and particularly of the Value Added Tax (VAT), which is
one of the worst taxes from an environmental and social point of view” (Paleocrassas
2002). This means that the use of raw materials is tax free and only labour and
profits are taxed. Both the EDSs of the EU and the Sixth Environmental Action
Programme proposed a “reform of the subsidies with a considerable negative effect
on the environment” (European Parliament and Council 2002: 5). This proposal
disappeared in the ERDS (European Council 2006: 5).

The ETR explained is an essential requirement to achieve sustainability, but
it does not, as traditional economists think, come about because environmental
taxes are the most efficient tool, but because the current tax system encourages the
destruction of the planet. But the ETR can only be successful if it is part of a planned
transformation strategy to make the productive system more sustainable, requiring
the integrated application of multiple policies. It will fail if adequate alternatives to
the activities subject to growing fiscal pressure are not offered: if business owners
do not have alternative production methods at affordable costs, if car owners do not
have an efficient collective transport system, etc.

2.2.1 Subsidies

The amount of perverse subsidies is huge and for this reason countries must reduce
them as an urgent matter: “The reduction of perverse subsidies is that of primary
importance” (Beherens 2004: 16). The IEA defines energy subsidies in general
terms as “any government action that concerns primarily the energy sector that
lowers the cost of energy production, raises the price received by energy producers
or lowers the price paid by energy consumers” (UNEP/IEA 2002: 9). The OECD
defines subsidies in a broader perspective: “any measure that keeps prices for
consumers below market levels or for producers above market levels or that reduces
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costs for consumers and producers”. This definition includes activities such as
direct payments from public budgets towards the maintenance of certain sectors,
exemptions or tax reductions, as well as rules that benefit certain economic players:
preferential introduction to certain markets, limited liability (EEA 2007: 11).

Subsidies via budgets are usually the most important. In the EU over two thirds of
transport subsidies have this origin, of which another two thirds go to roads. Among
the most usual fiscal policies are: cancellation of taxes; tax reduction. Among those
derived from regulations are: assuming most of the damage insurance costs in some
types of private companies, such as in the case of nuclear plants; the sale of public
resource extraction permits at low prices; restrictions on access to the electrical grid
or competing companies (EEA 2007: 11, 12).

In the energy sector fossil fuels and nuclear energy received the most subsidies.
Subsidies are given to prospection, extraction, consumption, research, the construc-
tion of plants, etc. Therefore, for example, in most OECD countries VAT on fossil
fuels is only applied to private homes. International agreements eliminate taxes on
hydrocarbons for aeroplanes and ferries. The countries that are introducing high
taxes on energy do not apply it, or do so with strong reductions, to energy-intensive
companies (OECD 2002a). The average electricity tariff for companies in the EU is
less than twice as low as that applied to private homes (EEB 2002: 5). One of the
most decisive subsidies is access to cheap capital. For example, in the 1980s loans
for the construction of nuclear plants had an interest of 5 % in the US, when the
official interest was 10-11 %. With this interest electricity prices should have risen
by about 40 % (Roodman 1998: 82). A comparative study of subsidies for nuclear
and wind power in the US, during the 15 years of development of the former, reaches
the conclusion that nuclear energy received 30 times more than wind energy per
kWh generated (EEA 2004: 16).

The OECD states that only 10 % of state R&D budgets go to renewable energies;
the rest goes to conventional energies (European Commission 2004a, b, c: 38).
The EEA (2002b: 18) states that in the EU, investment in R&D in the energy
sector dropped during the 1990-1998 period, but that “it is still focused on nuclear
energy”’. According to the AIE, wind energy has historically received 10 % of R&D
investment, as opposed to the 60 % for nuclear. Although this inequality is changing,
it is still enormous. A study carried out by the GAO, a US administration body,
found that, during the 2002-2007 period, nuclear energy amounted to 54 %, fossil
fuels 27 % and renewable energies 12 % (Levesque 2007). For the World Council
of Renewable Energy (WCRE 2000) the annual subsidies to conventional energies
reached in the world around $300-350 billion and the authors of the following table
have reduced it to $240 billion. However, the AIE estimates that in 2008 subsidies to
fossil fuels reached $557 billion. And a study by Bloomberg estimates the subsidies
for renewable energies at $43—46 billion, of which one-half are biofuels (BNEF
2010). That is, the former are greater than the latter by a factor greater than 13 and,
in addition, most of the subsidies for renewable energies go to the promotion of
fuels, whose impact on the environment, society and on the production of food is
increasingly evident. Chapter 13 deals with this issue.
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D. Pearce (2002) estimates that agriculture subsidies amounts to $400 billion
per year. The most important subsidies take place in fuels, phytosanitary products,
chemical fertilisers, subsidies for exports, etc. In transport, roads receive a large
majority of the subsidies. The free or subsidised use of roads and subsidies for
goods transport fuels make up most of them. In 22 countries of the OECD the
total subsidies for industry during the 1986-1989 period reached $66 billion (OECD
1997a: 20), to which we would have to add the $30 billion in subsidies for mining
(Pearce 2002). The EEA (2007: 7) estimates that in the EU road transport subsidies
reach $125 billion, of which $110 billion are for infrastructures. In addition, it
estimates at 30 billion the generic subsidies for transport. The IEA (2012) estimates
fossil fuels subsidies amounted to $523 billion in 2011, up almost 30 % on 2010 and
six times more than subsidies to renewable. Taking into account that nuclear energy
subsidies are 50—100 billion (IISD 2010), we can estimate that global total subsidies
would be at the least in the region of $1. 5 trillion.

The first step to suppress perverse subsidies is to record them, something that
has only been partially done to date due to opposition of the privileged sectors.
And this happens despite the fact that the OECD states that worldwide elimination
of direct subsidies for fossil fuels would mean a 6 % reduction in CO2 emissions
and a 0.1 % increase in economic growth (UNEP/IEA 2002: 16). The Directorate-
General for Transport and Energy published in 2002 an inventory of the public aid
given to different types of energy. Although “the abolition of such subsidies has
long been demanded” (Beherens 2004: 16), until now no government has designed
a broad plan to do it. Only some countries have been reducing them in some cases
(pesticides, coal . ..). The RSSD of the EU mandated the Commission to carry out
in 2008 an analysis of the subsidies and o ways to abolish perverse subsidies. In
2010 it had not yet published any results (Hontelez 2009).

2.2.2 Escalating Taxes

Itis important to distinguish between escalating and progressive taxes. An escalating
tax annually raises the tax burden on an activity until it is eliminated or drastically
reduced. A progressive tax is one that is raised depending on the volume of con-
sumption of a resource. Many municipalities raise the price of water as consumption
increases. The United Kingdom is the only country that has used escalating taxes
systematically. It applied them to landfills (in operation from 1998 to 2002) and in
particular to fossil fuels. The Conservative Party implemented this in 1993 and it
was intensified by the Labour Party until it was frozen in the year 2000. The initial
escalating tax was 3 %, it was then raised to 5 % and in 1997 to 6 %. The revenue
was used to reduce the social burdens of labour and to finance the health system. It
also brought environmental improvement. But public opinion rejected it due to the
growing cost of petrol and the government was forced to abolish the system when
lorry drivers brought the country to a standstill by blocking the refineries (Green
Tax Commission 2009).
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2.2.3 Some Visions of Ecological Tax Reforms

Ernest U. von Weizsicker, considered a prime reference in the defence of the ETR,
proposes a simultaneous double process to reduce subsidies and to gradually raise
the fiscal burden on unsustainable activities. These taxes would grow at an annual
rate of 5 % during approximately 40 years, until they reached a revenue of 5-10 %
of GDP, which would mean contributing 12.5-25 % to tax collection in the EU
(bearing in mind that in the EU tax revenue reaches 40 % of GDP). This author
seeks the transformation of many economic sectors (mining, the construction of
electrical energy plants, nuclear energy, the manufacture of lorries, basic chemistry,
cement plants and the manufacture of metals, etc.) through taxes on emissions,
materials and products. As a result of this fiscal pressure, “long-distance freight
transport, coalmining, non-recyclable container manufacturers, the construction of
roads and part of the chemical industry are expected to experience an economic
crisis” (Weizsicker 1994).

The European Environmental Bureau (EEB) has been developing a campaign
throughout the previous decade in favour of an RFE that has the following
objectives: to abolish anti-ecological subsidies; to increase tax collection for
environmental reasons by 10 %; and to destine it (mostly) to reducing the fiscal
load on labour (it is estimated that it could lead to a 26 % reduction) based on
distributing 50 % of the reduction between the employers’ and workers’ contribution
and the rest to incentivising nature protection activities (Maro 2007). Some authors
propose taxing quantities of total material requirements (a Material Input Tax- MIT),
but only raw materials, where “macroeconomic models for Germany have shown
that dematerialisation by means of MIT is possible without frictions in the system”
(Beherens 2004: 19).

The increased mobility of people and goods and the growing use of means of
transport with a higher impact make transport the sector that most urgently needs to
be transformed. Establishing high taxes on land would slow down the current trend
of proliferation of transport infrastructures. Escalating taxes on fossil fuels would
lead to a reduction of mobility and to a shift towards more energy-efficient forms of
transport.

2.3 Overview of the Development of an ETR

2.3.1 General Reforms

Denmark and Germany have both made attempts to advance towards an ETR very
focused on energy (although the governments called them ETRs), and the results
have coincided. In Denmark environmental tax reached 9.5 % of total revenue in
the year 2000. Apart from high taxes on fossil fuels, it contains very high taxes on
the purchase of cars, solid waste, wastewater, plastic bags and hazardous chemical
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products. The revenue allowed it to reduce taxes on labour from 27 to 25.5 % during
the period from 1994 to 2000. The reaction of the public was negative, because
they only perceived the rise in taxes. The conservative parties took advantage of the
discontent, won the elections and kept the experience on hold (2001-2008). In 2005
revenue fell to 6 % and in 2009 it was 5 %. The new government plans to continue
with the reform (Danish Ecological Council 2002). In Germany the reform took
place between 1999 and 2009. The results have been: an increase in the demand
for collective transport; sales of efficient cars greatly increased; the consumption
of fuel dropped by 17 %; fossil fuel imports dropped by 13 %; industry reduced
energy costs by 1 billion euro; etc. Public opinion also expressed its opposition to
the reform (Cottrell 2009).

2.3.2 Land Tax

Classical economists Adam Smith, David Ricardo and John Stuart Mill agreed that,
of the three factors of production (work, capital and land), land should be the most
heavily taxed. The following text by Adam Smith is enlightening: “Both ground-
rents, and the ordinary rent of land, are a species of revenue which the owner, in
many cases, enjoys without any care or attention of his own. Though a part of this
revenue should be taken from him in order to defray the expenses of the state, no
discouragement will thereby be given to any sort of industry. The annual produce
of the land and labour of the society, the real wealth and revenue of the great body
of the people, might be the same after such a tax as before. Ground-rents, and the
ordinary rent of land, are therefore, perhaps, the species of revenue which can best
bear to have a singular tax imposed upon them. Ground-rents seem, in this respect,
a more proper subject of singular taxation than even the ordinary rent of land (. ..)
Nothing can be more reasonable than that a fund owing its existence to the good
government of the state, should be subject to a special tax, or should contribute
something more than the greater part of other funds, towards the support of that
government.” (2005: 693).

In the eighteenth, and in particular the nineteenth and early twentieth centuries,
politicians who declared themselves physiocrats or who were simply influenced
by Smith’s ideas (and in the US by Henry George, a nineteenth century thinker)
decided to turn land tax into the main financial resource of their governments. In
some cases (Denmark, Japan—after the Second World War—, Taiwan, etc.) this tax
was applied at the same time as the distribution of the land of big landowners among
peasants took place. In France, the Republic that emerged after the monarchy was
abolished obtained 80 % of its income from land tax. In 1830 it was still 30 %,
and in 1980 it provided 13 % of income. In the early twentieth century, it was
applied in States that were the product of colonisation (Australia, New Zealand,
South Africa, etc.) and also in South America in States that were part of the Spanish
Empire (Argentina, Colombia, Uruguay, etc.). Today this fiscal policy is maintained
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in many cases (especially in cities) and there are some signs of its resurgence.
Between 1919 and 1986 half of the local governments of the metropolitan area of
Melbourne abolished taxes on buildings and increased land taxes. The population
density in these municipalities is 50 % higher than in the rest and even higher in the
municipalities that started earlier (Roodman 1998: 122-123).

The state of Pennsylvania allows (based on a law from 1951) separate taxes
on sites and buildings. Fifteen cities, including the capital, Harrisburg, have two
separate taxes on sites and on buildings, with the former being taxed 4-16 times
more than the latter. The capital and another town started the experience in 1913.
Between 1979 and 1980 Pittsburgh increased even more the tax on land, with the aim
of achieving the commercial revitalisation of the city centre. Washington D.C. and
many municipalities of the state of Virginia started to apply this policy in the 1990s.
All Australian states, except Victoria, tax land, although the weight of this policy
is being reduced. In 1991, 90 % of the municipalities of New Zealand taxed land.
In 1990 the Estonian government decided that the easiest tax system to apply was
that based on income from the rental of land, whose public property it had inherited
from the Soviet regime, reaching up to 95 % of its income (Roodman 1998: 124;
Smith and Nelson 1998).

The defenders of this fiscal policy claim that it has many advantages: it improves
the use of the land, it increases economic activity, it generates a high density
urbanism, it improves the sustainability and improves the redistribution of income.
Land tax does away with speculation with land by discouraging land grabbing.
There are many studies that prove that, when this policy is applied, economic
activity and employment increase. It is considered that the application land tax
has allowed turning Johannesburg (which was a mining town) into South Africa’s
economic activity hub, displacing Cape Town, despite the fact that its port is one
of the best positioned in the world. It promotes the creation of denser cities and
encourages the modernisation of buildings, which involves less use of resources
and greater labour intensity as opposed to new construction. The best distribution
of wealth takes place particularly when the price of housing is made cheaper.
Studies on the towns of Pennsylvania that apply this policy showed that 75 % of
the population pays less than before (they are the groups with the least income),
20 % remains the same and 5 % pays more. Taxes on agricultural land allow a
more intensive use of it. The ageing of the farming population, faced with the
refusal of the new generation to continue with the activity of their parents leads
to abandonment of the farms. Taxes on land forces them to sell it or rent it, allowing
young people who want to carry out this activity to do so. Last of all, factors that
improve sustainability are: reduced use of materials in the modernisation of housing
them in new constructions, the creation of dense urban planning and pressure to
abandon unproductive land, which allows the restoration (through support policies)
of the habitats that existed in these places. Despite these advantages, the power of the
landowning and construction oligarchies frequently manage to abolish or minimise
this fiscal policy (Smith and Nelson 1998: 10-12).
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3 Forecast Evolution of the ETR

In view of the analysis carried out it seems very unlikely that States will apply
an integral ETR, although it is possible that some partial measures will be
implemented: a reduction of some perverse subsidies and an increase of benefactors,
which is what is happening with renewable energies; the slow extension of land
tax; an increase of tax on some scarce resources or those with large environmental
impacts associated to their use, as is the case of coal; an increase in taxes on road
transport; etc. This forecast is based on experience. The fact that the relative weight
of environmental tax has decreased in the last decade in Europe, and that the same
has happened with land tax at a global scale (except for some cases of progress),
indicates the difficulty of advancing in the ETR. In the EU, the requirement of
unanimity to approve any fiscal change is an insurmountable obstacle for the
progress of an ETR.

However, very important elements of an ETR have started to be produced by
means of escalating prices of scarce resources. It has already happened with fossil
fuels (in particular with oil), with a large part of strategic materials (materials that
are essential for the most important technologies) and food, reflecting the growing
scarcity of land and water. The scarcities indicated will determine new price hikes
in the future. This is the result of a study by the Green Fiscal Commission (2010),
which suggests three scenarios. Scenario B1 suggests that the escalation of oil prices
(which in 2008 reached $147 per barrel of oil) continues very gently until reaching
$170 in 2020. B2 suggests a fall in the price until reaching $70 in 2020. And B3
is one in which the rise in oil prices continues rapidly until reaching $500 in 2020.
In scenarios B1 and B2 the energy goals described in Directive 20/20/20 are not
achieved, meaning that an ETR characterised by a displacement of taxes is proposed.
The study concludes that the results are very positive in the cases of fiscal reforms
and a very negative in scenario B3, due to inflation, the enormous sums of money
transferred to oil exporting countries and the ensuing crisis.
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Science and Technology for Sustainability
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In this chapter we will briefly describe some of the key aspects of a new system of
science and technology. First of all we will offer a critical vision of the dominant
paradigm, then define the bases of the paradigm of sustainability, and finish with an
analysis of the technological concepts and models that are presented as contributions
to sustainability.

1 Criticism of the Paradigm of the Current
Dominant Science and Technological Model

In recent centuries there has been an enormous development of science and technol-
ogy that has allowed us to know much more about the birth and development of life
on Earth, how nature works, genetic codes, the universe and its evolution, subatomic
physics, etc. Many technologies have brought about significant advances in the
well-being of societies, such as electricity, telecommunications, transport, some
productive technologies, etc. But there are many patent social and environmental
impacts that cause an evident reduction in our quality of life (atmospheric and
acoustic contamination, hazardous waste, the deterioration of nature, etc.), in
addition to the depletion of resources. These impacts show the unsustainability of
the dominant science and technology system.

In Chap. 1 we saw that this civilisation is the first that we could consider secular,
but it has enthroned a new god: the science-technology system, though in reality
the gods would be the scientists and technologists that develop it. The dominant
science paradigm establishes that the facts on which science acts are indisputable
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evidences and that, in order to solve the problems that arise, science applies a
rigorous methodology that determines appropriate solutions, meaning that scientific
development is free from any ethical or regulatory aspect. Different fields of science
are perfectly delimited and each science progresses without the need to co-operate
with other sciences. The development is accelerating of four scientific-technical
fields (nanotechnology, biotechnology, renewable energy capture technologies and
information and communication technologies). But the first two pose a serious threat
to life on the planet.

In addition, biotechnology also has profound repercussions on the dominant
paradigm. J. Benyus (2009) believes that “with the advent of genetic engineering,
some of us have come to fancy ourselves as gods, riding a juggernaut of technology
that will grant us independence from the natural world”. An opinion confirmed
by Allenby, though not as criticism, but as the advent of a new civilisation full
of promise. Nanotechnology, biotechnology, ICT, and applied cognitive science
“in some ways are the logical end of the chapter of history that began with the
Greeks 2,500 years ago” (Allenby 2009: 173). This author thinks that “increasingly
biodiversity becomes a product of design choice and industrial and political
imperatives (security issues, e.g.) rather than evolutionary pressures”, to the point
that as “the behaviour of biological systems increasingly becomes a function of
human dynamics and systems the more it requires an understanding of the relevant
human systems”. The outcome of this thinking is that “biotechnology makes us
‘lords of the biosphere’” (Allenby 2009: 169, 174).

The OECD and the US National Intelligence Council present a technocratic
vision, less ideological, but very optimistic too. Like in the 1950s and 1960s, when
we were told, under the slogan Atoms for Peace, that nuclear energy would provide
us with unlimited, cheap and even free energy, now a report by the US National
Intelligence Council announces “significant improvements in human quality of life
and life span [...] with accompanying prosperity and reduced tension” (Anton
et al. 2001: XI, XII). The OECD report “The Bioeconomy to 2030 declares:
“Biotechnology can increase the supply and environmental sustainability of food,
feed and fibre production, improve water quality, provide renewable energy, improve
the health of animals and people, and help maintain biodiversity by detecting
invasive species” (2009b: 8).

This optimistic vision is not tarnished, in the opinion of the authors, by their
admission that such a revolution will generate wider gaps between classes, reduce
privacy, generate cultural threats, the danger of an enormous ecological catastrophe
due to genetically modified organisms, etc. (Anton et al. 2001: xviii). Allenby (2009:
173) acknowledges that technological evolution is nearly impossible to stop, and
difficult to moderate: “technological evolution is unlikely, if not impossible to stop,
despite the efforts of many in the environmental and sustainability communities”,
and “whether and how technological systems can be moderated in the age of global
elites become important research questions”.

The development process of these technologies follows a pattern similar to that
of genetically modified organisms (GMO), agro-fuels or many developments in
nanotechnology. Companies identify technologies that maximise their profits, they
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start to make strong investments in R&D, then they carry out massive campaigns
to convince society and in some cases producers (such as farmers). Last of all,
and when social opposition grows, they put pressure on governments to establish
a regulatory framework that exempts them from the collateral effects that societies
will suffer (Wakeford 2003). On the other hand, the UCS (2009: 33, 34) declares
in an analysis on the capacity of transgenic varieties to increase production that,
“genetic engineering has delivered only minimal gains in operational yield (...)
Most yield gains are attributable to non-genetic engineering approaches”, despite
“the tremendous resources being devoted”.

Nanotechnology is the manipulation of particles (nanoparticles) (NP) smaller
than a micrometre: <0.000001 m. It is expected to have a massive application in
computers, materials science, medicine, the production and storage of energy, etc.
It is already being applied in cosmetics, clothing and sports material without any
information or monitoring. The health and Consumer Protection Directorate General
organised the “Mapping out Nano Risks” workshop which reached the following
conclusions; among others it:

* “highlighted that some engineered nanoparticles produced via nanotechnology
may have the potential to pose serious concerns”;

» “revealed that panel experts were of the unanimous opinion that the adverse
effects of NPs cannot be predicted (or derived) from the known toxicity of bulk
material”’;

* “exposed the limits that preclude a complete risk assessment today, in particular,
the present scarcity of dose-response and exposure data” (European Commission
2004c: 11).

Allenby and Rejeski (2008: 269) state that, “despite early calls for a life-cycle
approach to nanotechnology development, proactive management of emerging risks,
and the greening of the product infrastructure, little has happened”.

Despite this, the official discourse is that we are heading towards a nature-
friendly post-industrial society thanks to the dematerialising potential of tech-
nologies such as, for example, microelectronics and nanotechnology, and the
high efficiency reached in the OECD is boasted about. Respect for nature is in
contradiction with being ‘lords of the biosphere’. This self-praise about the OECD’s
efficiency does not take into account two factors: the dismantling of most of the
heavy industry within the OECD and that reality has not shown the dematerialising
role of the electronic industry. As for the first factor, we must take into account
that the OECD imports the products that it used to produce itself (steel, aluminium,
ethylene, etc.) and does not take into consideration the enormous amount of energy
that has been invested in their manufacture. The OECD acknowledges that the
effects of these structural changes are more important than the environmental
policies themselves: “In particular, the structural shifts toward services in the
OECD countries, and toward industry in developing ones, seem to have been more
important than changes in environmental policies themselves” (OECD 1997c: 37).
On the other hand, the predictions concerning the dematerialising capacity of new
technologies have not only failed to become a reality, but have caused an increase in
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the consumption of resources. Although there are cases of intensive dematerialisa-
tion (25 kg of optical fibre provide the same service in telecommunications as a ton
of copper cabling), it is subject to cycles, as a result of which materials that at one
moment are in much less demand than in the past, are later in demand again. Copper
is increasingly used due to the promotion of electrical technologies in transport, for
example. It was suggested that new telecommunications and software technologies
would drastically reduce the use of paper, and the opposite has happened. Nor has
the written press been replaced by online information and electronic trade generates
more energy consumption and packaging than conventional trade.

We are also given the example of miniaturisation in microelectronics, but the
manufacture of increasingly powerful semiconductors requires making increasingly
pure silicon wafers. This means the need for increasingly bigger treatment and ven-
tilation installations and that an increasingly higher amount of waste is generated. In
order to manufacture a 32 MB DRAM chip (that is now considered outdated) that
weighs 2 g we need 1,700 g of resources. And it is considered that the new ones
(VLSI) need more resources. This industry is one of the ones that uses the most
technical products. They use hundreds of tons of chlorine, acids, solvents, etc., and
generate enormous amounts of waste. In what is known as “Silicon Valley” (Santa
Clara Valley, California) there are more dumping sites for hazardous waste than in
any other county in the US, and the aquifers have been contaminated (Korowicz
2010: 25).

The big corporations create technological monocultures that are formed by a
dominant technological system in each field, of a planetary nature (and, therefore,
centralising and not adapted to local circumstances), capital-intensive with few
labour requirements, and unsustainable. We have an example in the case of deter-
gents. Companies design a single type that works in the case of water quality that is
the least suited for washing (producing the highest environmental impact possible),
instead of making detergents adapted to the water quality of each area and taking
into account the specific environmental impacts (Curtis 2003). The need to reach or
maintain a scientific-technical lead involves promoting rapid developments, often
with large environmental and social impacts. The new technological systems are
introduced without defining the safety limits, without any information whatsoever
about the resulting products. Achieving technological leadership is put before all
these aspects. Governments usually support this behaviour in companies: “When we
wrap up the national flag around any technology in a global race to the top, we can
quickly kill the kind of analysis that is critical to the early warning of future social
and environmental problems and systems failures” (Allenby and Rejeski 2008).

The arrogance of the scientists who defend the dominant paradigm is negated
by sciences such as physical cosmology, quantum physics, evolutionary biology
and the new field of research into conscience, which have discovered unexplainable
phenomena that undermine the solidity of the theories in vogue. Cosmology cannot
explain the amazing precision and constance of the parameters shown by the uni-
verse as it spreads through space and time. To the point that if these parameters had
been even slightly different, the universe would not have existed. Quantum physics
cannot explain why the subatomic world shows the same characteristics as the



1 Criticism of the Paradigm of the Current Dominant Science. . . 133

universe, in addition to “entanglement”, which prevents a separate analysis, and
which leads to phenomena such as when a particle, faced with an insurmountable
obstacle, disappears in front of it and reappears behind. Biology has found an
extraordinary coherence, that it is unable to explain, between the parts of a living
organism and between the latter and its environment, enabling it to adapt to it. Last
of all, it remains unexplained that certain native tribes are able to communicate using
telepathy and that some images, ideas and archetypes appear recurrently in civilisa-
tions that have not had any communication among them (Laszlo 2007: 19-33).

Faced with these phenomena, scientists established within the dominant
paradigm claim that they are anomalies that do not question the basic make-up
of the scientific system. Others state that they can only be explained from a new
paradigm of physical and life sciences. What Ervin Laszlo (2007) defines as “An
Integral Theory of Everything” (which is what Einstein sought without success).
This author describes two approaches in the words of two scientists. Cosmologist
Steven Weinberg states: “I believe that what we have found so far (an impersonal
universe which is not particularly directed to human beings) is what we are going to
continue to find. And that when we find the ultimate laws of nature they will have a
chilling, cold, impersonal quality about them”.

On the other hand, physicist David Peat states that leading researchers accept
the challenge of finding the meaning of life through science: “We are constantly
confronted by a series of overwhelming questions: What is the nature of the universe
and what is our position in it? What does the universe mean? What is its purpose?
Who are we and what is the meaning of our lives?” (Laszlo 2007: 2, 3). Scientists
like him defend risky positions by exploring other alternatives, exposing themselves
to discredit and academic marginalisation, though, as they further their knowledge,
their theories are becoming increasingly solid and the general approach is being
strengthened (Laszlo 2007: 16).

The development of science and technology is to a large extent determined by
the interests of the centres of power. The Bush period is characterised by taking this
policy to the extreme. A report by the Union of Concerned Scientists (UCS 2008: 26,
33) in the US makes this clear in a chapter entitled “Patterns of Abuse”, the thematic
index of which speaks for itself: falsification of data and fabrication of results;
selective publication of documents and the creation of false uncertainties; rigging
of scientific procedures; intimidation of and pressure on scientists; censorship and
expulsion of scientists; failure to fulfil legal mandates on the use of science when
making decisions in some cases; the creation of conflicts of interests by placing
people from private companies in charge of organisms who have interests in how
these organisms position themselves, corrupting scientific advisory commissions.
The same can be said about the behaviour of corporations. The UCS (2012: 13-30)
accuse them of “corrupting the Science”, “Shaping the Effectiveness of Federal
Agencies”, “Influencing Congress”, and “Exploiting Judicial Pathways”.

But the EU and the OECD also carry out manipulative practices. The EU has
ignored the many reports by its Joint Research Centres about the enormous impacts
of the production of agro-fuels. The OECD defends the goodness of so-called
biotechnology, without the slightest reference to the problems that some lines of
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Fig. 9.1 The rebound effect
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research generate (OECD 2008a). But its Environmental Directorate acknowledges
that globalisation inflicts pressure on the environment: “The growing extent,
intensity, and velocity of global interactions can be associated with their deepening
impact such that the effects of distant events can be highly significant elsewhere”
(OECD 2008b: 20). Though it may seem contradictory that it considers that a
reversal of globalisation will not solve the environmental problems.

To finish this section, we will focus on two aspects of technological development
that show it can only be, in the best of cases, part of the solution: the rebound
effect and planned obsolescence. Two aspects of the rebound effect are normally
distinguished, which are defined, on the one hand, as the direct or micro-rebound,
and on the other, the indirect or macro rebound. Figure 9.1 shows both effects.

The micro-rebound or direct rebound refers to the behaviours derived from a
reduction in consumption of a resource due to the higher efficiency brought about
by improved technology, which causes an increase in the consumption of this
same resource. For example, the reduction of the energy costs of a house, due
to the increased efficiency of household appliances, sets off collateral effects that
reduce its effectiveness, such as raising the average temperature of the household
heating or the number of light bulbs that are turned on. The OECD (1998: 52) states:
“If consumers spend less on these (eco-efficient) products and services, they are
likely to spend more on other goods and services, again leading to a net economic
stimulus”. It has been calculated that a 10 % improvement in the efficiency of
vehicles stimulates an increase in traffic of 1-4 %. The increased efficiency brought
by mobile telephony as opposed to classic land lines is compensated by the massive
use of mobiles. The macro-rebound or indirect rebound refers to the general and
vague effect whereby a reduction in expenditure leads to increased consumption in
other areas of the economy. Some authors estimate that the rebound effects could
reach up to 40 % of the energy saved. According to other authors, the effect of the
macro-rebound is at least 10 % and often exceeds 50 %, and the micro-rebound is
probably less than 30 % in the heating and air conditioning of houses and around
10 % in transport. All this can be observed in OECD countries (Schettkat 2009).
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So this author estimates that the rebound effect reduces by more than 50 % the
savings in resources produced by improved efficiency.

Last of all, the rapid change of products (and often of the associated technology)
is achieved by designing products with rapid obsolescence, which is a structural
feature of waste, of unsustainability. There are three types of obsolescence:

» Technical obsolescence is understood as the design of products so that they have
an increasingly shorter lifetime. Another collateral element that has the same
result is the business decision to cease to produce components, making repairs
impossible.

* Functional obsolescence happens when a new product appears on the market
that does the job better than the old one. In almost all cases, the functional
improvements are not very relevant or only affect a very small number of highly
specialised users. Most computer users are forced to frequently upgrade them
even though their use of is modest and stable. The reason is that new software
packages include more functions and require increasingly powerful computers to
run. So the change of basic technologies produces a rapid obsolescence of all the
technologies of each technological trajectory.

* Psychological obsolescence happens when fashions change. In this case func-
tionality and duration become irrelevant. This is the main cause of obsolescence
in many products: clothing, footwear, household furniture, decoration, personal
aesthetics, etc.

2 Towards a Science for Sustainability

The science of sustainability rejects the dominant paradigm and is based on another
that changes the vision of the position of the human species on Earth and in the
universe. We must get down off the pedestal from which we think we rule over
nature, which is supposedly at our service, to see ourselves as just another species:
“The core idea is that nature, imaginative by necessity, has already solved human
problems (.. .) The conscious emulation of life’s genius is a survival strategy for the
human race, a path to a sustainable future” (Benyus 2009). The development process
of the science and technology system for sustainability requires the fulfilment of the
following premises: informative transparency, democratic decision-making, geared
towards the universal satisfaction of essential needs in a sustainable way. Informa-
tive transparency means that the population receives all the relevant and summarised
information that exists in society about the problems of unsustainability, its levels
of seriousness and about the most adequate actions to solve them. The population
participates in the decision-making enriched with the flow of information. In order
to evaluate the sustainability of innovations, new production processes and new
productive systems it is necessary to contrast them with the natural model, because
nature is the measure of sustainability (Benyus 2009). First of all we will analyse
the requirements so that science is at the service of society, to then end by studying
the science of sustainability.
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The International Council for Science (ICSU), which is a non-governmental
organisation that represents 103 national organisations and 27 international organ-
isations outlines in the report “Science and Society: Rights and Responsibilities”
its vision of scientific activities in five aspects: flows of science and scientists;
the production of scientific knowledge; the speed of innovation; the government
of science and technology; the relationships between science and society. The
ICSU defends the need to guarantee “the mobility of scientists and the free flow
of science”, because “traditional threats to mobility (...) continue in many areas
of the world in the form of state discrimination against scientists and repression
of research and communications”. On the other hand, “the growth of research in
(or sponsored by) the private sector raises particular questions about the ethics of
conducting and communicating science in industry”. These problems and the fact
that “science can no longer be seen as intrinsically pure (if indeed it ever was so) but
rather as serving many masters” generate a greater concern about the fact that “peer
review (...) needs to be supplemented by additional processes that secure more
open communication and effective criticism of scientific results bearing on public
health, safety and welfare” (ICSU 2005: 12-15).

The higher speed of innovation increases its own risks. Some scientists have
reached the conclusion that we are living in a “‘risk society’, in which everyone
(...) is always to some degree at risk” (...) The growing distance between
producers and users ( . .. ) have rendered inadequate the system of regulatory check-
points through which national authorities historically control risks (ICSU 2005:
11-16). This problem is particularly serious in the case of transnational risks:
“This implies that there is a need for International institutions to participate in
identification, analysis and management of cross-border risks (.. .) resulting from
innovations in science and technology” (ICSU 2005: 16).

One scientific school of thought defines the alternative paradigm as post-
normal science, following Funtowics and Ravetz (1993). It is based on various
premises: we are immersed in complex systems; there are large knowledge gaps; the
scientific establishment is not the only source of knowledge; and scientific-technical
development is conditioned by ideological factors, and economic and political
interests. There are huge knowledge gaps, particularly regarding how nature works,
and a high level of uncertainty concerning the effects of our actions on the natural
system, on health, on future generations, on social cohesion, on the economy, etc.
In societies there is a broad plurality of values, of concerns, of desirable goals,
of different ways to achieve them and of criteria to justify actions. In addition,
science no longer appears as the sole source of knowledge. Many groups of humans
(aboriginal, peasant, fishing populations, etc.) have developed knowledge and ways
of acting (in medicine, sustainable production, biotic materials, the ability to predict
changes in the environment, etc.) that constitute a very enriching scientific heritage.
For this reason, science cannot have a monopoly on the definition of changes,
but rather all social agents are experts in different ways and in relation to the
different aspects of each problem, and are legitimised to participate in the definition
of solutions and in their application: “Citizens (as well as scientists) become
both critics and creators, providers and recipients in the knowledge production
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process” (Spangenberg and O’Connor 2003: 5). Sustainable development requires
“the incorporation of knowledge generated endogenously in particular places of the
world. This represents a great opportunity to use inputs from other forms of knowl-
edge, by exploring the practical, political an epistemological value of traditional,
local, empirical or indigenous knowledge” (Modvar and Gallopin 2005: 8). This
need is recognised at an international level: “Numerous International treaties and
agreements have recognised the need to include holders of local, indigenous and
traditional knowledge in treaty implementation” (ICSU 2005: 17).

NGOs have a growing influence on the decisions of governments and interna-
tional bodies. Their work has led the World Bank to reconsider its investment policy.
The protests of those affected by the system of dams of the Narmada river (India)
and the confirmation of its enormous environmental impacts led the WB to withdraw
its funding and to the creation of the World Commission on Dams. They were
also decisive to make Monsanto desist from selling its “Terminator” seeds, whose
degradation prevented farmers from reusing them. For these reasons ‘“bioethics
has emerged as a recognized field of study and substantial research programs on
the ethical, legal and social implications of the human genome project have been
established in many countries” (ICSU 2005: 19 and 20).

It is necessary to move away from the sealed compartments that scientific fields
have been locked into. Anyone who does research realises that in order to have
an understanding about multiple aspects of each scientific field it is necessary to
look to other sciences. This realisation leads (apart from the incursions of each
researcher into knowledge on the aspects of other sciences that affect their own
field) to the creation of transdisciplinary research groups, because only they can
offer alternatives to the complex systems that integrate social, economic, ecological
and other aspects. But always bearing in mind that societies must be consulted.
A democratic society is, among other aspects, one that is capable of deciding what
fields it considers to be more beneficial (Spangenberg and O’Connor 2003). The
CEPAL reaches the conclusion that what is needed is “the involvement of scientists
and technologists in broad processes of consultation and dialogue with relevant
stakeholders”, and states that “the change of direction was officially recognized
at the United Nations Conference on Environment and Development (...) and
reconfirmed at the World Summit on Sustainable development in Johannesburg”
(Modvar and Gallopin 2005: 9, 23). Many groups have been created to analyse
the consequences of genetic engineering and nanotechnology. Some governments
have been sensitive to such demands. In 2003 the British government organised a
public debate to evaluate the risks and advantages of transgenic foods; it created
three groups formed by experts and representatives of the public. As a result of the
debate, the government adopted a much more cautious policy. Denmark has very
successfully institutionalised the “Consensus Conferences”; participants represent
the Danish social fabric in a balanced way and receive information from experts
on the subject dealt with. Based on this they reach the broadest consensus possible,
which has a big repercussion on society and has even led to laws being passed (ICSU
2005: 17, 18).
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Most of all, the approach of post-normal science must be complemented with the
biomimetic vision of scientific-technical development. Nature has been developing
for over 3 billion years and has been capable of sustaining 30 to 100 million species
by designing a variety of much more efficient techniques than ours, that are also
perfectly sustainable. The Biomimicry Institute, created by Janine Benyus, is the
theoretical and practical reference of the vision of imitating nature. In 1998 it
popularised its theories with the book Biomimicry. Innovation Inspired by Nature,
J. Benyus states that no species that appropriates all the available resources can
survive and that this is what the human species is doing: “The most irrevocable
of these laws (the ecological laws) says that a species cannot occupy a niche that
appropriates all resources-there has to be sharing. Any species that ignores this
law winds up destroying its community to support its own expansion. Tragically,
this has been our path” (1997: 5). Biomimicry is a paradigm shift: “Biomimicry
introduces an era based not on what we can extract from organisms and their
ecosystems, but on what we can learn from them. This approach differs greatly
from bio-utilisation, which entails harvesting a product (...) It is also distinctly
different to bio-assisted technologies, which involve domesticating an organism to
accomplish a function (...) they are inspired by one idea”. Instead of using the
Earth as a source of raw materials, we should see it as a permanent and inexhaustible
source of knowledge: “Unlike the Industrial Revolution, the Biomimicry Revolution
introduces an era based not on what we can extract from nature, but on what
can learn from her”. Many civilisations have disappeared after exhausting their
resources: “The real survivors are the Earth inhabitants that have lived millions of
years without consuming their ecological capital” (Benyus 1997: 2, 9, 2009).

J. Benyus (2010: 3) describes three levels of biomimicry. The first level is “the
mimicking of natural form. For instance, you may mimic the hooks and barbules in
an owl’s feather to create a fabric”. The second level is “the mimicking of natural
processes. The owl feather self-assembles at body temperature”. The third level is
“the mimicking of natural ecosystems”.

The imitation of mature ecosystems has profound implications: “nature would be
model, measure, and mentor”’. This means:

“Nature as model. We would manufacture the way animals and plants do”.

“Nature as measure (...) we would look to nature as a standard against which to
judge the rightness of our innovations”

“In the end, I think biomimicry’s greatest legacy will be more than a stronger fibre
or a new drug. It will be gratitude, and from this, an ardent desire to protect the
genius that surrounds us” (2010: 7).

For this reason it is important that the ICSU and the IGFA (International Group
of Funding Agencies for Global Change Research, which is a forum of national
agencies with fields of research of mutual interest) have agreed to finance the Earth
System Science Partnership, “which brings together researchers from diverse fields,
and from across the globe, to undertake an integrated study of the Earth system: its
structure and functioning, the changes occurring to the system, and the implications
of those changes for global and regional sustainability” (ICSU and IGFA 2008: 5).
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All this means a radical change in the scientific paradigm and in the status of
sciences. Earth sciences must fulfil a central role when defining the problems of
unsustainability and to validate the solutions depending on their contribution to
solve the problems. And, ultimately, ecology (as the science of synthesis) should
give the final validation based on comparing the innovations with nature.

3 Towards Sustainable Technological Systems

The process of technological change is usually divided into three stages: invention
(the development of something new), innovation (the development of a product
capable of being commercialised) and diffusion (the commercialisation of the
innovation). Although the importance of basic research (the first stage) cannot be
ignored, the main obstacles are in the other two, particularly in diffusion. Even
if the innovation is very good, its diffusion cannot be taken for granted. And the
question is that, among other reasons for failure, individual technologies act within
a technological trajectory, so that diffusion can only be the product of a systemic
change.

When approaching technological transformation we must bear in mind that
we are not talking about isolated technologies, but about integrated technological
systems. Each technological system includes knowledge, productive equipment,
products and services as well as organisation and management (UNEP 2003). But
in these systems there is also a hierarchy and, in it, the highest position corresponds
to the main technologies (core technologies), that is, technologies that can be
incorporated to many products and processes (microelectronics, new materials,
new energy technologies, etc.). By technological trajectory we mean a system that
contains a vision of the world or paradigm, relationships between producers and
users, productive technologies, transport, repair, waste management, institutions
with standardised regulations, a financial regime, insurance policies, etc. (Hall and
Kerr 2003). Microprocessors, for example, are not used in isolation, but within a
system of communication, information and data processing that includes hardware
and software, cable and optic fibre networks, telecommunications satellites, the
Internet, etc. For this reason, a technological policy focused on sustainability must
direct research towards the development of new technological trajectories and
incorporate them as a whole (integrated transport, energy and other systems) and
facilitate their rapid diffusion.

Despite the fact that technological optimism is prevalent in our society, it is very
frequent that from government institutions (and in particular from the environmental
department) they insist that the prevailing system of production and consumption is
unsustainable: “Decoupling environmental degradation and resource consumption
from economic and social development requires a major reorientation of public
and private investment towards new, environmentally-friendly technologies. The
sustainable development strategy should be a catalyst for policy-makers and public
opinion in the coming years and become a driving force for institutional reform, and
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for changes in corporate and consumer behaviour” (European Commission 2001d:
2, 3). Chapter 3 of the Implementation Plan adopted by the World Summit in 2002
is dedicated to “Changing unsustainable patterns of consumption and production”,
which acknowledges that “fundamental changes in the way societies produce and
consume are indispensable for achieving global sustainable development” (United
Nations 2000: 7). The requirements of a sustainable technological system are even
often defined with notable precision. A Report by the Expert Group on Sustainable
Production commissioned by the European Commission (2001a, b, c, d, e: 7) defines
it as one which has the following characteristics: “sustainable use of renewable

99, <

resources and renewable energy”; “management of non-renewable resources, for

99,

example in closed material loop systems”; “maintenance or restoration of ecological
and environmental systems”; “minimisation of transportation needs”. But this is a
typical text of the general documents of the EU and the more specific they are, the
less relevance sustainability has (Spangenberg and O’Connor 2003). In addition, it
is still considered that technology is capable of solving by itself the problems of
unsustainability. The European Commission “Report of the Technologies Action
Plan” (2007a, b, c, d, e: 3) states: “Through appropriate measures, e. g., financial
support or regulation we can support eco-innovation and steer market forces towards

a world-leading economy that is both competitive and green”.

3.1 Overview of Some Concepts and Technologies Which
Are Placed in the Field of the Dominant Paradigm

We think that the concepts and technological groups that we analyse here are
within the dominant paradigm because they are focused on achieving incremental
improvements: reducing contaminant emissions, increasing efficiency in the use of
raw materials, increasing the use of recycled materials, etc. In addition, everything
is put at the service of economic growth.

3.1.1 Concepts
Eco-innovation

The OECD (2009c: 11) defines eco-innovation as the “production, assimilation
or exploitation of a novelty in products, production processes, services or in
management and business methods, which aims, throughout its life cycle, to prevent
or substantially reduce environmental risk, pollution and other negative impacts of
resources use (including energy use)”. The definition by Reid and Miedzinski is
similar, but includes competitiveness and the satisfaction of human needs: “The
creation of novel and competitively priced goods, processes, systems, services, and
procedures designed to satisfy human needs and provide a better quality of life
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for everyone with a whole-life-cycle minimal use of natural resources (materials
including energy and surface area) per unit output, and minimal release of toxic
substances” (Wuppertal Institute et al. 2008: 15).

Eco-innovation is an incremental, divided-up and non-systemic concept: environ-
mental improvements are sought in the productive system, but without questioning
it, as a step prior to its transformation; and it only covers the field of the so-called
environmental technologies. Despite this, the EU has launched quite a large number
of eco-innovation programmes. The most important are the Eco-design directive,
the Competitiveness and Innovation Framework Programme, the Environmental
Technologies Action Plan (ETAP), and the Directive on the energy performance of
buildings. The Eco-design directive is focused on increasing the energy efficiency
of products. The Competitiveness and Innovation Framework Programme (CIP) is
aimed at companies and has a variety of programs, among which is eco-innovation,
representing one fifth of the Programme’s funding, while the sub-programme of
Entrepreneurship and Innovation obtains around 60 % of the funding. It is estimated
that the 7th programme (the most important, by far, as regards funding) assigns
around 30 % of its budget to eco-innovation (around ten billion euro), but includes
actions (agro-fuels, agro-refineries and CO2 sequestration) that do not contribute to
sustainability. The ETAP “aims to harness their full potential to reduce pressures on
our natural resources, improve the quality of life of European citizens and stimulate
economic growth” (European Commission 2004a, b, c: 3).

But the Report by the Environmental Technologies Action Plan (2005-2006)
acknowledges that there has been little improvement, and that in order to make
a significant improvement “much greater levels of deployment and take-up of
environmental technologies are required at EU and global level (...) There is no
time for complacency” (European Commission 2007e: 5). This text is significant,
above all, because it defends the view that eco-innovation must be the rule in all
aspects of the economy, but there is no analysis of the causes that prevent such a
goal from being met.

One reason behind the poor result is the lack of coherence in the EU’s policies.
We see that the 7th Programme is far from making eco-innovation the dominant
driving force. The Directive on energy efficiency only establishes minimum effi-
ciency requirements and does not contemplate strong measures to improve the
energy efficiency of already existing buildings, despite the fact that they consume
40 % of the EU’s final energy (Wuppertal Institute et al. 2008).

Cleaner Production

The UNEP created in 1989 the cleaner production concept. It was looking for
a more general and integrated approach to the changes in productive processes
that would overcome the restrictions of the various techniques that had been used
until then, such as “waste minimisation”, “pollution prevention”, “reduction at
source”, etc. The UNEP states that the concept “offers an approach more systemic

and holistic” than eco-efficiency. And that “cleaner production is the continuous
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application of an integrated preventive environmental strategy applied to processes,
products and services to increase eco-efficiency and reduce risks for humans and the
environment”. Cleaner production includes the preservation of raw materials and
energy, the elimination of toxic or raw materials and the reduction of the amount
and impact capacity of all the emissions and waste before they are withdrawn from
the process. So we are still in the field of incremental improvements.

Eco-efficiency

The term ‘eco-efficiency’ was coined by the World Business Council for Sustainable
Development (WBCSD) in its 1992 publication ‘Changing Course’. It is based on
the concept of creating more goods and services while using fewer resources and
creating less waste and pollution (www.wbcsd.org). It soon came into vogue in the
1990s and is now very used in relation to the theory of the dematerialisation of
growth or when speaking about integrating the environmental variable in industry.
Today it is studied in universities and the UDEP and the OECD hold conferences
on the subject. It is being discussed at numerous international fora (SDC of the UN,
ISO, UDEP, OECD, WTO, etc.). But it is interpreted in very different ways, which
generates much confusion.

The WBCSD states that “eco-efficiency is achieved by the delivery of competi-
tively priced goods and services that satisfy human needs and bring quality of life,
while progressively reducing ecological impacts and resource intensity throughout
the life-cycle to a level at least in line with the Earth’s estimated carrying capacity”
(WBCSD 2000). The OECD report on “Eco-efficiency” states that this term “can be
considered as a ratio of an output divided by an input: the ‘output’ being the value
of products and services produced by a firm, a sector, or the economy as a whole,
and the ‘input’ being the sum of environmental pressures generated by a firm, sector
or economy” (OECD 1998: 15). But there are other meanings: “Some companies
and governments use the term so that it is virtually synonymous with ‘cleaner
production’ (...) Other companies have used eco-efficiency in a way that brings
new meaning, in particular emphasising the dynamics of innovation in technology
and organisation” (OECD 1998: 69).

Therefore, eco-efficiency is an indicator, a concept, a strategy for ongoing
improvement, a ratio, a management philosophy, a dynamic of innovation and a
goal. So it is a flexible concept.

But despite the conceptual confusion, eco-efficiency has various basic features:
an incremental improvement is sought in existing products, technologies and
productive systems; it is applied separately, that is, to each product or productive
process, without taking into account the existing interrelations in the productive
process; the scope of application is each company, so the interrelations that
condition individual actions are not contemplated: “Plainly put, eco-efficiency
only works to make the old, destructive system a bit less so” (McDonough and
Braungart 2002: 62). This general approach is not a substantial improvement in
relation to the traditional behaviour of industry, because companies have always
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sought to improve efficiency as a means of reducing costs. This was the aim of the
American mechanical engineer F. Taylor, who designed the “Principles of Scientific
Management” of work around 1900. His theories were applied by Henry Ford in
the automotive industry in the early twentieth century. He developed a management
creed: “You must get the most out of the power, out of material, and out of the
time” (McDonough and Braungart 2002: 51). The unique difference is “that eco-
efficiency has adopted a broader conception of the value of services and a wider
range of natural resources” (Hukkinen 2003).

3.1.2 Technologies
Environmental Technologies

For the European Commission they are “all technologies whose use is less envi-
ronmentally harmful than relevant alternatives”. And there are three types: “tech-
nologies and processes to manage pollution (. ..) less polluting and less resource-
intensive products and services, and ways to manage resources more efficiently”
(European Commission 2004a, b, c: 2). It is evident that a gradual reduction of
contamination is sought (in particular through the application of technologies to
the existing productive systems, that is, end-of-pipe technologies). Only a third
of technological investment is destined to integrated technologies (those that are
integrated in productive processes to minimise contaminant emissions and the use
of resources), as opposed to the two thirds dedicated to end-of-pipe technologies
(European Commission 2002a, b).

Environmentally Sound Technologies

It seems that the UNEP is reluctant to define what are sustainable technologies
and limits itself to describing environmentally sound technologies following the
criteria established in Chapter 34 of Agenda 21: they protect the environment,
they are less contaminant, they use resources sustainably, they recycle most of
the waste and products and manage all the waste in a more environmentally
acceptable way than the technologies they replace. It summarises it with the
following definition: “Environmentally sound technologies cover the full spectrum
of production and consumption technologies that are more environmentally sound
than the technologies for which they are substitutes”. We are still in the incremental
field. They are the stage prior to that of sustainable technologies in the process of
transition towards them. The UNEP considers that it is difficult to establish rules
that define, a priori, what technologies are sound, because this will depend on the
places of application, on the available infrastructures, on the technical training of
the workers, on the forms of use, management capacity, etc. For this reason, their
qualification can only be given after their application (UNEP 2003: 16, 17).
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3.2 Analysis of Transforming Concepts and Technologies

3.2.1 Appropriate Technologies

The appropriate technology concept was designed and applied by Schumacher
during the mid-twentieth century. In 1978 he published his most important work,
Small is Beautiful, which has been very influential, particularly in the context of a
technological transfer to less developed countries, Schumacher (1978). The UNEP
states that “the technology and associated equipment should be relatively simple
and understandable, as well as suitable for local maintenance and repair”. They are
simple, they do not require advanced training to use them, they do not depend on
complex materials that do not exist in the community (in such a way that they could
be controlled by it) and they do not produce harmful effects. They are heterogeneous
and adapted to the local culture, economy, communities and environment. In short,
they improve their socio-economic conditions and are sustainable (UNEP 2003:
18, 19).

3.2.2 Clean Technologies

This is a concept that is used in North America and defined as “a diverse range
of products, services, and processes that harness renewable materials and energy
resources, dramatically reduce the use of natural resources, and cut or eliminate
emissions and waste” (Makower and Pernick 2001: 2). The CleanEdge consultancy
states that clean technologies reduce child illness and mortality and improve abilities
to create “meaningful jobs”. In addition, it defines four main areas of application to
goods and services: transportation, energy, materials and water. The table shows the
most important technological groups in each area and represents a positive evolution
in relation to previous reports. For instance, sustainable bio-fuels appears instead of
bio-fuels. In some cases the technological categories are broader and in others they
are more precise, to show the best option. Instead of describing different renewable
energies there is the category of “Renewable Energies”. Instead of fuel cells we have
“Hydrogen Fuel Cells”. Last of all, there are new categories, such as “Smart Grid
Devices and Networks”, “Electric Rail”, “Cradle to Cradle Systems” or “Reuse and
Recycling” (Makower and Pernick 2001: 2; Permick et al. 2010:4) (Table 9.1).

3.2.3 Biomimetic Technologies

As we learn more about how nature works, the satisfaction that permeates the centres
of power and broad sections of the population concerning developed technologies is
increasingly incomprehensible, because they cannot stand up to a comparison with
similar ones of nature: “Heat, beat, and treat has become the de facto slogan of
our industrial age”. This is what happens with Kevlar, the strongest fibre we have
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Table 9.1 Top clean-tech job sectors

Energy

Renewable energy (e.g., Solar, Wind)
Energy storage
Energy conservation and efficiency
Smart gric cevices and networks

Electric transmission and gric infrastructure

Biomass and sustainable biofuels

Water

Energy-efficient desalination
UV and Reverse-0Osmosis filtration
Membranes
Drip & smart irmigation systems
Automated metering and controls

Transportation

Hybrid-electric vehicles
All-electric vehicles
Electric rail
Hydrogen fuel cells for transport
Advanced transportation infrastructure
Advanced batteries for vehicles

Materials

Biomimicry
Bio-based materials
Reuse and recycling

Green building materials
Cradle-to-cradle systems

Water recovery and capture Green chemistry

Source: Permick et al. (2010: 4)

ever made: it is manufactured based on oil derivatives, it is placed in a pressurised
chamber that contains concentrated sulphuric acid and high temperatures are applied
to it. A large amount of energy is consumed and highly toxic waste is generated.
However, spiders make a silk with water and insects, at ambient temperature and
pressure, that is much stronger and more flexible than Kevlar and five times more
resistant than steel. But, nature “can afford to follow this strategy (...)nature
manufactures its materials under life-friendly conditions — in water, at room
temperature, without harsh chemicals or high pressures” (Benyus 1997: 6, 97). It
is amazing how trees transport cubic metres of water to a height of dozens of metres
through transpiration fuelled by solar energy, mangroves desalinate seawater, leaves
capture solar energy with great efficiency, termites thermo-regulate their dwellings
through structural design, some species produce ceramics that are as hard as pearls,
the fact that bones are so light and resistant, etc. The cybernetic system of a living
being is incomparably faster and more capable of processing large amounts of
information than the most advanced human communications system. Our radars
bear no comparison with the multi-frequency system of bats. Turtles, butterflies,
birds, etc., navigate without maps. Many species build long-lasting structures with a
minimal amount of material. Bees, for example, build the cells of their honeycombs
in a way that maximises the available space, but with resistant and long-lasting walls
(Benyus 1997: 265).

As we have seen, nature “is model, measure and mentor” (Benyus 2010). To be
a mentor means being a source of inspiration. It is a model to imitate, in products,
in production processes and in environmental organisation, and the measure of what
is and what is not sustainable. For this reason, when faced with any innovation we
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must question whether it promotes life and whether it has precedents in nature. An
example of how nature is the measure of sustainability is the fact that synthetic
biology (introducing genes from certain species in others) cannot be sustainable,
because it does something that nature does not.

In truth, humanity has never ceased imitating nature. For example, in the ancient
world renewable energies were used to transport and to move devices in artisan
and manufacturing production. The industrial civilisation has also innovated by
imitating it: in air flight navigation, in sea travel, in the capturing methods of
renewable energies, etc. However, starting in the twenty-first century, biomimetic
research is becoming more intense. In 2005 the Biomimicry Institute was founded
and has developed educational programmes: the Biomimicry professional (“a 2-year
master’s equivalent programme”) and the Biomimicry Specialist (“an 8-month
program (... ) to complement the busy schedules of active professionals™) (Casey
2012). In addition, many institutes (The Land Institute, Sandia National Lab,
etc.), universities (Arizona, California Santa Barbara, Oxford, Manchester, Harvard,
Cornell, etc.) and many companies are working on the development of products
inspired by nature.

There is an enormous amount of biomimetic products that are being commer-
cialised or which are in the prior stages. The most active fields are: surfaces;
packaging; aerodynamics; robotics; energy and efficiency in the use of resources;
medical and pharmaceutical applications; architecture; etc. But only a few products
reach mass markets, except in the case of capturing renewable energies. Various
factors can explain, at least in part, such a result: the dominant paradigm; innovation
that imitates nature needs long maturing processes, thus maintaining or reaching the
lead in the competitive race requires fast innovations (Mueller 2008).

There are also some notable cases of productive processes and systemic
approaches that are inspired by nature. Green chemistry imitates nature when
it uses, as nature does, few materials and many reactive agents, the opposite of
traditional chemistry. There is significant activity in the construction of biomimetic
systems. Architecture is introducing an increasing number of biomimetic elements
(energy efficiency, solar energy capture, water recycling, etc.) but, in addition, work
is being done on a construction that imitates the natural system. The complex
of the Isthmus of Santa Catalina in Las Palmas de Gran Canaria seeks to be
self-sufficient in energy and water (through the desalination of water using a
biomimetic process). Philips is developing a self-sufficient building, whose main
feature is that the facade will be built with sensitive materials (like a membrane)
that capture air, light and energy and channel them towards the interior. The city
of Masdar, which is being built in Abu Dhabi, will use solar energy exclusively,
will recycle materials and water and transport will be electric. On the other hand,
permaculture (permanent agriculture) creates highly efficient and self-sustained
productive systems by imitating ecosystems (ECOS 2007). The field of biomimetic
technology is growing at a rapid pace. A report by the Fermmanian Business
and Economic Institute in San Diego says: “While the field is just emerging, in
15 years biomimicry could represent $300bn of US GDP and (. . . ) Globally, could
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represent about $1,000bn of GDP in 15 years” (P. Miles, Financial Times, August
12,2011). In subsequent chapters we will analyse renewable energies and industrial
ecosystems.

Last of all, nature develops extremely diverse technological systems to adapt
to the conditions of each environment and to each circumstance. This diversity
gives it resilience in the face of rapid changes. This reason we must create
infrastructures and platforms that can be used by a wide array of technologies.
Systems that, although based on universal technologies, can be adapted to each
society: “The existence of diversity and the considerable depth of knowledge about
many alternative technical options is a potential source of systemic self-renewal and
adjustment to new circumstances” (UNEP 2003: 6).
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Chapter 10
The Limits of Fossil Fuels

Keywords Fossil fuels resources * Oil scarcity * Peak oil * Energy balance ¢
Extra-geological limiting factors

Energy has determined the development and the survival or death of civilisations.
The industrial civilisation has been built thanks to fossil fuels, and in particular, to
oil, due to its high energy density and the ease with which it is extracted, handled
and transported, in addition to being the raw material for an immensely wide range
of products. The use of fossil fuels meant a quantum leap in the availability of
energy. It is estimated that a barrel of oil (159 1) contains energy equivalent to
25,000 h of human labour. Price estimated in 1995 that the energy used equalled
around 50 slaves per person (Gowdy 2006). According to the International Energy
Agency (IEA 2008), the consumption of fossil fuels account for 82 % of all global
primary energy, broken down as follows: oil (35 %), natural gas (21 %), coal (26 %).
Oil is used in transport (70 %), in electricity production (10 %) and the rest in
petrochemicals. Natural gas is used especially in electricity production, heating and
in industry. Coal is used, above all, for electricity production and ironworks. The
increases in average annual consumption have been 2.2 % (gas), 1.8 % and coal
that, after being stagnant in the 1990s, during the next decade grew at a rate of
4.8 %.

In this chapter I analyse the factors that determine the limits of fossil fuels, the
current and future development of their respective offers, focusing in particular on
oil and to a lesser extent on natural gas. Lastly, I briefly analyse the effect of a
scarcity of fossil fuels on climate change. And although in the graphs the term
production appears, out of respect to their authors, in the texts I will apply the term
extraction, as it is the closest to reality.
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1 Peak Oil

1.1 Reserves

Included are: crude oil (which is oil obtained directly and of which there are
very different qualities); condensate (oil which is the result of the spontaneous
condensation of raw natural gas associated with oil); liquid natural gas, which is
obtained at raw gas separating plants and is formed by propane, butane, pentanes,
etc.; extra-heavy crude oil (particularly in Venezuela) from which the lighter
elements of crude oil do not exist, though intermediate and a large amount of heavy
components do; bitumen from bituminous sands (mainly in Canada) and bituminous
shale; fuels obtained from coal; agro fuels; etc. Oil reserves have been classified as
conventional and non-conventional. The former is light, with scarce sulphur content
and is extracted from easily accessible areas. Non-conventional oil is that which
has, at least, some of the following features: high density, high content in sulphur
and/or heavy metals and difficult access. However, the IEA only includes in the
non-conventional chapter the fuels that are not oil: liquid natural gas; bitumen; fuels
based on coal; agro fuels, etc. Last of all, an important number of authors is in favour
of counting the different types of fuels as “all liquid fuels”. In this text I will use the
classification of the IEA.

Despite the lack of reliable data, most studies reach the conclusion that the
reserves of conventional oil in place are in the region of 2000 Giga barrels (Gb).
The report “Global 20007, published in 1980 on the orders of president Carter,
which is the most exhaustive one to be carried out, estimates the oil in place
at 2,100 Gb. Another study called World Oil Supply 1929-2050 and carried out
by Petroconsultants in 1995 (which analysed the existing 10,000 oilfields) totally
coincides with the previous report by the Association for the Study of Peak Oil
(ASPO), an international organisation dedicated to studying peak oil and to raising
awareness in governments and societies about the problem, and makes the lowest
estimate: 1,900 Gb. The average estimate of 65 consultants, oil companies and other
entities is slightly less than 2,000 Gb. On the other hand, a study carried out in
the year 2000 by the US Geological Survey (USGS) estimates the conventional
oil in place at 3,300 Gb, which, along with other also excessive estimates of non-
conventional oil, allows it to state that there will be no supply problems until after
2030. The difference between both estimates is more important than what may seem
at first sight because, as we have already consumed around 1,000 Gb, the second
estimate is over twice the remaining amount than the first. This study is being
discredited because the current rate of discoveries is one-quarter of that predicted.
As a result, the USGS reduced its estimates by 500 Gb in 2007 (ASPO Newsletter
2003, December; Zittel and Schindler 2003, 2004; IEA 2008).

Figure 10.1 shows the decline in new discoveries of conventional oil within a
context of increasing consumption. The curve of new discoveries reached its peak
in 1964, as shown by the graph, and now has a downward trend of around 5 %
per year. Since the late 1970s (period during which the North Sea oil province and
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Fig. 10.1 Oil growing gap between discoveries and production (Source: N. Hagens 2011)

the massive oilfields in the Bay of Prudhoe in Alaska and the Cantarell in Mexico
were discovered) no oilfields of this type have been discovered and the massive ones
found tend to zero.

The new main sources of oil come from: deepwater sources (>500 m.);
bituminous sands; the Arctic Pole; and extra-heavy crude oil. The extraction of
very heavy crude oil is more similar to mining than to the typical extraction of
crude oil. Its extraction is very slow and it later goes through a complex industrial
process. Only half of the bitumen from bituminous sands is processed and turned
into synthetic oil (synfuel). In the process around 10 % of the original product is lost
(Schindler et al. 2008: 7 and 8). Deepwater oil is the most important new resource
(estimated at 7-8 % of global reserves), but it will have a short lifetime (once the
peak is reached, the oilfields lose capacity at an annual rate of 6-12 %). And due
to the enormous risk of accidents in ultra-deepwater drilling (>1,500 m.), due to its
extreme conditions, it should be banned by governments. ASPO estimates at 525 Gb
the amount of non-conventional oil in place. It breaks it down as follows: heavy
(226 Gb), including heavy crude oil and bituminous sands; deepwater (89 Gb); polar
(52 Gb); and liquefied gas (156 Gb). And rounds it up with 2 Gb to reach the total.
But it approaches another limitation: net energy. An increasing amount of energy is
required for the extraction process (ASPO Newsletter, 2009 April; Bukold 2010).

1.2 The Main Agents

1.2.1 Private Companies

Up until the 1960s, seven companies (until the United States antitrust legislation
forced the division of American monopolies) controlled oil supplies through the
International Petroleum Cartel (IPC). They shared the market among themselves
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using a quota system. They later ceased controlling prices, due to the nationalisation
of oil in the Persian Gulf (which took place in the 1970s) and to the disappearance of
the Cartel. In addition, they were forced to search for oil in increasingly inhospitable
areas, although their situation was relieved with the extraction of oil from the North
Sea, which started that same decade. But the decline of this oil from the year
2000 and the nationalisations that are taking place, particularly in Russia and South
America, mean that their situation is increasingly precarious. It is estimated that
private companies control less than 20 % of global oil reserves (with Exxon, the
largest private company, in 17th place) and this percentage is falling (Baker Institute
Policy Report, 2008, Number 37).

Given the decline in reserves, companies increase their investments destined to
buying other businesses (BP absorbed Amoco and Arco, Exxon took over Mobil,
Chevron purchased Texaco and Unocal, etc.) and to increasing their reserves of
natural gas (Shell’s strategy focuses on this). As their reserves dwindle, companies
multiply their ploys to hide the real data. The estimation of companies’ reserves does
not distinguish between oil discovered and that of the companies that are absorbed.
And as their typical behaviour is to absorb other companies, most new reserves
come from this policy. In addition, they declare their estimates of new oilfields as an
increase in reserves, even if they do not yet know whether these new oilfields will
be profitable. Last of all, they provide joint statistics of crude oil and natural gas
reserves in barrel of oil equivalents (Rodrigue 2008).

1.2.2 OPEC

In 1960 Venezuela, Iran, Iraq, Saudi Arabia (SA) and Kuwait created the Organ-
isation of the Petroleum Exporting Countries (OPEC) to increase profits, the
distribution of which was imposed by the above mentioned IPC But in the 1970s
many countries started a nationalisation process (Libya, 1971; Iraq, 1972; Iran,
1973; Venezuela, 1975; Saudi Arabia (SA), 1979). From then on the OPEC sought
to fix prices by complementing the supply of private companies and that of
non-OPEC exporting countries. Member countries had supply quotas depending
on the reserves they were estimated to have and the OPEC increased or reduced
them proportionately to maintain the prices it deemed adequate. And during the
period from 1974 to 1978 the OPEC managed to control prices. But it later lost this
capacity and the usual situation is of a lack of control, due to: the war between Iran
and Iraq; internal disagreements about quotas; Saudi Arabia has been exceeding its
quota, based on an agreement with the US to maintain low prices in exchange for
military protection. But since 2004 it started to extract at full capacity to satisfy
a growing demand, but as it was not successful, there was an escalation of prices
between 2002 and 2008. For this reason it ceased controlling prices. Last of all, the
OPEC is formed by the exporting countries from the Persian Gulf, Algeria, Libya,
Angola, Nigeria, Venezuela and Ecuador (Rodrigue 2008).
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Fig. 10.2 Total liquid fuels (Source: Tverberg 2013)

1.3  Supply

The gigantic oilfields that have satisfied most of the demand are running out and
the new ones are incapable of replacing them. 70 % of the oil is from oilfields that
are over 30 years old. Around 120 oilfields, with a pumping capacity higher than
100,000 b/day each, supply 50 % of the oil. 70,000 oilfields complete the other half
of the demand. This indicates that the new oilfields are increasingly smaller and are
depleted faster. The 20 biggest oilfields provide 27 % of the global supply and have
an average life of 50 years. Of these, four are at the maximum pumping capacity
stage and the rest at different subsequent stages (with extraction rates between 85 %
of the maximum and less than 50 %). Figure 10.2 shows the evolution of the supply
of all liquid fuels during the 1997-2011 period. There were the following phases:
intense growth until 2005; stagnation until 2007; a small and brief rise in early
2008; a reduction of 3—4 Mb/day of more condensate crude oil (done by the OPEC
to adjust it to demand); recovery in 2010 of 2, 3 Mb/day; and, last of all, a rise in the
offer of all liquid fuels. Despite this, the supply has spent 7 years on an oscillating
plateau (4/—5 %) (Foucher 2011; IEA 2010a).

However, the previous oscillation is much lower, because the graph is built
accumulating different fuels with unequal energy power. The energy power of liquid
natural gas (which is the main non-conventional contribution) and of agro-fuels, etc.,
is just 65 % of the crude oil. Even applying a potential of 70 %, as is the case in
Fig. 10.3, results in an almost flat supply curve (Staniford 2012).

In the next section we will see that exports fall, due to the growing domestic
consumption of exporting countries. But there is another factor in the reduction of
available oil: the net energy obtained, that is, the energy obtainedafter subtracting
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Fig. 10.3 Supply in millions of barrels of oil equivalent (Source: Staniford 2012)

the energy invested. In 1950, they could obtain 100 barrels investing one. Now they
only obtain 15 barrels and in the case of bituminous sands the ratio is 5/1 (Hirsch
et al. 2010: 141).

1.4 Demand

Average global demand during the 27 years before 2008 grew by 2.0 % a year.
But in 2008 it dropped by 0.3 Mb/day and in 2009 by 2.5 Mb/day. The IEA
predicts that demand will increase at an annual rate of 1.2 Mb/day, as will the
increase in supply. But this demand will only be 50 % of the total demand for fuel
in 2050, where the rest will be hydrogen, agro-fuels, etc. This forecast is due to
the fact that oil exporting countries and emerging countries are greatly increasing
their consumption, due to their high economic growth and to subsidised petrol. In
the Persian Gulf countries there are additional factors: the proliferation of energy-
intensive industries and a high birth rate. China has been responsible for over 50 %
of the increase in demand during the 2003-2008 period. The IEA forecasts that 93 %
of the increase in future demand will take place in Non-OECD countries (except in
former USSR countries) and that China will absorb 37 % of all the increase in
demand, going from a market share of 17 % in 2010 to 22 %. The Persian Gulf
countries will have the highest increase in demand (IEA 2010a, b, c).

On the other hand, the drop in demand in the OECD started in 2005 and
worsened in 2008 (—1.87 Mb/day, due to the crisis and the energy policies of the
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Fig. 10.5 Consumption of primary energy by sector and region forecast by the IEA, 2009-2035
(Source: IEA 2010a, b, ¢, New Policy Scenario)

EU, Japan, etc.). In 2009 the strong downward trend continued, although this trend
has later slowed down a little. Figure 10.4 shows the diverging consumption trends
indicated.

The IEA (2010a, b, c¢) forecasts that the demand of the OECD will fall by
6 Mb/day between 2010 and 2035 (which means an annual reduction rate of 0.6 %,
where transport is the sector with the biggest drop), as shown in Fig. 10.5. The
reduction rates among OECD countries vary substantially. In Japan it would be
1.3 % (going from a consumption of 4.1 Mb/day in 2009 to 2.9 Mb/day in 2035); in
Europe it would be 0.9 % (going from 12.7 to 10.4 Mb/day); and in the US 0.8 %.
The last chapter of consumption corresponds to interregional transport.
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The stagnation of the offer worsens the supply problem, because the domestic
consumption of the exporters grows considerably and as a result the amount of
oil exported falls, as indicated in Fig. 10.6. The exports of the 33 countries that
pump over 100,000 b/day have increased consumption from 16 % of the global total
to 17.5 % in the last 5 years (Brown 2010). The falling amount of oil exported
(around 3 Mb/day since 2005) has not prevented emerging importing countries
from escalating their consumption, above all due to the reduced consumption of the
OECD countries mentioned. The Fig. 10.6 shows the drop in exports until 2010
and the future trend forecast, taking into account the main exporting countries.
The author extrapolates the past trend until 2020 and, in addition, establishes the
hypothesis that the supply of oil will fall at an annual rate of 1 % and that China and
India will continue to increase their imports. The result is that the rest of the world
will go from importing around 35 Mb/day in 2010 to little over 20 Mb/day in 2020.

1.5 Prices

The setting of oil prices in the Persian Gulf went through three phases, which have
been decisive in the evolution of the world: the period of cartelisation and colonial
concessions (1901-1950); the transition period (1950-1972); and the globalisation
phase (since the mid-1970s). In the first phase, Great Britain distributed concessions
(long-term, 50 years or more, in uniform terms) among the seven companies
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Fig. 10.7 World oil supply (crude and condensate) and prices (Source: Tverberg 2011, www.
theoildrum.com/node/8268)

that dominated the sector. These companies defined the prices and distributed the
market among themselves by means of quotas through the IPC mentioned. During
the second part the decolonisation process took place and the IPC imposed the
distribution of profits among companies and States at 50 %. In 1960 the OPEC was
created with the aim of fighting against this distribution. The third period meant the
nationalisation of oil in the Persian Gulf, the conversion of the OPEC into a potential
supply oligopoly and the disappearance of the IPC (Bina 2009).

From 2002 there was an escalation in prices that worsened during the 2004-
2008 period, in a context of high volatility. That is due to the fact that there
are many factors that make prices fluctuate: economic growth forecasts; stock
variations; seasonal consumption variations; reduced extraction capacity due to
political reasons (wars, sabotage, strikes, etc.) or to the effect of climate phenomena;
etc. But only the growing discrepancy between supply and demand explains the
exceptional upward trend of prices during the 2004-2008 period, which ended in
July 2008 with a price of 147$ per barrel (159 1) at the New York stock exchange.
Figure 10.7 shows a clear correlation between the stagnation of the supply (OPEC
and non-OPEC countries) from 2005 and the escalation of prices, despite the
collapse of prices from late 2008 to early 2009. Goldman Sachs and J.P. Morgan
were right in 2010 when they predicted that in 2011 the 100$/b threshold would
be surpassed (it was the year with the highest average price since 1864) and that
the escalation would continue in 2012 (www.bloomberg.com; Financial Times,
November 27).

Regarding the future, there is a very widespread agreement among experts that
oil prices will continue to rise. F. Birol, Chief Economist at the IEA, states that “we
must be prepared to see very turbulent markets and high prices” (Schneider 2009).
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Fig. 10.8 Hubbert’s theoretical curves of discoveries and the extraction of oil (Source:
J. McManus (2011) in comments on S. Foucher’s article, www.theoildrum.com/node/7785)

1.6 Peak

The exhaustion of any resource depends on two factors: the existing reserves and
the rate of consumption. But the geology of fossil fuels (and in particular oil) adds
an additional factor: the rate of extraction. There are many factors that obstruct the
extraction of oil: it sits in the crevices in rocks, impregnating sands and porous
rocks; oilfields lose the initial pressure, meaning the oil has to be forced out,
injecting water or gases; an increasingly heavy remnant is left; etc. These difficulties
determine: that the rate of extraction reaches a peak and that, from that moment on,
it irreversibly declines (Fig. 10.8).

The studies by M. K. Hubbert (petroleum geologist from the mid-twentieth
century) and decades of studying the behaviour of oil-rich countries show that the
curves of oilfield discoveries and extraction rates are bell-shaped. And a few decades
after the first curve reaches its peak the second one does too (and corresponds
approximately to a consumption of half of the reserves) and pumping starts to
decline until the oilfield is depleted. The peak is reached because a decreasing rate
of new discoveries and rising consumption inexorably lead to the point where the
oil discovered is less than that consumed. So consumption increasingly depends on
reserves. The global peak of conventional oil discoveries happened in 1964 and the
disparity between the oil discovered and that consumed started in 1981. Hubbert
correctly predicted in the mid 1950s that in the US the peak would be reached in
1970 (Hemmingsen 2010).

A variety of methods are used to calculate the moment the peak is reached,
but here I will only explain the two most frequent ones: by estimating the future
extraction capacity of the main oil-rich countries; and by estimating the rate
of exhaustion of all the oilfields being exploited, the existing projects for new
oilfields and those predicted to be found (Hemmingsen 2010). Following the first
method, I make a separate estimate of the future supply of the main OPEC and
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non-OPEC countries. The pumping capacity of most OPEC countries is in slow
decline or stagnant (Iran, Kuwait, UAE, Libya, Venezuela, Ecuador, etc.). Only a
few have a significant capacity to increase extraction (Angola, Nigeria and Iraq).
The latter is the only country in the area that has the potential to greatly increase
its extraction. Some state that it has an extraction potential of 6 Mb/day, but more
reliable analysts place it at 3—4 Mb/day. But the IEA expects Iraq to maintain its
current capacity until 2015, due to political instability. Nigeria pumps 2.0 Mb/day
of oil, but it could reach 2.5 Mb/day, without civil war. It is considered to have a
future potential of 3.5 Mb/day, but for a very short period of time. Angola extracts
2.0 Mb/day and can reach 3.0 Mb/day, maintaining this level for quite a long time.
There is widespread debate about the capacity of Saudi Arabia (SA). In recent years
it has pumped around 10.5 Mb/day and the official discourse is that it will raise it to
12 Mb/day, although it could reach 15 Mb/day. But many analysts consider that it
can only maintain the first level, and during a short period of time. The global result
of the OPEC is that, after reaching its highest level at the end of the previous decade
(34 Mb/day), it will maintain it for a few years. It will then decline slowly before
accelerating after 2020 (Koppelaar 2010a April; Eriksen 2009).

The scenario for non-OPEC countries is worse. Extractions from the North Sea
are falling at a rapid rate. Norway is going from 3.4 Mb/day in 2004 to 2.2 Mb/day
in 2010. Mexico went from 3.9 Mb/day in 2004 to 2.9 Mb/day in 2008, due to
the rapid decline of its Cantarell oilfield. Brazil raised its capacity of 1.5 in 2005
to 2.0 Mb/day in 2010, an insufficient amount to satisfy its domestic demand. But
it is discovering important oilfields at enormous depth in the sea, although their
exploitation is being delayed due to the big technical problems they face. Canada
maintained the same capacity between 2007 and 2010, compensating the decline of
conventional oil with that from tar sands. In 2006, the latter yielded 1.2 Mb/day and
some people estimate that they could reach 5 Mb/day. But other authors reduce that
amount to 2 Mb/day. Last of all, of particular importance is the behaviour of Russia,
because between 2000 and 2008 it increased its pumping from 6 to 10 Mb/day and
satisfied 40 % of the new global demand. In 2010 it pumped 10.4 Mb/day, though
this figure is expected to drop soon. The total supply of these countries is stagnant,
but it is expected to decline soon (Koppelaar 2010b; Chaykovskaya 2010).

In the second method the future supply capacity is calculated, based on an
estimate of new projects and the rate of depletion of existing oilfields. But there
is no agreement on this rate. A referential analysis of peak oil is the Wiki
Oil Megaprojects (WOM) study, which is a collaboration of The Oil Drum and
Wikipedia to offer information on large oil projects and to contrast the supply
that they will provide with the depletion rate. Its premises are: depletion rate of
3.6 %, which the authors themselves consider to be conservative (the IEA places
it at 4.4 %), because “there is great uncertainty about this rate, as it represents
the average of tens of thousands of small oilfields and several hundred gigantic
oilfields” (Foucher and Border 2011); the study’s projection is short: 2015. The
authors consider that longer-term studies are not reliable. The graph in Fig. 10.9
shows the oil supplies of the megaprojects from the OPEC(minus Iraq), from Iraq
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Fig. 10.9 Gross new capacity additions per annum from conventional oil megaprojects (Source:
Foucher 2011, www.theoildrum.com/node/7785)

and from the tar sands in Canada. However, deepwater oil, which is the main factor
for the increase in extractions, in particular in the Non-OPEC group, does not figure
explicitly. The result is that from 2011 the net supply of oil decreases (Foucher and
Border 2011).

Based on the different methods, a numerous and growing group of experts
estimate that the peak has already happened or will happen during the first half of
this decade. When the supply plateau started in 2005 some analysts identified it with
the peak. Among them are al Husseini, Bakhtiari (both presidents of exploration and
development until their retirement at ARAMCO and NIOC, national companies of
SA and Iran), the World Energy Group, etc. But others considered that the rise
(temporary) to 85.5 Mb/day in 2008 was the peak. As the plateau continues to
oscillate, there is an ever-growing agreement (as shown by the ASPO USA 2010
conference) that the plateau is the peak and that the decline is soon to come. A study
carried out by the German army states that we have possibly arrived at the peak.
Although other experts consider that the peak will be reached in the next few years.
Two reports by the Pentagon (2008, 2010: 28,29) predict that “a severe energy
crunch is inevitable without a massive expansion of production”, because “by 2012,
surplus oil production capacity could entirely disappear, and as early as 2015, the
shortfall in output could reach nearly 10 Mb/day” (Eriksen 2009; Petroleum Review,
October 2009; CGAT 2010).

There are also other estimates that put back the date of peak oil. C. de Margerie
(president of Total) has expressed doubts that 90 Mb/day can be reached (ASPO
Newsletter, 2008, March). In 2008 Chatham House, a reputed British think tank,
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published a study that predicted a shortage in oil in 5-10 years. A group of British
transnational companies issued a report in which they predicted the peak by
2011-2012 and in 2010 another where they slightly put back the date of peak
oil (due to the crisis): between 2012 and 2015. The BGR (the German Federal
Institute for Geosciences and Natural Resources) and the World Energy Council
(WEC) put the peak at 90—100 Mb/day (Petroleum Review, October 2009; IPTOES
2008, 2010a).

Last of all, the IEA constantly contradicts itself. It publishes reports in which
peak oil appears in the medium to long-term. But with each annual report it comes
closer to reality. The WEO2004 put the peak at 121 Mb/day. The WEO2008
lowered it to 104 Mb/day and the WEO2010 puts it at 99 Mb/day. But these
data do not coincide with the dramatic tone of the reports. The WEO2008 states:
“The world’s energy system is at a crossroads. Current global trends in energy
supply and consumption are patently unsustainable (...) The time to act is now”.
The WEO2010 states that “the energy world faces unprecedented uncertainty”” and
wonders whether peak oil will “be a guest or the spectre at the feast”. The reason
behind the contradictions is that it has a clear idea of the seriousness of the situation,
but must issue optimistic reports to avoid upsetting the US (Macalister 2009; IEA
2008, 2010a, b, c).

1.7 Extra-Geological Limiting Factors

Up until now I have focused on the geology of oil, but the extraction capacity is
limited by many extra-geological factors: economic, environmental, technological
and political, which can reduce exploitable reserves, increase them or delay their
exploitation. The high costs of extracting and transporting oil or gas from a deposit
can prevent its development. There is a close correlation between the rise in sea
temperatures and the severity of hurricanes (which has duplicated since the 1970s).
Most of the hurricanes that have damaged (sometimes irreversibly) oil exploitation
sites in the Gulf of Mexico have occurred during this century. Hurricanes Katrina
and Rita permanently reduced extraction capacity by 0.255 Mb/day (Rubin and
Buchanan 2008a). On the other hand, global warming will make it possible to
explore the Arctic region as it melts. But there is growing alarm concerning the
predictable environmental impacts of exploiting the Arctic region and very deep
waters. The Horizon rig oil spill (from the Macondo field) in the Gulf of Mexico
caused the biggest environmental disaster ever to happen in the US and has shown
the enormous problems brought by this type of installation: the inability of the
US to carry out acceptable supervision; the use of untested new technologies; etc.
S. Bukold (2010) requests that installations greater than 1,500 m. are forbidden,
because the spills cannot be controlled. But we know that “Macondo will increase
deepwater drilling and development costs and delay projects, as yet there is no way
to quantify this” (IPTOES 2010b).
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As tension mounts concerning the distribution of oil, the frequency of armed
conflicts increases. These have a limiting effect on reserves. When the US attacked
Iraqi troops in Kuwait, they retreated and set fire to many oilfields, which burned
for months. Attacks against oil pipelines are another example of the destruction of
resources. There are systematic attacks in Iraq, Mexico and Nigeria. Lacking the
capacity to invest due to wars (Iraq and Nigeria) or being subjected to an economic
embargo (Iran) decreases the exploitation capacity (Bermejo 2008: 115-125).

On the other hand, the oil nationalisation process, which is unstoppable, leads
to a national debate on what the extraction reduction rate should be to lengthen
the lifespan of resources. A phenomenon known as resource nationalism. This is
particularly relevant in countries with a small population and plentiful resources
(such as Canada or Norway). And the conclusion is usually to lengthen their
lifespan. The Norwegian parliament refuses to increase the rate of gas extraction.
The king of SA has made many declarations concerning the need to limit extraction
to satisfy future needs (www.peakoil.net; www.thegulfonline.com). Technological
development has offered the possibility of exploiting reserves that were initially
unrecoverable, as is the case with deepwater reservoirs. No-one disputes this fact.
But there is a debate about whether technological development is allowing an
increase in the amount of recoverable oil in oilfields being exploited. Although
many state this, the most important geologists consider that all they manage is to
extract the same amount of oil, but at a faster rate, thus accelerating the depletion
of resources. Others consider that they increase the rate of extraction, but only
during the final extraction phase. But in most new oilfield projects there are long
delays before their commercial exploitation. Thunder Horse (Gulf of Mexico)
started production in 2008, 4 years behind schedule. It was planned that Kashagan
(Kazakhstan) would be operative in 2005, but it is being delayed and the latest
prediction is that it will start operating in 2012-2013. Of the 32 new oilfield or
existing oilfield expansion projects that were supposed to begin operating in 2006,
only 12 managed to do so. The main reason for the delays is that the technology is
not up to the new challenges (Konyrova 2008).

2 Peak Natural Gas

Like in the case of oil, we also find that there is conventional gas and unconventional
gas (from coal and slate deposits, etc.). Conventional natural gas is found in deposits
on its own or in combination with oil. It is considered that 9 % is consumed
in the extraction, treatment and transport. In addition, a lot is wasted. When oil
reservoirs lose pressure, they emit light hydrocarbons, formed by natural and liquid
gas (liquid natural gas). These are recovered (condensate) in plants and the natural
gas is injected into the reservoir to maintain pressure or it is burned at the site. This
happens in particular in Nigeria and in Russian oilfields. The World Bank estimates
that 150,000 m* of gas are burned annually around the world, the equivalent of 30 %
of Europe’s consumption and 5.5 % of global consumption. This squandering of gas
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Fig. 10.10 Proven reserves, production and consumption by regions (Source: Kobayashi 2010: 3)

is because oil is the priority as it is more expensive. In addition, gas is used to extract
ultra-heavy and tar sand oil. Conventional gas reserves are concentrated in a small
number of countries and deposits. The three main gas producing countries (Russia,
Iran and Qatar) have 56 % of the world’s conventional reserves. A few massive
deposits hold a large portion of the reserves. The largest gas deposit contains
15 % (North Dome, shared by Qatar and Iran) of the total reserves. Ghawar, the
largest oil reservoir, only provides 8 % of the total. Figure 10.10 highlights the
enormous discrepancy between reserves and consumption in North America and
Europe (Gobierno Federal de México 2008: 24; Tverberg 2009a).

Like in the case of oil, we find a peak in new discoveries and the extraction
of gas. In Fig. 10.11 we see that new discoveries of conventional gas took place
in the 1960s and 1970s, the latter being the decade when the discoveries peaked.
From the peak onwards the number of new discoveries plummeted. And since the
year 2000, the amount of gas consumed exceeds that discovered and the difference
continues to grow. Due to the high fluidity of natural gas, the extraction curve of
a typical reservoir presents upon starting production a very steep curve, then a
plateau, the length of which is determined by the transport limitation imposed by the
diameter of the oil pipelines and the reserves of the reservoir. But when the plateau
ends extraction rates plummet. Governments never plan for the phase of decline,
which generates supply problems, because building the necessary infrastructures
(gas pipelines or re-gassing plants) for importing gas is expensive and takes a long
time (Bermejo 2008: 97).

Global consumption of gas has been growing by 2.2 % a year, but due to the
crisis in 2009, it fell by 3 %. It is mainly used for electricity generation, heating
buildings and in industry. Europe-Eurasia, North America and the Asia-Pacific
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Fig. 10.11 New discoveries in billions of cubic metres (Source: http://en.wikipedia.org/Wiki/
Peak_natural_gas)

region consume 82.3 % of the total gas. The US consumes 26 % and Russia 15 %
approximately. In its annual Natural Gas Market Review reports prior to the crisis,
the IEA had been alerting of the inability to satisfy demand in the near future.
The cause put forward, as with oil, is that investment in the development of new
reservoirs is far lower than what is necessary to satisfy the demand. But it has
changed its tone by sharing the optimism that the US government has concerning
shale gas. In the WEO2010 it predicts that consumption will grow at an annual rate
of 1.4 %, meaning that in 2035 it will have increased by 44 %, with unconventional
gas providing 35 % of the total. Consumption in China will grow at a rate of 6 %
and will absorb 1/5 of the new demand (IEA 2009, 2010a, b, c).

So it is appropriate to analyse unconventional gas and, above all, shale gas,
but focusing on the US as it is the country leading the way. The US reached the
conventional gas peak in 1973, after that extractions plateaued for a number of
years and now they are plummeting. Prices rocketed, which made the exploitation of
shale gas possible thanks to the development of hydraulic fracking technology. As
is usual in these cases, companies exaggerate the importance of this to obtain new
investments and governments use the good news to score political points. But these
phenomena end when the exaggerated expectations are not met. Although it has
compensated for the decline of conventional gas and meets the increased demand,
imports are at the same level.

The development of shale gas faces many problems, despite the fact that the best
deposits are being exploited. The exploitable area of a deposit is reduced to less than
10 % of the surface and can be much less if the authorities establish exclusion zones
to protect aquifers (Berman and Pittinger 2011). During the first year the extraction
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rate plummets by 63—-85 %. The environmental impacts are huge: “An unavoidable
impact of shale gas (. ..) is a high land occupation due to drilling pads, parking and
manoeuvring areas for trucks, equipment, gas processing and transporting facilities
as well as access roads and transport facilities. Major possible impacts are air
emissions of pollutants, groundwater contamination due to uncontrolled waste water
discharge (...) Fugitive Methane emissions from hydraulic fracturing processes
can have a huge impact on greenhouse gas balance” (WI-LBST 2011: 10). For this
reason Quebec, France, Poland, Bulgaria, South Africa, North Rhine-Westphalia,
several Australian provinces, etc., have forbidden this technique (Nikiforuk 2012).

Some reports are starting to be published that contradict the optimistic predic-
tions. According to the US Potential Gas Committee, the exploitable reserves of
shale gas are equal to the consumption of just 7 years. A study by the Massachusetts
Institute of Technology (MIT) states that the supply of shale gas in the US will
stagnate by the middle of this decade. The US Energy Information Administration
states that shale gas will only modestly raise gas supplies between 2011 and 2035
(Coob 2011). In the US the price of gas is low (in 2011 around 4$ per thousand cubic
feet) and the profitability of the exploitations requires a price of 8% (Berman and
Pittinger 2011). As a result many companies are closing or reducing their activity
(Callahan 2012). The conclusion of a study on shale gas by the Wuppertal Institute
and Ludwig-Bolkow-Systemtechnik for the European Parliament is: “The resources
of unconventional gas in Europe are too small to have any substantial influence on
these trends” (decline of European gas production and increase of demand) (WI-
LBST 2011: 78).

Returning to the analysis of conventional gas, up until very recently a large
majority of the gas was transported via gas pipelines and the contracts were long-
term, due to the enormous costs. But in recent years the infrastructures for sea
transport have been heavily developed, to liberalise the sector and broaden the spot
market. But the process has not gone far. Around 80 % of the gas purchased by Japan
and South Korea has been done so with long-term contracts. Most re-gassing plants
in the US are not being used, due to the increase of the domestic supply. Europe
is increasingly connected by Russian and Algerian gas pipelines. Gas pipelines are
being built: between Canada and the US, Iran and India, former Soviet republics
and Asia, etc. (Skrebowski 2010; IEA 2010a).

In the EU gas provides 24 % of its energy and it imports 40 %, which breaks down
to 25 % from Russia, 14.5 % from North Africa (Algeria, Libya and Egypt) and
5.5 % from various countries. Internal demand has been growing at an annual rate
of 2.5 %. The extrapolation of this trend and the gradual depletion of Norwegian gas
would lead to a dependency on supplies from outside the EU by 2030 of 70-80 %.
But this prediction is not very probable due to peak gas and the EU’s policies: an
increase of efficiency and the development of renewable energies. But consumption
of gas will continue to grow in the future, although less than in the past, meaning
that Europe will continue to be very dependent. As a result the EU, apart from
the policies mentioned, seeks to diversify its supplies, reducing its dependency on
Russia. But Russia is building two large gas pipelines (the North Stream, through
the Baltic Sea to Germany, and the South Stream, through the Black Sea to Bulgaria)
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which will make Hungary the distribution centre. Their combined capacity is equal
to that of the Ukrainian network (80 % of its exports). The EU agrees to the
North Stream (imposed by Germany), but not with the South Stream and is instead
promoting the Nabuco gas pipeline, which seeks to bring gas from the Near East
and Turkmenistan. But the project is at a standstill (Mearns 2010a; Vernon 2010).

It is predicted that in the future Russia will supply 60 % of imports, but there
is speculation concerning its capacity to do this. The three gigantic reservoirs that
have provided most of the gas are being exhausted. Gazprom (a state company) has
been working, in particular, on three new projects (Shtokman, Yamal and Sakhalin).
The first one was expected to start production in 2012, but was frozen in 2010.
The Yamal project needs strong investment, but it is estimated to have reserves that
would make it the world’s second largest deposit, over three times as large as the
Russian Urengov which is currently number two. The Russian government plans
to increase exports by 52 % by 2015. But some analysts think that Gazprom will
only be able to increase pumping at an annual rate of 1 % until it reaches a peak by
around 2020. And this gas would be absorbed by domestic demand, which in the
best case scenario would maintain the current level of exports (Ndefo et al. 2007;
Vernon 2010).

3 Peak Coal

Coal reserves are divided into two groups: high (anthracites, hard coal) and low
energy value (lignites, brown coal). Their energy intensity varies between 14 and
32.5 Megajoules/kg. The former are slightly less abundant than the latter, as shown
by the graph. They are known to be very concentrated, with estimates that six
countries (US, Russia, China, Australia, India and South Africa) have 85 % of
the world’s reserves of anthracite (hard coal). The first four also have most of the
reserves of lignite (brown coal). Australia, Indonesia, Russia, US, South Africa and
Colombia are the main exporters (Heinberg and Fridley 2010; www.worldcoal.org)
(Fig. 10.12).

Since the year 2000 the consumption of coal has been growing at an average
annual rate of 3.8 %. But in 2010 it grew by 6.8 %, due to the 8.4 % increase in
the Non-OECD countries. This trend is explained by the fact that it is the cheapest
fossil fuel and does not require expensive infrastructures for its handling. 58 %
of consumption is for electricity production and the rest is divided in three equal
parts: residential heating, cement and steel production. In coal-mining countries
most of their electricity is produced with coal: South Africa (93 %) Poland (90 %),
China (79 %), Australia (76 %), Kazakhstan (70 %), India (69 %) etc. Russia is
an exception (17 %), due to the abundance of gas and oil. Over 6 years (2002—
2007) China built 500 plants, and India 200. The US has been slowly increasing
its consumption. Consumption in China grows at an annual rate of 10 % and in
2010 it consumed 40 % of the coal produced worldwide. Consumption in Europe is
stagnant. Table 10.1 shows the ten main consumers (Oster and Davis 2008; Mearns
2010a, b; www.worldcoal.org).
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Fig. 10.12 Reserves by countries in billions of tonnes (Source: Heinberg and Friedley 2010-
11-24)

Table 10.1 Top ten coal

consumers World Coal PR China 2516Mtce  South Africa 141Mtce

Association (2010e) USA 733Mtce Germany 105Mtce
India 434Mtce Korea 103Mtce
Russia 177Mtce Poland 87Mtce
Japan 165Mtce Chinese Taipei ~ 60Mtce

Source: www.worldcoal.org

China was self-sufficient until 2009, but since 2010 it started to import coal
(177Mt) and became the second largest importer. And it is highly improbable that it
will be able to maintain its increasing rate of consumption without massive imports.
In 3 years China can absorb the entire export volume of the Asia-Pacific region
and, although exporters are increasing their capacity, the challenge of supplying
China would be impossible. K. Aleklett president of the ASPO, estimates that its
extractions are increasing at a falling rate, as is usual when the peak is approached,
and that it will reach it this decade. As a result, analysts predict a high increase in
coal prices (Aleklett 2010; Heinberg and Fridley 2010).

For many years it has been stated that there was enough coal to last 400 years,
but the World Coal Association declares: “At the current production levels, proven
coal reserves are estimated to last 118 years”. But this estimate is not valid either,
because coal also has its peak. In addition, since 1986 all the studies carried out
have strongly revised previous estimates downwards, except for Australia and India.
Between 2003 and 2008 the estimated reserves of Germany and South Africa have
been reduced to one third. At the start of the century reserves in the US were
estimated to last 5000 years and they are currently estimated to last 240 years. Other
prominent reductions are Botswana (90 %) and Poland (50 %). A report by the EU
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Table 10.2 The global peak and that of the main countries

Country EJ peak® (year) Ultimate coal production (EJ)
China 2011 4,015.6
USAP 2015 2,756.7
Australia 2042 1,714.5
Germany/Poland 1987 1,104.4
FSU* 1990 1,070.3
India 2011 862.6
UK 1912 753.0
S. Africa 2007 478.6
Mongolia 2105 279.2
Indonesia 2012 135.5
Global ultimate/peak 2011 13,170.5

Source: Patzek and Croft 2010: 3112

“Note that sometimes the peaks of produced coal tones and EJ do not coincide
"Excluding Alaskan coal

“The Former Soviet Union, excluding the Russian Far East coal

states that “coal might not be so abundant, widely available and reliable as an energy
source in the future” (Kavalov and Peteves 2007: 36; Heinberg and Fridley 2010).
The National Academy of Sciences in the US (NAS 2007) states that “only a fraction
of the previously estimated reserves are actually recoverable”.

Up until now we have used units of weight, which are the most common. The
different types of coal have very different levels of energy per unit of weight,
meaning that energy capacity is the most interesting information. Bearing in mind
that the best quality coal is extracted first, the proportion of poorer quality coal
increases. In 2010, 6185 Mt of hard coal and 1042 Mt of brown coal were extracted,
and “in 2010 Non-OECD brown coal production rose to record levels” (www.
worldcoal.org). This means that the peak energy of coal is closer than that of its
weight. Many analysts predict that this energy peak will be reached by around 2020.
Zittel and Schindler (2007) predict that the peak will be reached by around 2025,
but from 2015 the rate at which extractions increase will start to fall. Which is what
Heinberg and Fridley predict (2010). M. H66k predicts a peak by 2020, followed by
a 30-year plateau. But Patzek and Croft (2010) consider that the global peak (and
that of China and India) was reached in 2011, which is very close to the prediction
by Aleklett (2010), followed by Indonesia (2012) and the US (2015), as shown in
Table 10.2. http://www.worldcoal.org/.

4 Fossil Fuels and Climate Change

After having carried out a general evaluation of fossil fuel reserves and their
predictable evolution, it is pertinent to see whether this analysis has a bearing
on climate change predictions. We have gone from a concentration of 280 ppm
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of equivalent CO, before the Industrial Revolution to 380 ppm today and its
accumulation rate is accelerating. The concentration of methane has gone from
715 ppm in the year 1732 to 1774 ppm in 2005. These and the rest of the greenhouse
gases (GHG) have generated a rise in global temperature of 0.75 °C and in Europe
of 0.90 °C in 100 years. The difference is due to the fact that climate change
occurs faster at the poles than at the equator. During the previous decade the global
temperature rose by 0.2 °C. The IPPC estimates that average rises could reach 6° by
the end of the century (IPCC, Working Group I 2007: 3—13). The EU wants to limit
the increase of emissions to 450 ppm, to limit warming to 2 °C.

There has been extensive criticism of the IPCC, because it has been found that
many conclusions are based on unreliable sources and, in particular, because it
contemplates (based on estimates by Rogner) exaggerated amounts of fossil fuels
and, as a result, an exaggerated rise in temperature. In 17 of the 40 scenarios it
contains, the consumption of fossil fuels in 2100 would be higher than today. The
IPCC estimates at 11—15 billion barrels of oil equivalent (BOE) the reserves of fossil
fuels. On the other hand, the German mineral resources agency puts it at 2.7bn BOE,
BP at 3.2bn BOE and the World Energy Council at 3.5bn BOE. Some of the many
critical authors are: J. Laherrere (2001), C. Campbell and A. Sivertsson (2003), P.A.
Kharecha and J. E. Hansen (2008), Energy watch Group (2007), Rutledge (2007)
and M. Hook et al. (2010). These authors reach the conclusion that the predictions
by the IPCC “are exaggerated and so are the resulting emissions” (Hook et al. 2010:
24). Kharecha and Hansen estimate that the highest concentration of CO, reachable
in the twenty-first century would be 580 ppm. Rutledge estimates, assuming reserves
of 3.2bn BOE, that a maximum level of 460 ppm would be reached in 2070. This
would cause a rise in temperature of 0.8 °C in 2100. In addition, the emissions
of other gases, deforestation and industrial agriculture would raise its one degree
further: 1.8 °C in total. This would mean 2.6 °C after adding the increase that has
already taken place.

The fact is that the importance of managing forests and the use of land is
rapidly growing. The change of use of land is becoming an increasingly important
factor. A number of studies corroborate Rutledge’s opinion on this. A report
by the Australian National University reaches the conclusion that natural forests
absorb three times as much CO, as what was thought until now. It estimates
that deforestation has been responsible for 35 % of the historical accumulation of
CO; and for 18 % of annual emissions. The Institute for European Environmental
Policy (IEEP) states that the combustion of diesel oil emits less CO, than agro-
diesel (produced with palm oil), due to the deforestation that its cultivation causes.
A report for the EU Commission estimates that land has twice as much CO,; as
the atmosphere and three times more than the vegetation and that the improper use
of land (and in particular peat bogs) causes enormous emissions of CO,. That is
the main reason why it recommends preserving agricultural land and promoting
ecological agriculture (Alterra et al. 2007).



Chapter 11
Repercussions of the End of the Oil Age

Keywords Oil scarcity * Geostrategic struggle for essential resources * Economic
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It can be considered that a system collapses when it cannot reproduce itself or when
it loses or has very debilitated basic functions, and it loses its identity. Civilisations
are complex systems, the dynamics of which cannot be predicted. It is impressive
how civilisations and political regimes have rapidly collapsed, despite the fact that
they seemed stable not long before. The Roman Empire disintegrated over the space
of a few decades. The Bourbon dynasty in France or the Soviet regime collapsed
much more rapidly. It looked like the industrial civilisation (IC) had overcome
historical limitations, due to its access to abundant fossil fuels. However, there is
already a clear scarcity of resources, in particular of oil and strategic materials, and
the bad performance of the economic system leads to increasingly frequent and
intense crises. As a result, the IC has reached a crossroads. It will have to choose
between transformation or collapse.

In this chapter first of all we will analyse the geostrategic conflicts caused by the
distribution of fossil fuels. Then we will review the causes of the current crisis and
will analyse the general repercussions of peak oil. Then we will study its structural
effects and, last of all, its sectoral impacts.

1 The Geostrategic Struggle for the Control of Essential
Resources

Competition is the privileged mechanism of the market economic system, but it
often turns into confrontation when control over resources is at stake, as shown by
the history of the twentieth century and the start of the twenty-first century, when the
pre-emptive wars launched by the Bush administration to control resources reached
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their high point. This led to the consolidation of a group of affected countries, the
core of which is formed by China, Russia, Iran and Venezuela. They have created a
close-knit network of economic and geostrategic agreements. Beyond the strategic
interests of each country, the strong growth of Asia’s main economies is generating
a gigantic struggle with Western powers to control global resources. Before reaching
conclusions, I analyse the main players in the geostrategic game.

1.1 US

The abundant oil reserves in the US were a decisive element in its hegemonic status
since WWII. Before the economic crisis of 2008-2009 it consumed over a quarter
of the world’s oil (over 21 Mb/day, importing 60 %), despite the fact that it only
has 5 % of the world’s population. Since oil production peaked in the US in 1971
it has been designing a policy destined to guaranteeing its supply by any means
possible. In 1980 president Carter made this policy explicit when faced with the
threat of destabilisation in the Persian Gulf due to the Iranian revolution: “an attempt
by any outside force to gain control of the Persian Gulf region will be regarded
as an assault on the vital interests of the United States of America, and such an
assault will be repelled by any means necessary, including military force”. Its energy
security strategy has been aimed at controlling the main oil producing countries
and the largest supply routes. Reagan started this policy with the creation of the
“Central Command”, a military structure to guarantee access to the Persian Gulf.
It then redeployed its armies to control the main sea routes, removing them from
the scenarios of the “Cold War” (the North Atlantic, the Mediterranean and the
North-east Pacific). Today and apart from the Gulf, it dominates the South-East
Pacific (the Chinese routes) and the Gulf of Guinea (given the growing importance
of oil from Angola and Nigeria). Bush adopted the policy of pre-emptive wars which
culminated with the invasions of Afghanistan and Iraq. In addition, it tried to isolate
Russia to prevent its re-emergence (Klare 2007, 2008).

At the beginning it was very successful with its policy to isolate Russia.
Most Eastern European countries (Poland, the Czech Republic, Hungary, Estonia,
Lithuania, Latvia, Bulgaria, Romania, Slovakia and Slovenia) joined NATO and
many of them have American military bases. It managed to bring Azerbaijan,
Georgia, Moldova and Ukraine into its orbit. These changes lead to modifications of
the routes of oil and gas pipeline projects that suited its strategy. In 2005 it managed
to complete the oil pipeline that allows transporting the oil from Azerbaijan through
the Turkish port of Ceyhan, passing through Georgia. But since 2005 it has suffered
numerous setbacks in this area (which I will explain later), a loss of influence in
South America, with the rise to power of populist governments and the subsequent
nationalisation of fossil fuels. It was unable to prevent oil prices from escalating. To
the contrary, it made things worse, because resistance tothe invasion of Iraq kept the
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rate of oil extraction below pre-war levels. Its manoeuvres to destabilise the regime
in Iran are not yielding results either. In 2008 an agreement was reached to build
the Iran-Pakistan-India gas pipeline (which has also been joined by China), despite
strong pressure by the US on Pakistan to make it back out from the project. In
addition, its interventionist policy is infeasible from an energy and budgetary point
of view. The rapid intervention strategy requires armies equipped with large means
of transport, which multiplies the consumption of oil. During the 1991 Gulf War,
consumption per soldier was 15 I of oil per day (I/day). In Iraq the ratio has risen to
40 I/day and the rapid intervention wars would need around 240 1/day. These data
led a report by the Pentagon to declare that the US’s war strategy is infeasible (Klare
2007, 14/06/07; Brown 2009: 17). As a result of all this, it is increasingly evident
that its leadership is weakening. A number of different bodies acknowledge this.
For example, the National Petroleum Council (NPC 2007) states that “many of the
expected changes could raise the risks for the US’s energy security, in a world where
its influence will probably decline as economic power shifts to other nations”.

1.2 Russia

It has a key role in the future of fossil fuel energy due to its enormous oil and
natural gas reserves. It was responsible for the 40 % increase in the global offer of
oil in 2000-2008, it is the second largest exporter of oil and the largest oil exporter.
The governments of the Yeltsin era pillaged the Russian State’s enormous wealth
of natural resources, of which the most important asset were fossil fuels, violently
repressing all opposition, and all this with the consent of the West. Putin has reversed
much of the path travelled by Yeltsin, returning most of the oil and gas to state
control through the companies Gazprom and Rosneft. Gazprom owns 90 % of the
gas and has a monopoly on exports. Rosneft controls most oil reserves (Weird 2007).

In addition, it is intensifying cooperation agreements with ex-Soviet republics
to keep them within (or to return them to) its orbit. Its main weapon is natural
gas, although it has a structural weakness in this field. Its gas exportation networks
to Europe are in Ukraine (80 %) and Belarus and it needs to sell gas to Europe,
because the domestic market consumes over 2/3 of the total and at below-cost
prices. Although it wants the ex-Soviet western republics to pay market prices,
this has not been achieved. In addition, they often do not pay their debts, they
divert more gas than has been contracted to resell it and when Russia cuts off the
supply, they consume their quota by taking it from the flow going towards the EU,
causing confrontations with it. The election of a pro-Russian government in 2010
has facilitated relations between both countries. But its strategy consists of building
new gas pipelines towards Europe avoiding traditional enemy countries. In addition,
it diversifies its client portfolio with multiple gas and oil sale contracts to Asian
countries (China, India, Japan, etc.) (Levine 2009).
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Fig. 11.1 Strategic ellipse that contains around 70-80 % of gas and oil reserves (Source: BTC
2010)

1.3 European Union

The EU imports 54 % of the energy it consumes and this situation is quickly
worsening, because its domestic contribution is decreasing. Consumption of oil by
the EU-25 in 2008 was around 15 Mb/day and it imported around 80 % (considering
Norwegian oil as a domestic contribution). It is estimated that oil extraction in
Norway, Great Britain and Denmark is decreasing by over 8 % per year. Russia
is supplying 32 % of the oil. The situation of natural gas in Europe is very similar
to that of oil. It imports 61 % including to Norway. So its energy vulnerability is
very high. In its favour is the fact that at 5,000 km. from the centre of Europe there
is an area that contains 70/80 % of the world’s oil and gas reserves, as is shown
in Fig. 11.1, which makes it easier to make strategic alliances that can guarantee
the supply. Member States agree on diversifying its sources of imports, reducing
the dependency on Russia, but each country prioritises its own interests. Because
the situations are very different: Finland, Slovakia, Bulgaria, Romania and Hungary
are 100 % dependent on Russian gas and Austria, Poland, Greece and the Czech
Republic, 80 %. Germany will soon go from the current 40 to 60 % (Reguly 2007;
European Commission 2008g).
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In recent years oil and gas pipeline projects between Russia and many EU States
have been approved. Germany and Russia are building an oil pipeline through the
Baltic Sea (Northern Stream), avoiding countries that are in confrontation with
Russia. Russia has also made an agreement with Bulgaria to build another pipeline
(Southern Stream) through the Black Sea to this country. This branches into two
pipelines: one goes through central Europe (with Hungary as the distribution centre)
and the other through the Mediterranean, to Greece and Italy. In addition, it has an
agreement with Bulgaria and Greece to export oil through the Mediterranean Sea. It
will be sent by sea to the Bulgarian coast and from there a pipeline will take it to a
Greek port, from where it will be distributed by sea (Toshkov 2008).

1.4 China

In China, coal produces 79 % of its electricity. But the need for oil and natural gas
is rapidly growing. Until 1993 it was self-sufficient in oil, but in 2003 it became the
second largest importing country, with its purchases growing at an average annual
rate of around 10 % and its domestic consumption 6 %. Its top priority is access to
the world’s oil and natural gas, but it knows that it has arrived late to the sharing out
and that in this field politics take precedence over the market. Apart from promoting
various oil and gas pipeline projects with the ex-Soviet republics, it is reinforcing
its presence in Africa (30 % of its imports) and in Latin America. It has reached
agreements with Russia, Kazakhstan (an oil pipeline transports 200,000 b/day
between Kazakhstan and China), Iran (in 2007 they signed an enormous oil and
natural gas sale contract) and many African countries. Investment in Africa has gone
from $490 m in 2003 to $9.33bn in 2009 (in 2009 it agreed to invest around $40bn
in Russia, Brazil and Venezuela in exchange for supply contracts) (Levine 2009).

1.5 The Foreseeable Future

It is highly probable that the progressive scarcity of fossil fuels (and in particular
oil) will acutely exacerbate the historical confrontation over their control. O’Reilly,
president of Chevron-Texaco, accurately describes this situation: “we are seeing the
start of a dispute over the supplies from the Persian Gulf between the East and West
(...) and the shift of the centre of gravity towards Asia and, in particular, towards
China and India” (www.boston.com/news). The Pentagon has been carrying out
regular analyses of the impact of the energy crisis and seeks to be the instrument
once again to guarantee the use of the scarce resource. The one from 2010 states:
“In the next 25 years, the US armed forces will be continually involved in a
dynamic combination of combat, security, involvement, aid and reconstruction (... )
There will always be an opponent that will try to undermine political stability
and free access to the global resources that are crucial for the global economy”
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(JOE 2010). It is particularly concerned about the possibility that the “arc of
instability” (from northern Africa to south-east Asia) could become the ‘“arc of
chaos”, if a consumer nation intervenes militarily and more specifically in the Strait
of Hormuz (17 Mb/day transit through it), the Strait of Malacca (15 Mb/day) and
the Suez Canal (4.5 Mb/day) (JOE 2010: 4, 27, 28). The German army considers
that conflicts over they control of resources will multiply and that they will focus on
what it calls the “strategic ellipse”, mentioned earlier. It predicts the proliferation
of sabotage to the transport infrastructures of these resources and even possibly
wars over their control. The most hard-hit sector by the crisis will be transport,
and therefore it predicts a “mobility crisis” and the need to ration the distribution of
fuel. Most of the oil will be distributed internationally based on agreements between
governments. International institutions will be weakened because governments will
prioritise solutions to their own problems. It estimates that the crisis will last 15—
30 years. It urges the government to understand the seriousness of the threat and to
act swiftly, starting with a vulnerability study. And it proposes that in the long term
the army should only use renewable energy (BTC 2010).

2 Analysis of the Current Crisis and of the General Impact
of Peak Qil

2.1 Causes of the Crisis and of the Unequal Impact
on Different Countries

To analyse the causes of the crisis means contradicting orthodox economists
because: they are incapable of foreseeing crises (and therefore of rigorously
explaining them); and they will not admit that there is a scarcity of natural resources.
Figure 11.2 shows that they never foresee the crises, despite them being recurrent.
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Fig. 11.2 Economists’ predictions and the truth about the US’s GDP development (Source: Cohen
2009a, b)
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Fig. 11.3 Percentage of expenditure on energy in relation to global GDP (Source: Murphy and
Hall 2011: 58)

They argue that there is not a scarcity of resources, because when it appears the price
of a resource rises and demand falls, incentivising investments in new explorations,
which results in an increase in supply and lower prices. Although this does happen,
it is not able to end scarcity. New deposits are increasingly small and harder to
access, and the high prices of raw materials make investments more costly, which
results in fewer new deposits being exploited (Cohen 2009a).

Many studies show that high oil prices normally precede economic crises, from
which we can infer that there is a clear correlation between prices and recession.
J. J. Hamilton (2009) shows that out of 11 recessions that took place in the US
after WWII, 10 were preceded by sharp rises in oil prices. D.J. Murphy and C.
Hall (2011) estimate that when energy spending reaches 5.5 % of GDP there are
recessions, because this overspending results in a reduction of other consumptions
and of investment. This is shown in Fig. 11.3. But in the 1973-1975 recession at 5.5
ratio was not reached, which indicates that other variables are also involved. In this
case prices quadrupled between October and December 1973 and the driving forces
behind the 1950-1973 expansion period had been weakened (Tverberg 2011).

In the crisis that started in 2008 the escalation of oil prices played a decisive
role. However, the centres of power classify it as a financial crisis. Without denying
this factor, the escalation of oil prices and those of many other raw materials
(some of them saw price rises greater than those of oil) were a reflection of what
J. Grantham (2011), Chief Investment Strategist of GMO Capital, calls a “paradigm
shift”. The combination of both escalations was a decisive factor in the events that
led to the current economic crisis. These escalations reached levels far higher than
the thresholds mentioned above and caused high inflation and a strong reduction
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of spending and investment capacity in the OECD countries due to oil payments.
When the barrel reached $135, it cost the US (oil consumption extrapolated to
1 year) one trillion dollars (15 % of tax revenue) (Korowicz 2010: 11). In late
2007 inflation started to rise, reaching in OECD countries figures of 5-6 % in
2008. Central banks responded with the usual reaction: by raising interest rates.
This made credit more expensive, which was joined by a fall in revenue due to the
higher price of oil and other raw materials. Both factors caused the collapse of the
real estate bubble that took place in the OECD. This in turn caused the collapse
of the financial system, affected by numerous problems. Some of them originated
by the enormous speculation brought by the liberalisation of the sector and other
structural problems of the neoliberal economic system (the need for debt to grow
to encourage investment, the enormous and growing difference between the real
historical value and stock market value of companies, etc.). So the crisis that started
in 2008 was not only a financial crisis, “but was a symptom of a bigger crisis, an
energy crisis” (Rubin 2009). Many authors agree with this analysis: G. Tverberg
(2009b), J. Hamilton (2009), Murphy (2009), L. Kilian (2010), Kopits (2011), etc.

But these and other authors usually go further, by defining the price thresholds
that start to stall economic growth. They consider that OECD countries are affected
when the price of a barrel exceeds $90 during long periods. Which would indicate
that they cannot emerge from the crisis while prices are over $100/b (Kopits
2011). And some authors even calculate the reduction of GDP that is taking place.
G. Davies predicts that, if the price of a barrel continues to be much higher than
$90, the GDP of OECD countries will lose around 1 % in 2011 (Mearns 2011b). The
EU’s oil bill went from $280 m in 2010 to $402 m in 2011. This explains, in part (the
Euro crisis is also having an influence), why the predictions for the consolidation
of economic recovery have not been met in 2011. Unlike what happens in the
OECD, analysts consider it probable that China and India can cope with prices of
$100-$110/b. The reason that would justify this disparity of thresholds is that the
increase of marginal productivity of a barrel of oil is greater in India and China,
given that their consumption per capita is far lower than that of the OECD, because
the contribution to GDP of a barrel is greater than in the OECD (Skrebowski 2011;
Financial Times, Nov. 27).

2.2 Analysis of the Economic Impact of Peak Oil

Three methods are used to analyse the economic effects of peak oil: linear decline,
oscillating decline and systemic collapse. The first method assumes certain rates of
decline of oil extraction and it is considered that the impacts are proportional to
prices. The impacts on GDP, the balance of payments, etc., are analysed. It is also
supposed that, despite the economic impacts, the financial system remains stable,
states maintain the usual services, there is no social instability, etc. So there is no
interrelation between the factors (Korowicz 2010: 30, 31).
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Fig. 11.4 Oscillating decline (Source: Cohen 2009a, b)

The oscillating decline method supposes that there will be successive escalations
of oil prices, which will cause recurring crises and slumps in barrel prices. This
would relaunch the economy, leading to a new escalation of prices that would reach
a higher level. This would cause another new cycle, which would repeat itself until
the energy model is changed. In each cycle there will be an economic decline (Cohen
2009a, b; Korowicz 2010: 31). Figure 11.4 reflects this theory and also that the first
escalation caused the first crisis cycle.

This theory does not reflect the current reality either. Instead of recoveries that
would relaunch consumption and the price of oil to new heights, we are seeing
economic stagnation in the main countries of the OECD. This is due to the fact that
these countries have a lower impact threshold regarding oil prices than the rest, and
which has already been surpassed. In the EU we must take into account the impact
of the crisis on the monetary system. All this reduces crude oil consumption in the
OECD: 3—4 % per year. But Non-OECD countries increase it by 4 % per year IEA
2011).

When peak o0il becomes manifest, it will worsen the decline of crude oil exports,
which has already been happening during the supply stagnation period. The price of
a barrel will surpass, also, the price thresholds of Non-OECD countries, which will
lead to a long global crisis, because the amount of available energy will be reduced.
Many reports predict a collapse: “the decline or collapse of the oil supply will hit
all economic sectors, leading to rapid changes in transport” (IPTOES 2010a: 26).
The report by the German army (BTC 2010: 58) predicts that “in the medium term,
the global economic system (. ..) could collapse” and that the impact of peak oil
will last 15-20 years. This interval is also predicted by the Hirsch report (Hirsch
et al. 2005). This scenario of a collapse seems inevitable, because governments are
not taking steps to quickly break away from oil. The magnitude of the collapse will
largely depend on the reduction rate of the oilsupply. R. Hirsch et al. (2010) establish
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two scenarios, with annual reductions of 2 and 4 %, and consider that the second
would be catastrophic. Global GDP would be reduced by 20-30 % in little over a
decade and would generate a social crisis capable of destabilising many countries.
But the mitigation mechanisms that generate high prices make the second scenario
more probable.

This vision of the crisis still only focuses on the effect of oil and is applied
mechanically (there is no response of the market to the scarcity of oil). Many
other factors are missing, such as the financial system or the scarcity of strategic
materials. For this reason a systemic approach to the causes of the collapse is
required (Korowicz 2010: 31). The economy needs markets, financing, monetary
stability, infrastructures (transport, telecommunications, water treatment, electricity
grids, etc.), industrial and food production, health and education services, R&D,
respected institutions, socio-political stability, but also a growing flow of energy
and materials. The system adapts to changes spontaneously, because there are no
global government institutions (GI) capable of controlling its operation (Korowicz
2010: 7). Without aiming to carry out an exhaustive analysis, a number of positive
and negative factors are made evident. Among the first there are:

— Expensive oil will continue to cause an acceleration of technological changes to
exploit deposits that were not profitable with previous technologies and prices.
This factor and the reduction of consumption as a result of the crisis will slow
down the falling flow rate of oil.

— During this decade the main renewable energies will reach cost parity, which will
accelerate the increase of its market share and its application to the production of
hydrogen.

— The movement of societies regarding energy emergency is rapidly being strength-
ened, encouraging their economies to make them more resilient to peak oil
(Bermejo 2011: 304-308).

But there are very important negative factors that will delay the changes:

— Peak oil will reinforce the international status of oil exporting countries and
the trend towards the nationalisation of oil. But its high rate of increase in
consumption will reduce exports even more (BTC 2010: 26).

— Confrontations between States over access to deposits in disputed territories will
worsen. Geostrategic tensions between powers over long-term supply contracts
will also worsen. This is what has been predicted by many analysts and reports
by government bodies (BTC 2010: 73).

— China’s role in stabilising the global economy will not be possible in the
future, because it will be increasingly affected when the price of oil exceeds its
threshold, worsening the global crisis.

— It is not probable, not even in the medium term, that powers will agree on a
substantial reform of the financial system. Smaller measures will undoubtedly
be adopted, such as weakening the role of tax havens, controlling somewhat
financial speculation, etc. But they will not prevent the financial system from
playing a prominent depressive role in economic activity.
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Fig. 11.5 The worst crisis scenario (Source: Hirsch et al. 2005: 64)

— It is not probable that the growing environmental impacts generated by the
extraction of resources from the Earth’s crust will curb (significantly) its
exploitation. Meaning that in the medium to long term the essential services
provided to us by the biosphere will be decisively deteriorated and will become
an increasingly important crisis factor.

So the collapse will mean the break-up of the financial and monetary system, of
the globalised productive system, of critical infrastructures (transport, electricity
grids, health, etc.) (Korowicz 2010: 13). But we must not forget that countries
have very different levels of vulnerability and for this reason they will suffer
very different impacts. Figure 11.5 shows two types of reduction of consumption
due to falling supply, supposing that the substitution process of fuel takes place
in 20 years. As the difference between supply and demand expands, the drops
in consumption are increasingly serious. The Triangle (representing mitigation) in
Fig. 11.5 indicates the magnitude of the savings in oil that can be achieved without
traumatic measures. But it represents less than half of the required reduction of
consumption. The lower triangle shows that the above measures will not be enough,
meaning that the consumption of fundamental products and services will have to be
reduced.

These two types of consumption are shown as a continuous scale in Fig. 11.6.
The elasticities of consumption are organised in relation to prices from high to low
(between 2.0 and 0.8). An example of high elasticity to prices is the reduction of the
use of cars in towns or cities that have an efficient collective transport system. But
as prices continue to rise due to growing scarcity, increasingly essential activities
are being reduced (electricity, industrial activity, collective transport, heating in
buildings, health services, safety services, etc.). The drastic reduction of these
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Fig. 11.6 Different elasticities of consumption segments to prices (Source: Vail 2008a, b,
August 20)

activities could lead to the de-legitimisation of government institutions and chaotic
situations.

Most societies will suffer a very serious impact, but its intensity will depend
on the characteristics of each one. The impact will be softer in proportion to
the predominance of the following factors: administrations with healthy finances;
low relative dependency on oil; high energy efficiency; large oil and/or gas
resources; strong development of solar technologies; high capacity for technological
change; a not excessively exposed economy; highly diverse economic fabric; solid
institutions; high social cohesion. The extractive countries of the OECD (Norway,
Canada, Australia, etc.) will be among those less affected (BTC 2010).

As has already happened in the past, States will become more interventionist,
due to the need to encourage rapid transformations to overcome the crisis. The
BTC expects a reduction of the free market mechanism (petrol rationing, political
alliances among states to guarantee the supply of fossil fuels, protectionism, etc.)
and more self-centred economies due to the rising costs of trade. The latter will
be drastically reduced, particularly long-distance trade, due to the rise of energy
costs and falling economic activity. J. Rubin and B. Tal (2008), economists of
the bank CIBC, state that “globalisation is reversible”. Expensive oil strengthens
regional trade. The BCT recommends the creation of redundant and highly resilient
infrastructures and decentralisation. But necessity will force the creation of more
diverse, self-sufficient and de-centralised economies. This phenomenon will mainly
take place in the energy, industrial and agriculture sectors. It will increase support
for hydrogen of renewable origins. The activities of repair, re-manufacturing,
recycling, etc. will be strengthened. In the financial sector measures that will mean
a certain nationalisation of credit will be applied and community financing systems
will be strengthened. Priority will be given to investments in collective transport and
railway transport for goods. J. Rubin (2009) says that he would not be surprised, “if
the new, smaller world that emerged was more reliable and pleasant than the one we
are about to leave behind”.

In the sphere of international relations the BTC (2010) predicts that they
will be weakened and that there will be more serious confrontations over access
to increasingly scarce energy, particularly in the strategic ellipse and in seabed
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deposits. It is possible that this will be the first consequence of peak oil, but
afterwards it seems probable that they will be strengthened to facilitate the collective
transition.

3 Structural Effects

In this section I will briefly explain the structural problems of the international trade,
finance and monetary systems and how peak oil can transform them.

3.1 Trade

Historically strong and lengthy increase in the price of fuel has had a depressive
effect on trade, particularly long distance international trade, and redirects it towards
regional trade, as shown in Fig. 11.7. During the period from 1960 to 1972 the
export indicator in relation to global GDP grew by 50 % and over 60 % during the
period from 1987 to 2002. During both periods o0il was very cheap and export duties
were reduced. On the contrary, during the 1974—1986 period we see that, despite the
fact that global GDP grew at an average annual rate of 3.5 %, the above indicator
remained the same, due to the strong escalation of the price of oil. There was also
a reduction in long distance trade in favour of shorter distance trade. During the
period from 1966 to 1973 the average trade distance increased by 30 %, but during
the period from 1974 to 1986 long-distance trade dropped by 30 %. Between 1973
and 1980, period during which the nominal increase of the price of a barrel of oil
was 400 %, the proportion of long-distance imports (from Asia and Europe to the
US) fell by 32 %, while regional trade (Latin America) increased by 30 % (Rubin
and Tal 2005, 2008).
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Fig. 11.7 Ratio of worldwide exports in relation to global GDP (Source: Rubin and Tal 2008)
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Fig. 11.8 Evolution of global trade 2005-2009 (Source: www.wto.org)

On the other hand, the monetary blindfold once again prevents us from seeing
reality. Until at least 2007, global trade apparently continued to experience strong
growth. According to the WTO, in 2006 global GDP grew by 3.7 % (the second
highest since the year 2000) and global trade did so by 8 %, with the trade of
goods reaching over 9 %, subtracting inflation. However, in physical terms the trade
of fossil fuels and metals stagnated, although in monetary terms it was the trade
segment that grew the most, due to rising prices. The crisis caused the collapse of
trade measured in commercial value from the third quarter of 2008, as shown in
Fig. 11.8 (www.wto.org; WTO 2007: 4-10).

The analysis of trade equating the costs of transport to duties make the effect of
oil prices on it more evident. In the year 2000, when the barrel was at $20, transport
costs were equivalent to a 3 % duty for the US. In 2008 they were equivalent to
a duty of 9 %, with $130/b. At $150/b the equivalent duty is 11 % and at $200/b
the duty gets to levels of the early 1960s, when the liberalisation process had hardly
begun. Each time the distance increases by 10 %, transport costs rise by 4.5 %. These
ratios explain the reduction of long-distance goods trade with a high weight/price
ratio, such as the case of steel and iron products, appliances, footwear, industrial
machinery, etc., which is what happened in 2008. These are typical products of
Chinese exports. In 2004 they represented 52 % of Chinese exports to the US and in
2008 they dropped to 42 %. These events caused a strong rise in domestic production
and imports from neighbouring countries, such as Mexico and the Caribbean (Rubin
and Tal 2008).

Cases of trade regionalisation due to the action of the market and of governments
are starting to be widespread. The Chinese government is aware of its economy’s
vulnerability to escalating oil prices, because it depends heavily on exports (100
million Chinese people work in the export industry). And to reduce it, it seeks to:
increase own consumption; reinforce regional trade; and to do it mainly by railway
(it is promoting the creation of a railway network spanning a large part of Asia),
because it avoids sea routes, controlled by the American fleet. The extension of the
EU intensifies regionalisation. This is also happening with Russia and the ex-Soviet
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republics of Asia, in South America and the region encompassing the Persian Gulf
and northern Africa, and in sub-Saharan Africa (Bergin and Glick 2006; Dubyne
2007).

3.2 Financial

Private banks generate the vast majority of money by granting loans, appearing
in digital form: in the accounts of the customers who request these loans. They
fulfil their payments through transfers to other accounts, credit cards, checks, etc.,
which are elements of the money supply. Central banks still print money, but this
is only a very small fraction (around 3 %) of the money supply. Each loan that
is granted produces a cascade of new loans, because most of this money is not
usually spent immediately, but in instalments and part of it goes to other accounts
within the bank. So the creation of money and economic growth are determined by
a constant increase in debt. But central banks require that they have part of their
funds available, normally less than 10 %. In a growing economy the generalised
increase of wages allows most debtors to fulfil their financial obligations. It is a
system based on confidence in perpetual growth. But when the economy ceases
to grow the system collapses. In this context banks drastically restrict credit, and
cease to offer loans and obtain funds in the inter-bank market (as they have done
traditionally to maintain their liquidity), because there is a big lack of confidence in
the solidity of the rest of the system.

It has been stated that the weakness of the financial system was in the interna-
tional sphere, as it lacks institutions capable of regulating a market characterised by
speculative excesses. And on the other hand, at a national scale there are institutions
that regulate the markets and avoid excesses. In addition, the certification companies
would inform the market on the solvency of companies and the value of their
financial assets. But this has turned out to be untrue. In the neoliberal frenzy
some powers deregulated their financial systems and applied fiscal policies that
encouraged speculative processes. Traditionally, two types of banks have coexisted:
commercial and investment banks. The former have a high number of customers
who deposit their income (that could be wages, pensions or profits, mainly from
SMEs) and with these funds they lend money. It is a business that generates a
moderate profit margin and is quite safe, because the bank is aware of the financial
situation of its customers. Investment banks organise large sales of shares, public
debt securities and manage the mergers and purchases of companies. It is a much
riskier business, but it can provide greater profit margins. The separation of both
entities seemed reasonable, because in the case of the mixed bank, if the investment
division makes a managerial mistake, the commercial division would be forced to
offer loans to the entities involved. The US, the leader in the deregulation process
of the system, repealed in 1999 the law (approved during the Great Depression)
that separated both banks and considerably reduced the ratio of capital that the
investment bank had to keep in reserves, thus increasing the available funds
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for its business, but also the risks. And the Bush Administration decreed a tax
reduction for the highest incomes, thus rewarding speculators. This process meant
that commercial banks gradually reduced their traditional business practice and
increasingly acted as investment banks. This process meant that credit became more
expensive and scarce for SMEs, micro-companies and the general population. In
addition, the rating agencies cannot be objective, because they live off the payments
of customers (Paris 2009a; Townsend 2013).

The process described created a breeding ground for an enormous development
of speculation, which ended in collapse of the banking system. The speculative
nature of the financial system and its high volatility are determined by the large
amounts of funds that seek to maximise their profitability in the international
markets. Which has negative repercussions. Banks knew that the speculative policy
was risky, but most of them were drawn in to apply it, because those who started
with it obtained hefty profits and then ran the risk of being absorbed by them.
This panorama is described by the Bank for International Settlements (BIS 2007:
7) as “irrationally exuberant” and explains it as a natural trend: “There seems to
be a natural tendency in markets for past successes to lead to more risk-taking,
more leverage, more funding, higher prices, more collateral and, in turn, more risk-
taking”. And this warned of the high risk of collapse of the financial system. A
prediction, shared by many authors, that has become true, although the magnitude of
the collapse has been so big that few predicted it, due to the lack of transparency of
the financial system. The crisis led to the collapse of many banks and governments
injected enormous public funds to re-float them and thus bring back confidence
in the banking system, which is an essential requirement for its operation. But
this policy generates an enormous feeling of discrimination in the rest of the
business world and in societies, because it means the privatisation of profits and
the socialisation of losses (Stiglitz 2009; Paris 2009a, b; Townsend 2013).

3.3 International Monetary System (IMS)

One of the pillars of the supremacy of the US is that the dollar is the hegemonic
currency in international trade. The monetary system implemented after WWII
made the dollar the global currency, but it was convertible into gold, although in
a restricted way (only governments could demand gold in exchange for dollars). At
first no one was interested in making this exchange, given the strength of the dollar,
motivated by the vigour of the American economy and its military might. But the
subsequent weakening of its economy led to an increasing outflow of gold, which
is why president Nixon made the dollar inconvertible into gold in 1971. Which
meant that the US acquired the privilege of paying its debts by printing dollars and
without any risks. Being the reserve currency, its volume must grow in order to
facilitate the increase in transactions. This is achieved by having a negative balance
of payments, so what is a problem for the rest of the world, for the US is a need of
its monetary role. Though it is evident that such power has its limits, as a high and
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sustained foreign deficit leads to flooding the global economic system with dollars
and with it, its devaluation, made worse as it is not backed up by gold. So in 1971
it started to lose value quicker than in the past, with the result that within the OPEC
some favoured selling oil in more stable currencies. In addition, when in 1973—
1974 its price quadrupled in Germany, France and Japan sought to buy oil with
their own currencies, faced with the danger of exhausting their reserves of dollars.
Both movements were aborted by the US. In 1975 it reached an agreement with
Saudi Arabia whereby the US pledged support to the Saudi regime in exchange
for it selling its oil in dollars and maintaining a low price. The OPEC was forced
to approve the measure. Since then the US (and in particular the Pentagon) have
defended the role of the dollar by all means. The manoeuvre meant that oil importing
countries had to build up their reserves of dollars and exporting countries were
forced to maintain the strength of the dollar, in particular by investing in these
countries, thus draining dollars from the global market. This flow allows it, in
addition, to cover the budgetary deficit because part of the investment is in public
debt securities, and to maintain an artificially low interest rate. This virtuous cycle
avoided the collapse of its economy. During the 30 years after 1971 global reserves
of dollars increased by 2,500 % (Jones 2005: 105; Engdahl 2006; Petrov 2006).

However, the predominance of the dollar and the US’s policy of depreciating the
dollar by maintaining a low interest rate, as a way of reducing its chronic balance
of payments deficit, go against the interests of the rest of the world: oil and gas
exporters see that such a policy reduces their profits; States that export to the US are
forced to align their currencies with the dollar to avoid damaging their sales; and
the volatility of the dollar harms the rest of the world. Low interest rates worsen
inflationist tensions in economies undergoing a strong expansion, such as those in
the Persian Gulf or China (Johnson 2008).

This situation leads countries to develop defence mechanisms. Fossil fuel
exporting countries tend to dispense with dollars by: selling fuel in other currencies;
replacing investments in dollars with others denominated in different currencies;
and a reduction by their central banks of the amount of dollars in their reserve
funds. Some of these trends are shared by most OECD and emerging countries.
The number of countries that have decided to sell oil and gas in currency other
than the dollar is growing. This is usually easy for Persian Gulf countries, because
most of their trade is with the EU (30 %) and Japan. In 2008 Iran announced
that it had ceased trading in dollars. Venezuela, Ecuador, UAE and Indonesia are
following this policy with different intensities. But although they all want to replace
the dollar, there are discrepancies as to how to do it: the moment to start and the pace
of development. The creation of hydrocarbons markets based on other currencies
is a further factor that weakens the dollar. The Gulf Cooperation Council (GCC)
created a hydrocarbons stock exchange (Dubai Mercantile Exchange) that carries
out transactions in a common currency. Russia will sell gas in euros to the countries
that will receive gas from the new gas pipelines (White 2009).

Last of all, the global situation in which the US imposed the current IMS over
50 years ago has changed drastically. At the time it was the most important oil
extracting country, one of the main energy and food exporters and held 80 % of
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the world’s gold. Now it is the country with the highest debt, the one that imports
the most energy and it has a smaller reserve of gold. In 2009 it had a deficit of
$1.4 trillion (11.2 % of GDP) and the aggregate debt was $5.4 trillion (Ferguson
2010). So there is a widespread request for a change of the IMS. J. Stiglitz (Nobel
Prize in Economics) states that the current system is “relatively inflationist, unstable
and unfair” and asks for its replacement (UN News Service, 10/09/09). The Bank
for International Settlements (BIS 2007: 6) states that “the dollar continues to be
clearly vulnerable to a sudden loss of confidence by the private sector”. And oil is a
key factor of the change. The international IMS based on the dollar without any gold
backing is harmful for the world. It is only explained by the fact that the US still
retains some leadership that is enough to maintain this “extraordinary privilege”,
according to a report by the Pentagon. Which means that “any action that goes
against the hegemony of the dollar represents, de facto, a declaration of war” (The
Economist, 10/11/05). But the demand for a change of system cannot cease to grow.
It has been demanded by the UN’s Global Financial Crisis Inquiry Commission,
the president of the IMF, China, Russia, France, Japan, India, Brazil and the Gulf
Cooperation Council. But these countries go further: the media has informed us that,
at least, during the autumn of 2009 they met secretly to agree on another IMS (JOE
2010: 19).

4 Sectoral Effects

In this section I analyse only the impacts of escalating oil prices on industry and
agriculture because, as the energy and transport sectors were the most hard hit and
will suffer big transformations in the future, I dedicate several chapters to them.

4.1 Industry

During the first oil price escalation from 2005 to 2008 several trends in the industrial
sector were observed: a displacement of energy-intensive industries from OECD
countries to oil and gas exporting countries; a reduction of the length of product
chains; an extraordinary development of the industry that produces renewable
energy capture systems; a rebirth of production in some industrial sectors in OECD
countries as a result of the higher transport costs of goods with a low ratio of
commercial value and weight; a decline of road vehicle and aircraft production
companies; the strengthening of railway, naval and bus manufacturing companies.
Some of these trends continued during the subsequent crisis.

During the period from 1985 to 1999, when oil was extremely cheap, global
product chains were developed, thanks to low transport costs. A typical example is
that the most work-intensive stages are carried out in Asia and the rest in Europe
and the US. The escalation of oil prices greatly reduced these displacements and
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aborted projects. In 2008 Tesla Motor (a pioneering company that makes electric
cars) cancelled a project in which the batteries were to be built in Thailand. In 2008
Chinese exports to the EU and the US were reduced due to transport costs. The same
could be said about components for cars, presses, furniture, etc. In 2008 Ikea built
its first furniture factory in the US (Rubin and Tal 2008; Rother 2008).

Investment in the sub-sectors of heavy industry and basic chemistry has been
intensified in the Persian Gulf, due to low energy prices. In this region the capacity
for ethylene production (the main raw material of the petrochemical industry)
increased by 7 million tons in 10 years and is expected to grow to 32 million at
the start of this decade. Transnational companies from the metal industry are also
searching for cheap energy in this area. ALCAN is building an aluminium plant in
Saudi Arabia that will produce 2 million tons by 2016. A Malaysian consortium has
reached an agreement with the Saudi government to invest $30 billion in plants to
produce aluminium, steel, copper, etc. Dubai is building another aluminium plant in
Dubai that will produce up to 1.4 Mt/year. But there are signs of change. The city of
Masdar in Abu Dhabi, apart from using only solar energy, hopes to become a global
centre of technological development in this field, with a specialised University and
a Technology Centre. The strong opposition that the Saudi industrial model has
generated, led the government in 2009 to decide to create six large cities that will
foster the knowledge economy in 15 years (www.odac-info.org; Ambah 2008).

There is an extraordinary growth in the production of systems to capture
renewable energy. The wind and photovoltaic power installed worldwide has been
growing at an average annual rate of 30-60 %, but the crisis is having an impact
on wind energy. In Europe, installed renewable power has grown more than
conventional power in 2008, 2009 and 2011 (EPIA 2012).

As we will see in the next chapter, the escalation of oil prices had a strong
impact on the use of road vehicles and on air transport, and plunged the automotive
sector and in particular the large American companies into a strong crisis. The main
cause of the higher impact in the US was its inability to move away from classic
models, which consume large amounts of petrol. General Motors was the company
most reticent to change its policy. Companies are looking for provisional solutions
(hybrid and electric cars, etc.), but the most important ones declare that their goal
is a hydrogen fuel cell vehicle. So the scarcity of oil and the lack of a mature
alternative will determine a reduction of the size of the sector in OECD countries
and the development of more efficient vehicles at a global scale. Air transport was
also hit hard by rising oil prices and the subsequent crisis, meaning that it will be
forced to carry out a thorough restructuring process.

On the other hand, the railway sector is showing clear signs of strength despite
the fact that the crisis had an impact on the traffic of goods in OECD countries and in
Russia. SCI/Verkher (2008) predicts an annual increase of 4.5 % in tram sales over
the next 5 years. Around 300 cities have published development or improvement
plans for tramlines. Another study by the same company reaches the conclusion
that railway markets will grow during the period from 2009 to 2019 at a global
scale at the following annual rates: 1.5 % (metropolitan commuters); 2.6 % (rest of
passengers); 3.6 % (goods) (SCI/Verkher 2009).
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4.2 Agriculture

Industrial agriculture uses large amounts of fossil energy (in particular oil) and many
analysts state that its scarcity will greatly reduce the global production of food.
Lester Brown (2009: 8) states that “The tripling of the world grain harvest over
the last half-century is closely tied to oil”. But it will be much more difficult to
increase global production “with expensive oil and a declining supply”. But not
only is the production energy-intensive but also the distribution. Oil is used to move
the agricultural machinery and to pump water, in transport, in the manufacture of
consumables and in the industrial manipulation and refrigeration of food. Gas is
used to produce fertilisers. In the US food production accounts for a fifth of its total
energy consumption (21 %), while the rest of the main consumption items are: 14 %
transport; 16 % processing; 7 % packaging; 7 % restaurants and 32 % refrigeration
and domestic preparation. The total energy consumed in production is distributed as
follows: 28 % fertiliser production, 7 % irrigation, 34 % in fuel used by agricultural
machinery and the rest in the production of pesticides, grain drying and harvesting
(Ho 2005; Lawrence 2005).

Transport is the factor that is increasing energy consumption the most, as the
distances travelled by food are increasingly longer. This has led to the popularisation
in English-speaking countries of the food-miles indicator, which describes the
distance travelled from the farm to the plate. In OECD countries the average
distances travelled by fruit and vegetables varies between 1,500 and 2,500 miles
(2,500 and 4,000 km). In GB the average distance travelled increased by 50 % from
1978 to 1999. The food-miles ratio increased by 15 % during the 10 years prior
to 2002. Food represents 25 % of the goods transported by lorries. But to be able
to estimate the energy consumption associated with transport, we must take into
account the other factors of the product chain. For example, lamb meat raised in
natural pastures in New Zealand and transported by sea to GB (18,000 km) emits
four times less CO, than local lamb partially fed with animal feed (Braclay 2012;
http://en.wikipedia.org/wiki).

The theory that the scarcity of oil will reduce the production of food, because
industrial agriculture is more productive, has no scientific basis. Many authors
have shown that traditional agriculture, based on the simultaneous cultivation of
various crops, is by far more productive per surface unit, and that a vegetable
garden produces several orders of magnitude more per surface unit than industrial
agriculture. It has also been proven by research carried out at the Rodale Institute
in Pennsylvania by a team led by David Pimentel, between 1981 and 2002. It was
carried out on 6.1 ha of land and they used normal cereal and pulses rotation systems
in three agricultural models used (agro-industrial monoculture, integrated ecological
agriculture with and without livestock). The productivities were similar, except
in cases of drought, where ecological agriculture performed far better, as its rich
soil retains more moisture. Although global food production is rising, the hungry
population, which fell from 825 million in the 1990s, rose above 1 billion in 2009,
due to the exportation of crops (Renton 2008; Brown 2009: 10-12).
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Ecological agriculture consumes two to seven times less energy than industrial
agriculture. Until recently it was focused in OECD countries, but it is growing much
more rapidly in emerging countries. In China production has quadrupled in 4 years.
In Brazil it grows by 40 % a year. In 2010 there were 37 Mh in the world dedicated to
ecological agriculture. A large part of this surface is dedicated to pastures, meaning
that Australia and New Zealand lead the world regarding surface area. However,
OECD countries have 80 % of the agricultural surface area and in Europe it grows
by 9 % a year (www.soilassociation.org; Willer and Klicher 2009).


www.soilassociation.org

Chapter 12
Towards Sustainable Transport at the End
of the Fossil Fuel Era

Keywords Dominant transport model ¢ Transport economics * Oil and
transport * EU transport strategy * Sustainable transport

In the past mobility grew strongly, as well as transport speed and the average
length of journeys. However, mobility has been slowed down during recent years
due to rising oil prices and the economic crisis, which primarily affect most
OECD countries. The transport sector suffered the biggest impact due to its high
dependency on oil: In the world 95 % of the energy consumed by transport is oil
(in the EU consumption reaches 96 %). In particular, in 2007 and during the first
half of 2008, high oil prices caused changes to the traditional mobility model in the
countries most vulnerable to the phenomenon. Mobility, speed and journey length
were reduced. Although most of these changes vanished later, oil scarcity is causing
a slow but persistent rise in oil prices, which will cause structural changes. This
dependency on oil is caused mainly by the dominant role of road transport in the
sector, and to a lesser extent by air transport, which has been the mode with the
highest rate of growth.

This chapter contains the following issues: an analysis of the current model of
transport; a study of the economic impact of the construction of new infrastructures;
an assessment of the impact of rising oil prices on the transport system; a critical
review of the EU strategy on transport; and finally some basic elements of a transport
strategy aimed at achieving the sustainability of the sector.
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1 The Dominant Transport Model

1.1 The Consolidation Process

Growing mobility is fuelled by several factors: higher income, the population’s
preference of using the car as the usual mode of mobility, and economic
globalisation. This last factor is producing a huge increase in international trade
and longer and more frequent passenger journeys. In the EU the expansion of
the “single market” is another factor which is pushing in the same direction.
Governments contribute to this development by giving priority to investment in
transport infrastructures in their budgets.

As Fig. 12.1 shows, during the 1995-2006 period domestic freight transport in
the EU-26 grew (measured in tonnes-kilometre) at an average annual rate of 2.8 %.
In the case of passenger transport (measured in passengers-kilometre) the increase
was 1.7 %. Thus, freight transport growth has been greater than that of passengers.
As the population growth has been lower, there has been an increase in mobility
during the period mentioned. But the growth of different forms of transport has
been very different. Average road freight transport grew annually by 3.5 %, while
rail freight transport had the lowest rate of growth, at only 1.1 %. According to
the latest data from Eurostat, ship freight transport accounts for one third of total
intra-EU transport, and for three quarters of extra-EU freight transport. However
the growth rate of sea transport has been less than that of road transport. Intra-EU
passenger transport during the same period has been dominated by road transport (it
accounts for over 83 % of the total). But air travel has seen the highest growth rate.
The latest data shows growth of 5.3 % during the 1993-2008 period. On the other
hand, railway passenger transport has decreased. Overall, rail demand was reduced
by 1 % during the 1990-2006 period (Focus Groups 2009: 6, 7).

Also the evolution of energy efficiency by mode varies greatly. Since 2009 road
transport activity has grown by 61 %, while energy consumption has risen by
29 %. So energy efficiency (energy consumption per unit of traffic) has grown by
20 %. Most of this improvement has been due to the technological development
of passenger vehicles, because in road freight transport minor improvements have

Freight transport in the EU-27 by mode Passenger transport in the EU-27 by mode
(in million tkm), 1995 and 2006 compared {in million pkm), 1995 and 2006 compared
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Fig. 12.1 Intra-EU freight and passenger transport by mode between 1995 and 2006 (Source:
Focus Groups 2009)
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Table 12{'.1 Enelrgoyom Rail 0020 0021 0019 —3%

consumption in 1,570 tonnes Inland navigation  0.05  0.032 0.034 —32%

of equivalent oil per unit of

waffic Road 0.145 0.119 0116 —20%
Aviation 1058 0.899 0899 —15%
Maritime 0.004 0004 0004 —6%

Source: Focus Groups 2009: 8
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Fig. 12.2 Subsidies and external costs in the European Union (Source: UIC/CER 2008: 26)

been produced. Transport by sea is the most efficient mode, and has improved over
the last decade, not as a result of technological development in particular, but by
achieving a higher load capacity. In aviation there has also been a remarkable growth
in efficiency. Air traffic has reached a staggering growth rate of 110 %, and energy
consumption has grown by 78 %. As a result, fuel consumption per unit of traffic
has improved by 15 %. It is curious that inland navigation improved its efficiency
by 32 % and maritime navigation only by 6 %. The lowest efficiency improvement
was obtained by rail transport: 3 % (Focus Groups 2009: 8) (Table 12.1).

Road transport uses 74 % of total oil transport consumption. The rest of the
energy consumptions by modes are: Aviation (15 %); maritime (7.8 %); railway
(2.2 %); and inland navigation (1.1 %) (Focus Groups 2009: 7).

The dominant role of road transport is the result of many historical policies: a
fiscal policy; priority given to investment in roads; low implementation of policies
aimed to demand proper management; etc. Figure 12.2 shows that road transport
receives the biggest subsidies, and despite emitting large amounts of pollutants their
costs are not normally internalised. The subsidies are especially significant in road
freight transport. The European Commission states that “motorway maintenance
would cost six times less if cars were the only vehicles to use the motorways. This
benefit is not offset by any corresponding differential between the charges paid by
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Fig. 12.3 Length of rail lines and motorways (km) in EU-15 (1970 = 100) (Source: UIC-CER
2008: 25)

heavy goods vehicles and by private cars” (2001a: 23). We will see later that the
Swiss government is financing a rail line mainly for freight transport through tolls
on heavy trucks.

These policies have condemned rail transport to a secondary role. In the EU-15
the length of rail lines has been falling steadily between 1970 and 2004. At the
same time the length of motorways built has been multiplied by a factor of 4. The
European Commission reports “that in the last 30 years an average of 600 km of
lines have been closed each year in Europe, while at the same time the motorway
network was increasing by 12,000 km a year”. But “there are branches and lines
which today would have been extremely useful for coping with saturation on parts
of the rail networks” (2001a, b, c, d, e: 32) (Fig. 12.3).

In spite of these policies it is evident that there is a strong need for the use
of railways as an efficient, secure and massive freight transport, and as a mass
passenger transport in metropolitan areas, as Fig. 12.4 makes clear. It shows that
rail can transport 45 times more people than cars per hour and infrastructure width,
six times more than conventional buses, and nearly two times more than a bus with
a separate lane (UIC/CER 2008: 16).

1.2 Wide Range of Applications of the Dominant Transport
Model Between Countries

Although most countries in the world are developing the traditional model of
transport, there are significant differences between them. Here we briefly describe
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two extreme types of policies. On the one hand, we have the Spanish policy, and at
the other extreme the Swiss one. In Spain all governments have maintained during
the last decades a policy which gives priority to a massive build-up of transport
infrastructures. During the first decades they promoted the construction of many
motorways, and during the last two decades priority were given to the construction
of a network of high-speed rail lines, with the aim of connecting Madrid with all
the provincial capitals. This priority does not mean eliminating investment in other
infrastructures. On the contrary, the construction of motorways, airports, ports, etc.
has continued intensively.

This strategy is defended based on several arguments, but two are by far the most
significant: one is economic and the other related to unfair treatment. The economic
argument has two dimensions: the construction of infrastructures produces huge
economic development, and frequently the regions defend the construction in their
lands of big infrastructures on behalf of the state (like high speed railways-HSR),
because supposes the mayor investment in history (this issue is analysed in the
next section). The argument of unfair treatment is put forward by regions that
demand the same type of infrastructures, which they do not yet have. This is a
typical political argument. The economic argument leads governments to celebrate
the fact that Spain has built more kilometres of motorways or HSR lines than
any other country in Europe. In 2008, Spain reached the top position as regards
kilometres of high speed railway lines, and in 2010 it reached the second place
worldwide, behind China and surpassing Japan. Also, Spain is the European country
which has the most kilometres of motorways and the most airports. The Strategic
Plan of Infrastructures and Transport (in Spanish, PEIT 2005-2020) is the political
expression of the arguments mentioned. It establishes the following objectives to
be reached by 2020: to build 9,000 km of HSR lines and 6,000 km of motorways.
Accomplishing the first objective means that Spain will have in 2020 50 % of the
European HSR network. In order to reach such objectives Spain has been investing
close to 2 % of its GDP, while France, which occupies the second position in the
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Fig. 12.5 Evolution of rail modal quota of freight transport in several EU-15 countries (Source:
Ministry of Public Works and Transport 2010: 16)

HSR ranking, has been spending less than 1 % of its GDP. The rest of the countries
spend less than France or do not spend on HSR at all (Ministry of Public Works and
Transport 2005) (Fig. 12.5).

The above figure shows the evolution of the rail modal quota of freight transport
of five European countries, and it shows that Germany is by far the leading country,
and that its quota has been growing since 2000. The Netherlands’ quota has been
increasing slowly but steadily since 1997. The average quotas of Italy and the UK
have increased during the 1997-2008 period. France was the leading country in
the first part of the period, but its rail quota has been falling until 2005, and from
this year it has maintained it. Spain’s quota has been falling during this period.
It is remarkable that France and Spain, the two countries which have invested the
most in HSR lines, have lost a great part of their previous freight quota. It has to
be remarked that those heavy losses of quota happened in a context of significant
growth of rail freight between 1999 and 2007. In the EU-15 the increase was 22 %
(EEA 2011: 41).

Switzerland has developed the most dense rail network in Europe, followed by
Germany, the Czech Republic, Hungary, Belgium and Austria. It has the greatest
ratio of railway use (49 journeys per person and year), followed by Austria (25
journeys). Other remarkable policies are demand management, the development
of inter-modality, and a permanent policy of modernising and extending public
transport networks. It has the greatest car-sharing system of the world in relation
to population. Perhaps Switzerland’s most outstanding policy is to shift goods form
road to rail. In 1994 it approved by referendum that long-distance freight transport
must be done by rail. The EU criticised the decision, but reached an agreement
with Switzerland: at least 70 % of freight transport should be by rail. Since then this
country has been building an adequate infrastructure to meet the objective, financing
it mainly by taxing heavy lorries. The European transport policy for 2010 (White
Paper) hailed this policy by declaring that “taxation on heavy lorries is a textbook
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example” of the policy it promoted. Between 2000 and 2010, the volumes in net
tonnes of freight transport by rail have increased by 17 % (European Commission
2001a,b, c, d, e: 15; EEA 2011: 48).

2 Transport Economics

Governments usually justify new transport infrastructures with their supposed great
contribution to economic growth. However, they never analyse ex-post the validity
of this argument, despite having the data to do so. There are mature infrastructures
and as a result the construction of big infrastructures is not justified on a narrow
economic basis. Their opportunity costs are usually situated in the lowest posts
in comparison with other kinds of investments. But frequently, expenditure on
transport is not profitable in economic terms, and often does not take into account the
social and environmental factors. This applies especially to the EU plan of building a
high speed rail (HSR) network through the continent. But here we develop a general
approach to the economics of investment in transport infrastructures. We treat the
HSR case in the section which deals with the EU transport policy.

Numerous reports (some official) and authors reach the following conclusions:
developed economies have mature transport systems; for this reason, investment in
new infrastructures is not a good economic decision, because it improves little the
global efficiency of systems; the best option is to invest in the overall efficiency
of the system to solve inefficiencies like congestion, inter-modality, etc.; decisions
of investment must not be based on generalisations about the relationship between
transport and economy, but on a deep context-specific appraisal; and assessment
methodologies are not reliable, because they do not take into account (or they do
not measure properly) several factors. For the analysis of these conclusions we take
