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    Abstract     This chapter deals with research on judging, evaluating, monitoring and 
assessing professional competence in educational contexts. In line with current 
views on assessment and learning, we argue that assessment can and should be used 
to develop professional competence. Drawing on research from different areas of 
professional competence, we extend this line of argumentation by contending that 
learning and instruction can benefi t when different methods of assessment are stra-
tegically combined in a coherent assessment programme. We will discuss the opti-
mization of education- and practice-related purposes, formative and summative 
purposes and quality issues in the assessment of professional competence, and con-
clude with some prospects for supporting expert judgement, developing guidelines 
for assessment programmes and gaining improved understanding of mechanisms 
underlying the impact of assessment on learning.  
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45.1         Introduction 

 We discuss from a research perspective, the assessment of professional competence 
in educational settings. In this chapter we focus on psychological theories in 
addressing the assessment of professional competence. Professional competence is 
a complex concept that allows for various defi nitions. In their seminal paper on the 
concept of competence, Stoof et al. ( 2002 ) stressed that defi nitions of competence 
are purpose and context dependent, although this does not preclude commonalities 
between contexts. One characteristic of professional competence that is shared 
across domains is the ability of professionals to fulfi l complex core tasks by inte-
grating and applying appropriate context- and domain-specifi c knowledge, skills 
and attitudes (Stoof et al.  2002 ). Developers of methods to assess professional com-
petence in educational contexts should defi ne not only professional functioning for 
the context of interest but also ways of promoting its development. We agree with 
Stoof et al. ( 2002 ) that defi nitions of competence are purpose- and context- 
dependent, but we also acknowledge that defi nitions of professional competence for 
different areas share important characteristics, such as relevance to the domain of 
possible encounters within a particular area of practice which a professional is 
expected to manage effectively (Kane  1992 ) and the knowledge, skills and judge-
ment the professional is expected to use in managing these encounters. 

 In the literature several purposes that can be served by assessment of profes-
sional competence have been identifi ed. Firstly, assessment can be a selection tool 
for admission to education and training programmes or job appointments. Secondly, 
assessment of professional competence can be used to monitor and guide the 
 progress of learners through a training programme. Thirdly, it can be used to deter-
mine whether students meet requirements for licensure to practise in their chosen 
profession and whether staff members qualify for promotion, and fi nally, results of 
assessment can be used to monitor the effectiveness of education and training pro-
grammes and provide evidence for programme quality. These four purposes: selec-
tion, diagnosis, licensure and accountability are usually subdivided into (a) formative 
 assessment focused on diagnosing and monitoring student performance in order to 
enhance learning and development and (b) summative assessment focused on 
 decision making for selection, licensure and accountability. 

 We adhere to current views on assessment and learning that assessment for edu-
cational purposes can and should concomitantly serve to stimulate learners to 
develop their professional competence. This viewpoint is consistent with the notion 
that assessment drives learning (Frederiksen  1984 ), as refl ected in the more recent 
idea of the integration of assessment, instruction and learning. Integration requires 
substantial consistency of learning, instruction and assessment, often referred to as 
the principle of ‘alignment’ (Biggs  1996 ). Taking our line of reasoning one step 
further, we argue that assessment should be used strategically within a programme 
of assessment so as to maximize its potential as a tool for learning and instruction. 

 We aim to demonstrate that effective strategic use of assessment in educational 
contexts relies on carefully chosen methods of assessment combined in an 
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assessment programme (Chester  2003 ; Van der Vleuten and Schuwirth  2005 ). In line 
with Van der Vleuten and Schuwirth ( 2005 ) and Baartman et al. ( 2007 ), we view 
assessment as an  instructional design problem , covering the full range of assessment 
methods used within a curriculum. An effective programme for assessing profes-
sional competence should be informed by professional practice in the domain of 
interest. Since professional practices differ across professions and settings, assess-
ment of professional competence cannot be treated as an entity that is uniform across 
all educational contexts. Given this inherent variability, programmes for the assess-
ment of professional competence depend crucially on well-informed choices made 
by programme designers based on their knowledge both of the profession and of 
assessment. Despite inter-contextual differences, developers of assessment 
 programmes for professional competence can learn a great deal from studying exist-
ing assessment programmes. We therefore present a case from teacher training as a 
thick description which may be helpful to readers in their deliberations about the 
implementation of a programmatic approach to assessment in their own context. 

 The ideas presented in this chapter draw on overviews of assessment of profes-
sional competence, published mainly in the context of medical education (Van der 
Vleuten  1996 ; Van der Vleuten and Schuwirth  2005 ; Schuwirth and Van der Vleuten 
 2011 ; Van der Vleuten et al.  2012 ) but include also insights from other areas of 
professional practice, teaching in particular. 

 This chapter is written for (a) educators who are interested in assessment of pro-
fessional competence, especially in relation to the development and improvement of 
assessment systems; and (b) administrators, supervisors and educators involved in 
the development of programmes for the assessment of professional competence in 
their own curricula.  

45.2     What Is Professional Competence? Implications 
for Assessment 

 Defi nitions of professional competence rely on the specifi c requirements of the 
 profession in question and the knowledge, skills and judgement to be mastered by 
professionals to be able to manage professional encounters in their fi eld. Relevant 
notions regarding the assessment of professional competence will be presented in a 
simple and well-known model from medical education. 

45.2.1     What Is Professional Competence? 

 Competence has long been conceptualized – implicitly – as comprising several 
 distinct components (Van der Vleuten  1996 ), each to be mastered separately in 
monotonic process driven by learning experiences. These components were 
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considered to be relatively stable across situations and time, refl ecting the  trait 
conception  which was generally supported in psychology at that time. According to 
the trait conception, relatively stable characteristics cause individuals to behave in 
certain ways (Van der Vleuten  1996 ), and components of competence are related to 
a set of latent factors within an individual, which affect performance but cannot be 
observed and therefore have to be inferred from observed behaviours. Between 
1950 and 1980, as a result of the cognitive revolution in psychology (Baars  1986 ), 
the focus of research shifted from observable behaviours to the unobservable work-
ings of the professional’s mind. Studies investigated thought processes, decision-
making and planning, conceptualizations and problem solving. Concepts of 
competence now also encompassed cognitive aspects, such as how professionals 
apply their knowledge in a particular context. It was acknowledged that profession-
als often have to tackle problems for which no straightforward solution is available 
but which require novel combinations of skills and knowledge (Andrews and Barns 
 1990 ). To deal with ill- defi ned problems, professionals draw on a unique knowledge 
base and a situational life space which enable them to exercise decision making 
skills (Andrews and Barns  1990 ; Darling-Hammond et al.  1983 ). In line with these 
insights, Kane ( 1992 ) proposed that conceptions of competence involve two major 
components: the domain of possible encounters within a particular area of practice 
which a professional needs to manage effectively, and the knowledge, skills and 
judgement that are prerequisite for managing those encounters. Kane’s conceptual-
ization has been embraced by various authors, including Roelofs and Sanders 
( 2007 ), who defi ned competent teaching as:

  the extent to which a teacher, as a professional, takes deliberate and appropriate decisions 
(based on personal knowledge, skills, conceptions, etc.), within a specifi c and complex profes-
sional context (students, subject matter, etc.), resulting in actions which contribute to desirable 
outcomes, all according to accepted professional standards. (in Bakker et al.  2011 , p. 125). 

   According to this defi nition, assessment of teaching competence covers teachers’ 
decision-making processes and actions and how these impact on student learning. 
Note that this defi nition combines cognitive reasoning by referring to deliberate 
decisions and actions, as well as situational awareness, by focusing on appropriate 
decisions and actions. In the introduction we explained that professional compe-
tence comprises general characteristics as well as specifi c characteristics of profes-
sional contexts, such as business organizations and educational institutions. So 
defi nitions of professional competence share commonalities and at the same time 
differ across professional contexts. Using a simple model of professional compe-
tence for illustration, we will discuss insights from research regarding the nature of 
professional competence and suitable assessment modalities. 

45.2.1.1     A Simple Model for Assessing Professional Competence 

 The above-mentioned simple model of competence assessment was introduced by 
Miller in  1990  in the context of medical education. The model is visualized as a pyra-
mid, which from the ground level upwards consists of four consecutive layers 
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denoting increasing competence (Fig.  45.1 ), with types of assessment that are 
 particularly suited to specifi c layers. The bottom layer deals with factual knowledge 
and the next layer with knowing how to apply that knowledge, labelled as the ‘knows’ 
and the ‘knows how’ level, respectively. Performing all aspects of the competence of 
the ‘knows how’ level in a controlled simulated or laboratory environment comprises 
the third layer, the ‘shows how’ level. The top layer is concerned with the ‘does’ level, 
i.e. performance in an authentic setting in day-to-day professional practice. Miller did 
not design his pyramid as a pedagogical model where mastering the highest level is 
conditional on mastery of the lower levels, but the pyramid provides anchor points for 
decisions about the suitability of assessment methods for different contexts. The cog-
nitive skills for the ‘knows’ level are mostly assessed by written, oral or computer-
assisted knowledge tests, while the upper levels require concrete evidence of mastery 
of psychomotor, cognitive and affective components of competence, usually assessed 
using direct observation of performance or evaluation of products of performance. 

 We will refer to Miller’s pyramid in describing different methods and approaches 
for the assessment of professional competence. We will also show how research on 
the quality of these assessment methods and approaches has yielded new under-
standings of the nature of professional competence, which have inspired new assess-
ment technologies and theories.

45.3          A Historical Overview of Developments in the 
Assessment of Professional Competence 

 We present an overview of developments and research related to the assessment of 
professional competence, ending with a summary of implications and principles of 
assessment, illustrating how assessment of professional competence has developed 

Knows

Shows how

Knows how

Does

Stimulus format: fact oriented
Response format: menu, written, open,
computer-based, oral

Stimulus format: (patient) scenario, simulation
Response format: menu, written, open, oral,
computer-based

Stimulus format: hands-on (patient) standardized scenario or
simulation
Response format: direct observation, checklists, rating scales

Stimulus format: habitual practice performance
Response format: direct observation, checklists, rating scales,
narratives

  Fig. 45.1    Miller’s pyramid explained       
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into an enterprise involving the use of multiple methods to support feedback to 
guide self-directed learning as well as methods to arrive at sound judgements to 
support defensible and trustworthy decisions about certifi cation and promotion. 

45.3.1     Developments in Assessment Methods 

 The ‘ knows ’ level of Miller’s pyramid is related to traditional paper and pencil 
 factual knowledge tests and tests using multiple choice questions (Van der Vleuten 
 1996 ). Gradually the realization has dawned that knowledge may equally well be 
assessed using open-ended questions, oral examinations and computerized tests. 

 The ‘ knows how ’ level requires evaluation of processes in people’s minds, such as 
reasoning and problem solving (i.e. procedural knowledge). It is consequently 
important to make a distinction between the assessment task, i.e. the  stimulus  format , 
and the way candidates’ responses are captured, i.e. the  response format . A stimulus 
may be a written task eliciting a fact or a written case of a teaching situation inviting 
a candidate teacher to explain how they would deal with it, etc. Reponses may be 
captured by a write-in, a long text (essay), an oral situation, a menu of options 
( multiple-choice questions), etc. An important characteristic of assessment at the 
‘ knows how ’ level is that stimuli present a rich context, preferably derived from the 
professional domain. Such enriched tasks can be written cases, such as patient prob-
lems for medical students (McGuire and Babnott  1967 ) and they are intended to 
encourage candidates to consider the meaning of their knowledge and its application 
in concrete situations. The candidate’s answers and decisions serve as indicators of 
the candidate’s problem-solving ability. Computer techniques can be used to add 
realism to the assessment, e.g. by adding authentic videos and sounds. 

 On the ‘ shows how ’ level, evaluation techniques are aimed at simulating real-life 
situations in the work or educational context. A knowledgeable assessor observes the 
candidate’s actions and behaviours, often assisted by descriptions of adequate perfor-
mance in the domain, based on defi nitions of key aspects of professional functioning 
and indicating what is considered to be good performance (Sadler  1987 ,  1989 ). 
Standards are also used to defi ne levels of professional competence, from ‘poor’ to 
excellent’. A later development was  live  simulations, such as business simulation exer-
cises in business education (Anderson and Lawton  1988 ), simulated clinical stations 
in medical education (Harden and Gleeson  1979 ) and assessment centres in teacher 
education (Shulman et al.  1988 ; Haertel  1991 ), with candidates completing a coherent 
set of tasks and activities representing key aspects of professional work. Simulation 
tasks for a candidate teacher may involve planning a lesson or evaluating student work. 
In live simulations, e.g. in assessment centres for student teachers, the level of task 
performance and the candidates’ rationales for their actions are used as the basis for 
judging their knowledge and skills (Shulman et al.  1988 ). 

 Miller’s ‘ does ’ level calls for assessment of how professionals perform their 
daily tasks in realistic settings. Infl uenced by attempts to optimize the practical 
relevance assessment, which started in the 1990s, assessment developers have 
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sought to move beyond simulations and assess the ‘ does ’ level in the real working 
environment. Such workplace or practice-based assessment is suitable for work 
placements and internships to monitor and evaluate student learning. The stimulus 
is the authentic context, whether work or school based, which, by defi nition, cannot 
be controlled (van der Vleuten et al.  2010 ). In work-based contexts, direct assess-
ment prevails, while in school-based contexts indirect assessment methods tend to 
dominate. Direct assessment targets behaviour, observed either directly or in retro-
spect based on a candidate’s previous interactions. Common methods are direct 
observation, followed by oral feedback from peers, colleagues and others, such as 
pupils in teacher evaluation, clients in business education and training, and case 
discussions of videotaped patient encounters or evaluation of performance by 
patients in medical practice. In the management literature such assessments are 
referred to as performance appraisals. The dominant response format is an observa-
tion structure, such as a global rating scale often complemented with additional 
space for assessors’ narrative comments. Such observation structures are often 
implemented electronically, with communication by email or smart phone facilitat-
ing assessment and offering an attractive feedback format. 360-degree or multi-
source feedback from different stakeholders within candidates’ work environment, 
sometimes combined with self-assessment, is a familiar example of this type of 
assessment. In educational settings, self-assessment and peer feedback are wide-
spread. Indirect assessment at the ‘ does ’ level is often seen in schools or educational 
institutions, and may include products or artefacts resulting from activities under-
taken by the learner, with evidence obtained from multiple sources over time, such 
as information and feedback from different sources compiled in logbooks or portfo-
lios. Portfolios are collections of evidence for professional competence, and their 
popularity in higher, continuing, professional and basic education has been on the 
increase since the early 1990s. The fi rst portfolio for teacher assessment was intro-
duced in the Teacher Assessment Project at Stanford University to support assess-
ment of teacher competence with other information besides assessment-centre 
grades (Shulman et al.  1988 ). Infl uenced by the movement towards more authentic 
and meaningful assessment, the Stanford project assessed teacher performance in 
different practical contexts collecting the resulting information in a teaching portfo-
lio. The notion of a portfolio was borrowed from architects’ and artists’ portfolios, 
i.e. real fi les containing samples of designs, drawings and paintings to present to 
potential clients (Bird  1990 ). Analogous to these portfolios, a teaching portfolio 
contains samples of a teacher’s work collected over time across contexts (Wolf and 
Dietz  1998 ). As the information is longitudinal, the portfolio can be used to aggre-
gate numerous samples of a candidate’s performance collected over an extended 
period of time. Initially used mainly summatively, portfolios are currently also used 
formatively, which has affected their structure and content (Van Tartwijk et al. 
 2007 ). While portfolios originally contained evidential materials with, at best, some 
notes indicating what the material was, where it was collected, and why it was 
included in the portfolio, more extensive uses for portfolios have been developed, 
such as stimulating refl ection on personal development and planning (Mansvelder-
Longayroux et al.  2007 ).  
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45.3.2     Research Findings on the Assessment of Professional 
Competence 

 We present fi ndings from research into the quality of assessment of various aspects 
of professional competence, showing how this type of research has infl uenced 
developments in this type of assessment by educating assessment developers about 
aspects like assessment tasks, assessor training and obtaining satisfactory assess-
ment results. The fi ndings are organized under the familiar headings of validity, 
reliability, generalizability and educational consequences of assessments (Van der 
Vleuten  1996 ). 

45.3.2.1     Findings with Regard to Validity 

 Validity refers to the extent to which a measurement (test, exam) measures what it 
is designed to measure. Three types of validity, i.e. content, criterion and construct 
validity, have long been distinguished, and in the classical view are conceptualized 
as intrinsic properties of a test. Construct validity refers to the test score as a mea-
sure of the assessed characteristic, which should be defi ned in a conceptual frame-
work. Content validity focuses on the degree to which test content and response 
properties are representative of the domain in question. Criterion validity refers to 
the degree to which test scores predict future performance and correlate with results 
on other tests measuring the same construct. 

 Research fi ndings on criterion validity in particular have yielded interesting 
results. For the  ‘knows how’  level, instruments were developed to measure candi-
dates’ reasoning and understanding, but studies in medical education revealed a 
strong correlation between complex paper-based patient scenarios and simple 
multiple- choice questions (Ward  1982 ; Swanson et al.  1987 ). This fi nding was 
contrary to the assumption that essays measured understanding and multiple-choice 
questions factual knowledge. Research on construct validity showed that information 
on content-specifi c knowledge and reasoning skills was diffi cult to generalize to other 
contents. With regard to content validity, candidates’ responses to one assessment 
sample (question, case, situation, etc.) turned out to be poor predictors of performance 
on other samples, even within the same domain. This phenomenon was termed ‘content 
specifi city’ or ‘task variability’ (   Shavelson et al.  1993 ). These studies (Ward  1982 ; 
Swanson et al.  1987 ) created awareness that context and tasks, i.e. stimulus formats, had 
farther reaching consequences than did response formats (Van der Vleuten  1996 ). 
This insight made assessment developers realize that assessment tasks should 
present a faithful representation of the real workplace. This is in line with arguments 
from the ‘authenticity movement’ (Wiggins  1989 ; Cumming and Maxwell  1999 ), 
which promoted assessment in simulated or real-life authentic contexts. For the 
sake of authenticity, assessment tasks had to be pitched at the appropriate level 
of complexity, taking account of levels of cognitive functioning commensu-
rate with a specifi c level of professional expertise (Van der Vleuten et al.  2010 ). 
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For the  ‘shows how’  level, live simulations were developed to differentiate 
between groups of candidates of diverse levels of experience (Van der Vleuten and 
Swanson  1990 ). Unfortunately, research showed that live simulations did not always 
discriminate between levels of expertise. An explanation for this was provided 
by research on expertise development showing that novices and experts differed 
not only in amount of knowledge but also in how they stored, used and retrieved 
knowledge (Schmidt et al.  1990 ). Professional expertise appeared to develop as a 
transition from a conceptually rich and rational knowledge base (acquired through 
educational experiences) to a non-analytical ability to recognize and handle situations 
effi ciently and effectively (acquired through professional experiences). Such abilities 
were found to be diffi cult to transfer to other contexts. As it became increasingly 
clear that assessment was context dependent, it was realized that professional 
competence should preferably be assessed in authentic professional practice 
settings. Authenticity was of the essence for generalization from the measurement 
setting to other settings (Kane  1992 ). Kane introduced so-called ‘high-fi delity tasks’ 
(Kane  2006 ) for direct measurement of certain characteristics, which seemed best 
suited to the ‘ does ’ level, i.e. practice-based or workplace-based assessments. 
Research has demonstrated that validity of this assessment depends strongly on how 
the assessor and the learner deal with the information that emerges from assessment, 
even more strongly than on the instruments used (Van der Vleuten et al.  2010 ). 
Assessors may have diffi culty using scoring procedures and assessment criteria to 
interpret information from different contexts (Moss  1994 ), and candidates may 
strategically select information for inclusion in portfolios (Wolf and Dietz  1998 ). 
High-fi delity tasks, which are typically complex and open-ended, are hard for assessors 
to score (Kane  2006 ). This points to a need for assessors to be knowledgeable about 
assessment and trained to judge different sources of assessment information 
systematically and consistently, while candidates need to be informed about the 
purposes of assessments. The need for assessor training relates to reliability and 
generalizability, which will be discussed in the next section, while informing 
candidates relates to educational consequences, to which we will return later.  

45.3.2.2     Findings with Regard to Reliability and Generalizability 

 Reliability relates to the replication of assessment results, i.e. the chance of fi nding 
different results when an assessment is repeated under the same conditions. 
 Inter- rater reliability is often used as an indication of reliability (Dunbar et al.  1991 ). 
Traditionally, it has been assumed that assessors’ judgements are more reliable 
when assessors consistently use carefully defi ned assessment criteria, performance 
levels and scoring rules (Moss  1994 ), whereas selective observations, personal prej-
udices and biases were considered to be serious threats to reliability and validity of 
assessment (Gipps  1994 ; Moss  1994 ). Assessor training is known to have a poten-
tially positive impact on consistent scoring (Day and Sulsky  1995 ; Stamoulis and 
Hauenstein  1993 ), and global ratings are associated with a slight decrease in inter- 
rater reliability, while more analytical checklist scores yield higher inter-rater 
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reliabilities (Van der Vleuten et al.  2010 ). Reliability can also be improved by 
 standardizing assessment tasks, for example by selecting tasks that represent key 
situations for a particular competence area. Standardization of tasks is also used to 
achieve generalizability, i.e. whether the sample of assessment tasks is representa-
tive of the universe of assessment tasks (Kane  1992 ), the collection of assessment 
tasks out of all possible tasks that are appropriate to measure the construct at hand. 

 Research has produced intriguing fi ndings concerning the reliability and gener-
alizability of methods for assessing the ‘ shows how ’ and ‘ does ’ levels of compe-
tence, with relevance to measures for scoring and selecting assessment tasks. 
Research on live simulations, unexpectedly revealed that compared to analytic 
judgements, global holistic judgements yielded better reliabilities across different 
tasks in live simulations (Rothman et al.  1997 ; Regehr et al.  1998 ). Apparently, 
global holistic ratings made judges more sensitive to elements in candidates’ perfor-
mance that were more generalizable across assessment tasks. Global ratings also 
resulted in scores that discriminated better between levels of expertise (Hodges 
et al.  1999 ; Norman  2005 ). A newer insight to emerge in relation to reliability is that 
it depends less on objectivity and standardization of methods and scoring proce-
dures than on appropriate sampling of tasks and assessors (Kane  2006 ). When mul-
tiple assessors judge performance, threats to reliability, such as selective observation, 
biases and personal prejudices diminish, resulting in more accurate scoring. This 
implies that sampling across performances with different raters in each sample can 
considerably increase inter-rater reliability (Swanson  1987 ). 

 At the ‘ does ’ level reliable scoring is considered to be a serious problem (Moss 
 1994 ), due to the variability of assessments and respondent reactions. Studies in 
medical education, investigating how direct observation, peer evaluations and mul-
tisource feedback impact on reliability, have yielded indications for the number of 
observations needed for adequate reliability (Kogan et al.  2009 ; Lockyer  2003 ; 
Falchikov and Goldfi nch  2000 ; Davies et al.  2008 ; Moonen-Van Loon et al.  2013 ). 
Usually, a sample of 8–10 direct observations is suffi cient, irrespective of the type 
of instrument and what is being measured, except for patient ratings which need 
larger samples. The discovery that a feasible sample of direct observations can 
 produce adequate results fuelled assessment developers’ enthusiasm for direct 
observation as a method for workplace-based assessment. 

 As for more indirect measures for the ‘ does ’ level, such as portfolios, it is known 
that assessors struggle to consistently interpret materials from a variety of sources 
(Moss  1994 ), although moderately good inter-rater reliability has been shown to be 
achievable (Driessen et al.  2007 ). Bakker et al. ( 2011 ) showed that a clear and 
simple scoring procedure, with global criteria and discussions among raters, was 
effective provided raters were well prepared. The competence to be judged was 
stimulating and supporting self-regulated learning of students working collabora-
tively on complex tasks. The scoring procedure was based on a conceptual frame-
work and considerations of situational awareness were included in the assessment 
criteria, which defi ned teachers as competent when they provided  just enough  sup-
port to enable students to move to the next level of learning, a move students would 
not have made successfully without teacher support (cf. Vygotsky  1978 ). 
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The assessors were trained to interpret video fragments of teacher performance in 
an authentic environment and to provide evidence and arguments for their judge-
ments in accordance with the conceptual framework. Acceptable to high levels of 
inter- rater agreement were found, and assessors were reasonably competent to use 
the assessment procedure in a reliable manner. It took a substantial amount of 
training time, however, before teachers could recognize evidence in the video frag-
ments and got used to the steps of the scoring procedure. In modern conceptions of 
reliability, elements of qualitative research are used to bring rigour to portfolio 
assessment (Driessen et al.  2005 ). Procedural measures provide evidence of due 
process in performance decisions, such as a specifi c number of feedback cycles 
before a summative decision is made, involvement of an independent committee, 
the number of assessors judging a single portfolio, the amount of justifi cation pro-
vided for decisions, etc. As more of these measures are implemented, decisions 
become more trustworthy (Van der Vleuten et al.  2010 ).  

45.3.2.3     Findings with Regard to Educational Consequences 

 The currently widespread notion that it is important to consider educational conse-
quences of assessments is probably attributable to Messick’s ( 1989 ) extended notion 
of validity, where validity is not only a test property but where the meaning or inter-
pretation of scores must be valid as well as should any implications of that meaning. 
Incorporating consequential considerations into his defi nition of validity Messick 
proposed an integrated validity framework, combining issues of content, criterion 
and construct validity with considerations of value implications and social conse-
quences to determine the impact of assessment on teaching and learning. This 
impact is often referred to as ‘consequential validity’, which also covers adverse 
effects of assessment, such as the use of undesirable learning strategies by students. 
Negative effects have frequently been attributed to knowledge tests targeted at 
Miller’s  ‘knows’  level, because they were assumed to encourage rote learning aimed 
at reproducing knowledge without understanding, favouring a surface approach 
instead of a deep approach to learning (Biggs  1970 ,  1976 ; Entwistle and Entwistle 
 1970 ) or a reproduction-oriented learning style (Vermunt  1996 ) instead of a 
meaning- oriented learning style. Negative effects are known to be reinforced when 
tests are not judiciously distributed over the curriculum or compete with each other. 
Students may study very hard for a short time immediately before a test, and suc-
cessfully reproduce the required knowledge at the test only to forget the knowledge 
as quickly as it was learned. Live simulations can generate meaningful information 
as well as enhance candidates’ learning processes (Van der Vleuten and Swanson 
 1990 ), but the attending response formats can have adverse effects, as was illus-
trated in a study (Van Luijk et al.  1990 ) where students memorized detailed check-
lists and in their eagerness to show their ‘knowledge’ showed all behaviours on the 
list even when this was not appropriate for the situation at hand. The assessment 
developers quickly caught on to this phenomenon and switched to global rating 
scales adding to the criteria considerations of situational awareness. 
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 For the ‘ does ’ level evidence for the impact on learning is limited. Workplace- 
based assessment is used for assessment but also for its formative potential (Van der 
Vleuten et al.  2010 ). The provision of feedback to learners, in particular, gives 
workplace-based assessment formative value as it helps learners to steer their learn-
ing towards desired outcomes. Miller and Archer ( 2010 ) concluded that multisource 
or 360-degree feedback could improve performance, although personal factors, the 
feedback context and facilitation of feedback had a profound effect on candidates’ 
responses to feedback. Feedback is most likely to bring about a change of perfor-
mance when it is credible and accurate or when coaching is provided to help candi-
dates identify and come to terms with their strengths and weaknesses. With regard 
to direct observation of procedural skills and case-based discussions, however, 
Miller and Archer found no evidence of improved performance concluding that 
 further research was needed into the effects of workplace-based assessment on pro-
fessional training and performance. 

 Research has examined the impact of more indirect methods of assessment at the 
‘ does ’ level. Driessen et al. ( 2007 ) showed that, for portfolios to successfully  support 
learning and assessment, it is important that the goals and procedures are communi-
cated clearly and portfolios are fi rmly embedded within the curriculum. Support from 
coaching or mentoring is prerequisite for effective support of learning. MacColgan 
and Blackwood ( 2009 ), however, found huge variation in types of portfolios for con-
tinuing professional development of educators and tremendous variability of termi-
nology in portfolio research. Apparently, opinions differ regarding teaching portfolios 
and their uses complicating comparison of different studies on teaching portfolios. 
Comparisons of portfolios are also diffi cult because many studies report participants’ 
perceptions without reporting measured effects on professional learning. 

 In recent years, there has been much research on assessment methods and proce-
dures to promote self-directed and meaning-oriented learning. Formative assess-
ment in particular is assumed to have a positive impact on student learning. Black 
and Wiliam ( 1998 ) analyzed fi ndings from over 250 studies on formative assess-
ment and concluded that the use of assessment outcomes to adjust learners’ learning 
goals was a core characteristic (Black and Wiliam  1998  p. 140), i.e. evidence from 
formative assessment is used to give learners insight into where they stand in their 
learning, where they need to move and what they should do to get there (Black and 
Wiliam  2009 ). Wiliam and Thompson ( 2007 ) proposed fi ve key strategies for for-
mative assessment in classroom settings: (a) clarifying learning intentions and shar-
ing criteria for success, (b) engineering effective classroom discussions, questions 
and learning tasks that elicit evidence of learning, (c) providing feedback that moves 
learners forward, (d) activating students as the owners of their own learning, and 
(e) activating students as instructional resources for each other. 

 However, implementing new modes of assessment does not automatically bring 
about desired changes in student learning, and various factors mediate the effects 
of new learning environments on student learning (e.g. Struyven et al.  2006 ). It is 
also a formidable challenge to defl ect students’ approaches to learning into a more 
desirable direction in a sustained way (e.g., Gijbels et al.  2008 ). Broekkamp and 
Van Hout-Wolters ( 2007 ) developed a theoretical model of factors which seem 
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 relevant to adjusting learning strategies used by students to prepare for tests. This 
model may enhance our understanding of the different conditions and their interac-
tions in this process. Based on ideas about strategy adaptation (Schunn and Reder 
 1998 ; Luwel et al.  2005 ) the model draws on considerations of teachers’ test 
demands, students’ perceptions of these demands, students’ personal learning goals 
and students’ ability to adjust and implement strategies. The framework acknowledges 
that strategy adaptation involves adaptation of external task characteristics, such as the 
environment where a task is undertaken, and internal task processes, such as stu-
dents’ ability to adjust learning strategies, their perceptions of task demands and the 
task disposition. Different results were found in a review of studies on adaptation 
of strategies for test preparation which varied across disciplines and between exper-
imental and authentic study designs (Broekkamp and Van Hout-Wolters  2007 ). 
Although this should not be surprising, it underlines the relevance of their model 
and the need to systematically investigate factors that infl uence strategy adaptation 
in test preparation, both in experimental and authentic settings.   

45.3.3     Summary of Implications 

 As we have shown, research into the quality of methods to assess professional 
 competence has provided researchers and assessment developers with new insights 
with regard to the nature of professional competence and its assessment. We sum-
marize the implications along the lines of a number of dimensions proposed by 
Segers ( 2004 ) (Fig   .  45.2 ).

   The fi rst dimension refers to the change from decontextualized, atomized tests to 
authentic, contextualized assessment modes underpinned by insights that compe-
tence does not rely on generic, stable, independent traits but is context specifi c, 

Authenticity

Levels of competency

Competency dimensions

Relation to the learning process

Responsibility

Testing Assessment

Decontextualised, atomic Contextualised, coherent

Low High

Few/Cognitive Multiple

Isolated Integrated

Teacher / examiner Learner / assessee

  Fig. 45.2    Assessment characteristics and the differences between testing and assessment proce-
dures as derived from Segers ( 2004 , p. 9)       
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implying that account must be taken of the assessment context (Birenbaum  2003 ). 
Also large samples were needed for reliable and generalizable inferences about pro-
fessional competence and information from various sources should be combined 
across content and time in order to gain a rich and multifaceted picture of a candi-
date’s competence. 

 The second dimension is concerned with approaches to learning and professional 
development that emphasize lifelong learning (Atkins  1995 ; Eraut  1994 ). This 
involves the capturing of competency profi les that portray common patterns in the 
development of professional expertise using multiple methods and measurements 
over a prolonged period of time. This dimension is inspired by the insight that simu-
lations may have shortcomings in differentiating between learners with different 
levels of expertise and can generate information that is diffi cult to generalize across 
contexts. To differentiate between expertise levels, assessment tasks should address 
levels of cognitive functioning that are representative of a certain level of profes-
sional expertise (Van der Vleuten et al.  2010 ), while scoring procedures should 
help assessors to distinguish levels of expertise, ranging from novice to expert. 
Assessment tasks and reference levels should support the development of professional 
expertise by capitalizing on self-directed and meaning-orientated learning. 

 The third dimension focuses on the multidimensionality of competencies 
 including situational awareness as opposed to only knowledge and cognitive skills. 
Since assessment has evolved into a process where candidates show their compe-
tence in simulated or authentic contexts, assessment focuses on what candidates are 
able to and on actual performance in professional practice. This means that asses-
sors should be able to determine to which extent candidates are responsive to what 
is appropriate in certain circumstances. This necessitates the inclusion of consider-
ations of situational awareness in assessment criteria and preparation of assessors 
for working with these criteria, but on the other hand it leads to the acknowledge-
ment that expert assessors are often already sensitive to these considerations. 

 The fourth dimension stresses the interconnectedness of assessment and learn-
ing, i.e. the notion that assessment drives learning (Longhurst and Norton  1997 ) 
implying that learning process and outcomes must be assessed in a relevant context 
(Dierick and Dochy  2001 ). It underscores the formative function of assessment, 
with feedback as a crucial factor (Sadler  1989 ), and requires monitoring of the 
impact of assessment on learning (Messick  1989 ). Recently, it has been proposed 
that assessment can and should be used strategically in assessment programmes to 
promote effective learning strategies and results (Van der Vleuten et al.  2010 ). 

 Finally, the fi fth dimension relates to the responsibility for assessment, with a 
shift from control by examiners to assessee involvement in line with calls for learner 
participation in current views on learning (Birenbaum  2003 ). Assessee involvement 
is evident in the selection of items for inclusion in portfolios, but it can also be realized 
in ‘tripartite meetings’ where supervisor, assessor and student discuss the student’s 
portfolio and the student submit additional information (e.g., Webb et al.  2003 ). 
Assessees can also be involved in the development and use of assessment criteria, such 
as in peer assessment (Sluijsmans et al.  2003 ). Negotiated assessment is an approach 
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that is particularly useful for promoting learning because of its participative and 
interactive elements (Gosling  2000 ; Boud  1992 ). It is  characterized by extensive 
involvement of candidates in their own assessment and by an exchange of views 
between assessee and assessor, who are encouraged to negotiate and agree on the 
feedback provided and on the use of the assessment mechanism and criteria in light 
of learning objectives, activities and outcomes, based on the assumption that 
negotiations increase learner involvement and consequently enhance learning 
(Anderson et al.  1996 ). Assessors are expected to challenge learners who are reluctant 
to assume this active role (Anderson et al.  1996 ; De Eça  2005 ). Further research 
is needed, however, to determine its impact on learning (Verberg et al.  2013 ). In 
Table  45.1 , along the lines of the dimensions we described and based on develop-
ments in assessment during recent decades, we summarize principles for the assess-
ment of professional competence and its implications.

   In the next section we will describe the move towards a programmatic approach 
to the assessment of professional competence.   

   Table 45.1    Research-based principles of assessment of professional competence   

 Dimension  Principle  (Practical) implications 

 (1) From 
decontextualized, 
atomized testing to 
authentic, 
contextualized 
assessments 

 Authenticity is key since 
competence is context 
specifi c (not generic) 

 Assessments should sample 
knowledge, skills and dispositions 
as used by professionals in 
professional practice 

 Large samples to allow for reliable 
and generalizable inferences 
about candidates’ competence 

 Combinations of different assessment 
methods across content, time and 
assessment sources 

 Assessment at ‘does’ level is reliable 
with 8–10 observations (by 
supervisor, peer, or multisource 
feedback); various stakeholders 
determine what candidates should 
know and be able to do 

 Assessment tasks refl ect the authentic 
context 

 (2) From low to high 
levels of competence 

 To distinguish different 
levels of development 
of professional 
competence, from 
novice to expert 
performance 

 Valid assessment requires tasks 
tailored to appropriate levels of 
complexity 

 Reliable judgement requires 
appropriate scoring procedures 
and well-defi ned performance 
levels 

 Valid results rely more on appropriate 
assessment tasks than on 
appropriate scoring procedures 

(continued)
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Table 45.1 (continued)

 Dimension  Principle  (Practical) implications 

 (3) From cognitive 
dimensions of 
competency to 
multidimensional 
competency profi les 

 Professional competence 
requires situational 
awareness 

 Sensitivity of candidates and 
assessors to candidate’s 
interactive cognitions and 
situational awareness relating to 
real situations in authentic 
contexts 

 Aggregation of information from 
sources that are meaningfully 
similar (triangulation) 

 (4) From isolated tests 
to integration of 
assessment and 
learning 

 Assessment drives learning 
and can be used 
strategically as a 
learning tool 

 Combination of formative and 
summative functions on a 
continuum from low to high 
stakes assessment 

 Evaluation for diagnosis and progress 
monitoring precedes fi nal 
evaluations for certifi cation or 
promotion 

 Monitoring effects of assessments on 
learners 

 Evaluations based on various sources 
of information 

 Evaluations provide feedback for 
self-directed learning 

 Preferably no combinations of 
multiple confl icting roles for 
assessors 

 Combined design process for 
curriculum and assessment 

 (5) From control by 
assessors to shared 
control of assessors 
and assessees 

 Active involvement of 
candidates and/or 
sharing of control by 
assessors and 
candidates since 
self-directed learning 
supports the 
development of 
professional 
competence, active 
involvement and 
learner control 

 Extensive information for learners 
about purposes, requirements and 
procedures of assessment 

 Learners responsible for providing 
information from themselves and 
others for the assessment 

 Validity of assessment at ‘does’ level 
depends more on how assessors 
and learners use information from 
assessments than on particular 
assessment instruments 

 Assessor training in judging, giving 
feedback and combining 
information from different 
sources – Learners can provide 
information (e.g., during 
intermediate assessment 
meetings) to supplement results 
of (practice-based) assessments 
that require interpretation of 
information from different 
sources 
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45.4     Programmatic Assessment of Professional Competence 
Fit for Purpose: A Model 

 Given the limitations of individual methods of assessment (Van der Vleuten  1996 ) a 
richer picture of a candidate’s competence can be obtained by strategically combin-
ing multiple methods of assessment across content, time and assessment sources 
(Chester  2003 ; Van der Vleuten and Schuwirth  2005 ; Baartman et al.  2007 ; Van der 
Vleuten et al.  2012 ). Combining methods in an assessment programme means that 
modern approaches, such as live simulations, portfolios and practice-based assess-
ment do not replace but rather supplement more traditional methods, such as knowl-
edge tests. Careful selection of methods, formulation of rules and regulations and 
creating an organizational system can obtain a well-rounded picture of candidates’ 
competence. According to Van der Vleuten and Schuwirth ( 2005 ) and Baartman 
et al. ( 2007 ) assessment is not a  psychometric problem  to be solved for one single 
method, but an  instructional design problem  encompassing the entire range of 
assessment methods used within the curriculum. 

  Fitness for purpose  is the starting point for determining the quality of an assess-
ment programme (Dijkstra et al.  2010 ,  2012 ). In a programmatic approach, all 
assessment purposes, including selection, monitoring and certifi cation, are com-
bined and optimized to maximize assessment for learning while at the same time 
arriving at sound decisions about learners’ progress. Consequently, intermediate 
evaluations focused on diagnosis precede fi nal evaluations, focused on high stakes 
decisions. All evaluations are based on various sources of information, and all infor-
mation is aggregated to provide a sound basis for judgements, particularly for high- 
stakes decisions, which must be defensible (Van der Vleuten et al.  2010 ). Involvement 
of expert human judgement is considered to be imperative in assessment pro-
grammes because it is needed to judiciously combine assessment information to 
arrive at robust, defensible decisions at high stake moments and to tailor feedback 
to candidates’ learning needs (Schuwirth and Van der Vleuten  2011 ). To counter 
threats to validity of scoring due to assessor-candidate relationships, assessors 
should be relieved from potentially compromising, multiple roles (Van der Vleuten 
et al.  2010 ). To enable high-stakes decisions based on aggregated information it is 
of the essence to prevent bias due to assessors having multiple roles. 

 In line with the notion of the integration of assessment and learning, assessment 
should have formative value to ensure its relevance to the learning process, and in a 
programmatic approach to assessment, formative and summative assessment functions 
are typically combined (Van der Vleuten et al.  2010 ). This means that assessment of 
competence in an authentic context should be given formative and summative weight 
(Van der Vleuten et al.  2010 ) to prevent that learners make strategic choices and do not 
take the assessment seriously thereby potentially trivializing the educational value of 
the assessment. Later in this chapter, we will elaborate on the combining of formative 
and summative assessment functions and some related dilemmas. 

 In programmatic approaches to assessment, qualitative, narrative information 
carries a lot of weight (Van der Vleuten et al.  2010 ), and assessment instruments 
have built-in facilities to elicit such information (e.g., space for narrative comments). 
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For reasons of transparency, this information has to be documented. All this has 
implications for assessor training: assessors should be trained to provide and docu-
ment narrative feedback. Methodologies from qualitative research may support 
these processes (Tigelaar et al.  2005 ) and complement psychometric methods which 
are traditionally used to determine the quality of assessments. The same holds for 
monitoring on the programme level (Driessen et al.  2005 ). Later in this chapter, we 
will elaborate on assessment quality and related dilemmas. 

 Assessment programmes should be systematically evaluated for alignment with 
the curriculum and impact on learning, and evaluation results should be used to 
update the programme. Various stakeholders, including students, experts and prac-
titioners should be involved in this process. This is important for meeting research- 
based and practice-based demands and expectations. However, as we will discuss 
later, integrating these demands in a productive way is often a struggle. In Box  45.1 , 
we summarize the characteristics of assessment programmes. 

    Box 45.1 Characteristics of Assessment Programmes 

    An Assessment Programme…

•    …. is grounded in a design that is based on an educational vision that 
supports both the curriculum and the assessment programme.  

•   … links competencies and assessment instruments in an overarching 
structure.  

•   … contains elements that produce information linked to specifi c courses or 
modules and elements that generate longitudinal information.  

•   … pays systematic attention to feedback, both quantitative and qualitative, 
to steer self-directed learning.  

•   … carefully balances formative and summative evaluations.  
•   … has panels for quality control implemented by (inter-collegial) test panels 

and committees.  
•   … is systematically evaluated with regard to alignment with the curricu-

lum and impact on learning and uses the information from these evaluations 
to perform regular updates of the programme.  

•   … promotes active involvement of various stakeholders (students, teachers, 
and administrators) in the programme.  

•   …. contains intermediate evaluations for the purpose of diagnosis or prog-
ress monitoring, preceding fi nal evaluations for certifi cation or promotion.  

•   … draws on evaluations that are based on aggregated information from 
multiple sources, collected over time, and across time, content and differ-
ent assessment sources.  

•   …has robust procedural arrangements to promote trustworthiness of the 
ultimate decisions about learners.    
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 Figure  45.3  visualizes a combination of different elements that may be part of an 
assessment programme. This model (Van der Vleuten et al.  2012 ) is based on the 
principles of assessment described in the previous section. Figure  45.3  shows that in 
the model we distinguish training activities, assessment activities and learner sup-
port activities as a function of the time in an ongoing curriculum. We illustrate the 
model with a case on teacher education.

45.4.1          Case: An Assessment Programme in Teacher Education 

45.4.1.1     The Training Programme 

 The teacher education programme of the Leiden University Graduate School of 
Teaching, the Netherlands is a one year master programme aimed at training gradu-
ate students to become competent teachers. Students attend the programme full time 
or part time, and work as secondary school teachers, in an internship or part-time 
job, guided by a  school supervisor , an experienced subject teacher specially trained 
for this task and a personal  university supervisor , a lecturer who visits them at their 
school at least twice a year and observes them while teaching a class.  

Time

Assessment
Activities

Training
Activities

Supporting
Activities

Period 1 Period 2 Period n

Interm
ediate evaluation

Interm
ediate evaluation

Final evaluation

= learning task
= learning artifact

= single assessment data-point

= learner reflection and planning
= social interaction around reflection (supervision, intervision)

= single certification data-point for mastery-tasks

= learning task being an assessment task also

  Fig. 45.3    A model for programmatic assessment. Reprinted from Van der Vleuten et al.  2012 . 
A model for programmatic assessment fi t for purpose. Medical Teacher, 34, 205-214, with permis-
sion from Informa Healthcare       
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45.4.1.2     The Assessment Programme 

 The assessment programme addresses teaching competencies formulated in terms 
of teacher roles: a professional directing his/her own development, a subject teacher, 
a classroom manager, an adolescent psychologist, a member of the school organization 
and a researcher; rubrics are used to distinguish four levels of competence: poor, 
unsatisfactory, satisfactory and excellent. Tasks that teachers should be able to 
perform are described for each level. 

   Training/Learning Activities 

 Groups of student teachers and two supervisors are formed for the duration of the 
programme, and meet one day every week to discuss their experiences in teaching 
practice, (but student-supervisor conversation are also possible), attend focused 
courses on topics such as subject methodology, psychology of adolescents, classroom 
management and preparation of a research proposal. The remaining time is devoted 
to preparation for learning activities and assignments which may yield  artefacts of 
learning , such as planning a lesson, evaluating the results, selected readings on 
relevant topics, constructing a sociogramme (a chart showing the natural friendship 
relations in a class) and administering and analyzing a questionnaire on teacher 
interaction (QTI, Wubbels and Levy  1991 ) in the students’ own classrooms.  

   Assessment Activities 

  Single data points of assessment  produce low-stakes information related to courses 
or modules, such as a video recording of a lesson followed by group discussion or 
artefacts, such as the analysis of a QTI. Feedback from supervisors and peers is 
provided in a global rating format, with comments and suggestions aimed at 
maximizing the impact on learning. Each data point is one element in a longitudinal 
array of data points.  

   Supporting Activities 

 The supporting activities focus on feedback to guide students’ self-directed learning 
in terms of  learner refl ection and planning . Feedback on learning and assessment 
tasks, such as the analysis of the QTI or a video recording of a lesson, is interpreted 
and used to set new learning goals (Van Merriënboer and Sluijsmans  2009 ). To scaf-
fold self-directed learning social interactions are arranged, such as the university 
supervisor asking questions to elicit refl ective activities, such as describing, analyzing 
and planning. The student-teachers receive training for and engage in collaborative 
refl ections with peer students.  
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   Intermediate Evaluations 

 Intermediate evaluations are scheduled at the end of each module, on completion of 
the practical experience and in two formal assessment meetings: the go/no go 
assessment and the midterm evaluation. The former evaluates performance in the 
roles of subject specialist, classroom manager and professional, based on the student’s 
self-evaluation and a global judgement of the university and school supervisor. The aim 
is s election , i.e. students who are considered to be unlikely to become successful 
teachers are told this early in the course (i.e. after 2 months) to prevent disappoint-
ment later on. Students can disregard this advice, but they are not entitled to extra 
support if they run into diffi culties. If there is doubt about a student’s prospects, a 
tripartite meeting is organized in which the supervisors and the student discuss the 
student’s prospects. 

 The diagnostic intermediate evaluation assesses a student’s progress in all roles 
based on: a video, which the student analyzes for classroom management, a case 
analysis on adolescent psychology based on the student’s teaching practice and 
theoretical notions, a series of four lessons, analyzed for subject methodology, a 
cased-based examination of theories of learning and instruction and their applications 
(written test), a self-analysis of the student’s functioning in the school context, with 
multisource feedback (from pupils, the school supervisor, a fellow teacher of the 
same subject and a school leader).  

   Final Evaluations 

 The prime aim of the fi nal assessment of student performance in the six roles is 
certifi cation: has the student successfully completed the required modules and 
presented a complete portfolio to the assessors. The assessment can be diagnostic 
too, as it may involve a discussion with the student about their plans after the 
course. The complete portfolio contains: four lessons to be judged on subject 
methodology, consisting of lesson plans and assessment instruments, including a 
theoretical underpinning of individual lesson plans and how the lessons are connected, 
evaluation results of pupils, a video of a lesson, analyzed by the student with 
suggestions for improvement, a 5,000 word paper reporting on the student’s 
research project, and an analysis of the student’s performance in all roles, based 
on theoretical notions and a self-analysis of the student with multisource feedback 
(from pupils, the supervisor in the school, a colleague teacher of the same subject 
and a school leader) on the different roles. Judgements are made using (global) 
rating scales. 

 People involved in the assessment programme.

•    The  supervisor is responsible for the different modules  and judges whether the 
student has met the demands of a specifi c module. The supervisors are the subject 
specialist and the supervisor on adolescent psychology.  
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•   The  school supervisor and/or job coach  is co-assessor of the fi nal assessment, 
and advises on intermediate and fi nal assessments in relation to the practical 
assessment. The supervisor of the school where the student teachers is involved 
in the fi nal assessment.  

•   The university  supervisor  is responsible for the go/no go-assessment, the 
midcourse evaluation and, together with the school supervisor, the fi nal assess-
ment. The university supervisor seeks further information and advice from 
others in making these assessments.  

•   The  examination committee:  in cases of disagreement about assessment between 
student and supervisors or between supervisors, the examination committee has 
the fi nal word.      

45.4.1.3     Some Evaluative Remarks on the Assessment 
Programme for Student Teachers 

 The model of programmatic assessment we have just described meets the character-
istics of assessment programmes summarized in Box  45.1 , but evaluations have 
indicated that improvements are possible. The single data points are not always 
clearly linked to the overarching aims of the programme while the purpose of the 
assignments is not always clear to students. Some students feel that self-analysis and 
the research assignment have no value for their development as a teacher. To maximize 
learning and support sound judgement processes, the assessment instruments 
and the way they are used for formative and summative purposes needs careful 
re-evaluation in light of the educational vision underlying the programme. Another 
area for improvement is the quality of judgements: school and university supervisors 
sometimes differ in their judgements of students’ teaching competence. This may be 
due to diffi culties in assessing different types of information or university and 
school supervisors, despite having participated in the development of the programme, 
disagreeing about the requirements for adequate functioning as a professional 
in teaching practice. Discussions with various stakeholders in the assessment pro-
gramme may be necessary to determine which types of information are needed for 
judgements and to advance the meaningfulness of the rubrics and scoring proce-
dures. Assessor training deserves more attention and may be improved by using 
concrete exemplars from professional practice. 

 The teacher education programme we have described is one illustration of an 
assessment programme. Descriptions of other assessment programmes designed 
according to the same model (Dannefer and Henson  2007 ; Driessen et al.  2012 ; 
Altahawi et al.  2012 ) show that designers of assessment programmes should always 
keep in mind that passing examinations and university tests may meet the needs of 
institutions but that ultimately the worth and competence of graduates is appraised 
in other ways and that students will use different standards to evaluate their preparation 
for teaching practice. This means that the link between assessment for educational 
and practical purposes is a crucial one. In the next section, we discuss some issues 
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related to that link. In the fi nal section of this chapter, we describe additional 
research fi ndings and discuss future prospects with regard to guidelines for designing 
assessment programmes.    

45.5     Issues in the Assessment of Professional Competence 

 This section outlines issues with regard to linkage of assessment for educational and 
for practice purposes, dilemmas in combining formative and summative assessment 
and monitoring quality in the assessment of professional competence. 

45.5.1     Linking Assessment for Educational 
and Practical Purposes 

 Issues that arise in relation to linking educational and practical purposes of assess-
ment often revolve around incompatibility of different stakeholders’ ideas about 
the defi nition of professional competence in an authentic context. Although the 
literature indicates that criteria and standards for professional competence should 
be based on empirical evidence, cooperation with practitioners on criteria and 
standards is also important, particularly for areas of professional competence with 
a relatively recent knowledge base, such as teaching (Uhlenbeck et al.  2002 ). 
Theoretical notions with regard to the acquisition of competence within a particu-
lar area need to be translated into a language that refl ects the experiences and 
problems which professionals face in daily practice. This is important not only for 
fostering a sense of ownership but also, and perhaps even more so, to ensure that 
assessments are meaningful to daily practice and acceptable. Although profes-
sional may regard evidence-based theoretical notions as supportive to expertise 
development (Van Driel and Berry  2010 ), research also describes instances where 
professionals make hardly any use of theoretical notions on their own fi eld of 
practice. In assessment it seems crucial that in designing assessment programmes 
learners’ experiences and practical concerns are taken as the point of departure. 
An example of how this can be done, while also aiming to acquaint students 
with theoretical notions and evidence-based fi ndings, can be found in a paper by 
Nilsson ( 2013 ) showing how research techniques can be used as formative assess-
ment tools for developing primary science student teachers’ pedagogical content 
knowledge (PCK) and for assisting them in becoming aware of their own PCK in 
relation to their own teaching. Formative assessment consisted of activities by 
teacher educators to stimulate interactions and self- and peer-assessment in order 
to provide insights into how student teachers develop their PCK during a semester. 
A research tool, Content Representations (CoRes), was used to unpack student 
teachers’ approach to teaching a science topic and stimulated recall seminars using 
video recordings of lessons given by students were used to encourage formative 
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interaction between the student teachers and the teacher educator. The CoRes 
were used to measure student- teachers’ PCK and have them refl ect on their PCK, 
and may be seen as implicit reference levels, describing aspects of performance 
that need to be assessed (i.e., criteria) and portraying the student teachers’  own  
development. The results of Nilsson’s exploration indicate that the use of CoRes, 
together with subsequent self- assessment and formative interactions with teacher 
educators and peers were considered as relevant by the student teachers and at the 
same time have potential for PCK development for student teachers. 

 This example illustrates how theoretical notions and concepts, such as PCK 
development of science teachers, can be used productively to improve coherence 
between notions used in education and the demands of practice when it comes to 
adequate professional competence. Discussing fi ndings from research with practi-
tioners in the fi eld may also be helpful to improve integration in this respect. 
Research fi ndings can provide useful input for constructing authentic cases that 
provide exemplars of different levels of professional performance in relation to 
evidence-based standards. Such exemplars can be helpful for reaching shared 
understanding between assessors from educational institutes and schools who have 
to judge student performances, but also for making candidates sensitive to what is 
expected of them as professionals.  

45.5.2     Combining Formative and Summative Assessment 

 Since it is known that assessment drives learning (Longhurst and Norton  1997 ), 
assessment processes should be designed to provide meaningful learning experi-
ences and give candidates a fair chance of displaying their competence. However, 
there is the threat of undesirable interference of these two goals which may not be 
compatible. There may be negative backwash effects on candidates’ learning 
processes when candidates infl uenced by considerations of summative assessment 
exclusively present their strong points (Biggs  1996 ,  1999 ). Similarly, in the con-
text of portfolio assessment, candidates may become very selective in including 
items in their portfolios and in writing comments on their teaching performance. 
As a result the formative function of assessment is reduced since areas where 
improvement is needed remain underexposed to feedback and critical refl ection. 
Nevertheless, we think that formative and summative assessments should be inte-
grated wherever possible, and this is supported by a study showing that the ability 
to work towards a summative decision from the start motivated teachers to work 
on their portfolio (Tigelaar et al.  2006 ). The key issue here is that Apparently, it is not 
realistic to expect intrinsic motivation to offer a suffi cient incentive for candidates 
to spend time on their portfolios and on refl ecting on their teaching performance. 
Candidates also need to be convinced that the ultimate goals and profi ts make 
their efforts worthwhile. 

 The question of who is responsible for assessing a candidate’s progress and 
providing support and feedback is another dilemma. There is a potential confl ict of 
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interest when supervisors and mentors are required to combine the roles of guide of 
learning and judge of competence achievement (Tigelaar and Van Tartwijk  2010 ). 
This dilemma may be resolved by considering different assessment scenarios 
(Van Tartwijk et al.  2003 ), such as the “job-application scenario”, where the 
(committee) of assessors is independent and the candidates are responsible for 
preparing the assessment information, without any guidance or supervision. Another 
scenario is the “driving exam” scenario, where a supervisor helps candidates to 
prepare for the assessment, and an independent assessor assesses the candidate’s 
competence, without consulting the supervisor. Finally, in the “PhD supervisor” 
scenario, the supervisor helps the candidate attain the required level of competence, 
and decides that the collected evidence can be submitted to an assessment committee 
(like a professor supervising a PhD thesis). Most of the time the committee will 
confi rm the supervisor’s decision. But if the supervisor does not do a proper job and 
is too lenient, the assessment committee may reach a negative conclusion. 

 The dilemma can also be resolved by limited involvement of coaches in the 
assessment of their own ‘pupils’. In order to overcome threats to the validity of scor-
ing due to a relationship between assessor and candidate, it is argued that assessors 
need to be relieved from potentially compromising, multiple roles (Van der Vleuten 
et al.  2010 ). In high-stakes decisions based on aggregated information, procedures 
are needed to prevent bias in assessment processes caused by assessors having multiple 
roles. An example of such a procedure is described by Driessen et al. ( 2005 ), who 
argue that supervisors should not be the formal assessors of the candidates they 
support and guide because they are too closely involved with them. In this approach 
supervisors give feedback to the candidates they have guided before candidates submit 
their portfolio to the assessment committee, but the candidates are responsible for 
presenting their portfolio to the assessment committee. This is in line with construc-
tivist views on learning and assessment, which stress learner participation and control 
(Birenbaum  2003 ; Segers  2004 ). The coach of the teacher who is being assessed 
may provide additional context information as a member of the team of assessors, 
which otherwise consists of other members, who are knowledgeable on teaching 
from different perspectives.  

45.5.3     Quality in the Assessment of Professional Competence 

 In this section, we elaborate on methods to monitor and support assessment quality, 
and dilemmas inherent in this enterprise. 

 Earlier we discussed various psychometric criteria and we stated that assessors’ 
judgements are more reliable when assessors use carefully defi ned assessment 
criteria, performance levels and scoring rules in a consistent manner (Moss  1994 ). 
This may explain why assessor training can have a positive infl uence on the consistent 
application of criteria, standards and scoring rules (Day and Sulsky  1995 ; Stamoulis 
and Hauenstein  1993 ). A well-defi ned assessment framework is required from 
which criteria, standards and scoring roles can be derived. The framework contains 
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description of the constructs of professional competence to be assessed, such as 
surgical/procedural skills and respect for patients and other aspects of the profes-
sional competence of medical doctors (Messick  1989 ). Asking assessors to give 
rationales for their judgements (Baume et al.  2004 ) may help to refi ne the descrip-
tion of constructs and the criteria, standards and rules for scoring. This is consistent 
with our earlier argument that expert human assessors may bring additional insights 
to assessments which move beyond merely adhering to scoring rules and may add 
to the validity of the assessment. As a consequence, a more instrumental approach 
to defi ning and using assessment frameworks may be adopted, providing room 
for multiple perspectives on what is important in a certain area of professional 
competence, and putting more weight on expert human judgement (Moss  1994 ). 
In such an approach, assessment results can still be used to inform conceptualizations 
of professional competence and vice versa. Apart from various aspects of construct 
validity, other aspects of assessment quality can be considered to complement 
psychometric approaches to determining assessment quality, such as approaches 
inspired by methodologies for establishing credibility in qualitative research 
(Tigelaar et al.  2005 ; Driessen et al.  2005 ). Instead of focusing on standardization 
of scoring procedures and banning infl uences from assessors’ idiosyncratic frames 
of reference, such methodologies can support the quality of scoring by stimulating 
assessors to give rationales for their judgements, by documenting assessment 
processes so that they can be made available to candidates thereby making the 
assessment process more meaningful for supporting learning and to enable others to 
check the conclusions of the assessment.   

45.6     Future Prospects 

 This chapter ends with a number of future prospects, summarized under the headings: 
supporting expert judgement, developing guidelines for assessment programmes 
and gaining insight into underlying mechanisms that may explain the impact of 
assessment on learning. 

45.6.1     Supporting Expert Judgement 

 As said earlier, expert professional judgement is imperative, especially in authentic 
assessment in an assessment programme. We have also argued that psychometric 
approaches to assessment quality should be complemented with other approaches, 
such as integration of assessment in instructional design and assessment methodologies 
based on notions from qualitative research. We need to know more about assessors’ 
reasoning processes to prevent these methods from becoming trivialized as well. 
Although recent research into assessors’ reasoning processes has provided valuable 
insights into characteristics of these processes and practical implications for supporting 
assessors’ scoring processes (Schutz and Moss  2004 ; Govaerts et al.  2007 ,  2011 ; 
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Bakker et al.  2011 ), more research is needed on how expert judgement can be 
supported in a productive way. A balance may have to be struck between approaches 
that focus on standardization of assessment procedures and approaches following a 
more open procedure with extensive documentation of the judgement process. 
This holds not only for decisions on single point assessments, but even more for 
high-stakes decisions about selection and certifi cation of candidates in assessment 
programmes. Since it is crucial for high-stakes decisions to be credible and defen-
sible, more research is needed on appraisal of all the relevant evidence collected in 
an assessment programme in a sound, transparent and meaningful way. Since 
psychometric objectifi cation and standardization tend to trivialize the assessment 
process (Van der Vleuten et al.  1991 ), we might look to qualitative research meth-
odologies but also to research on naturalistic decision making (Klein  2008 ) and law 
(Simon  2004 ). Research on naturalistic decision making has shown that people 
rarely employ systematic or algorithmic strategies (Kahneman et al.  1982 ), but use 
prior experience and intuition (Dijksterhuis et al.  2006 ). Research in law has 
addressed decision-making ‘on the balance of probabilities’ or ‘beyond reasonable 
doubt’ (Simon  2004 ), showing that assessors’ mental representations shift while 
weighing evidence until their reasoning very strongly and coherently points in a 
certain direction. These theories may prove to be worthwhile for assessment 
programmes without placing a heavy burden on assessors.  

45.6.2     Developing Guidelines for Assessment Programmes 

 By way of illustration, we presented an assessment programme in a graduate 
teacher training course. Other assessment programmes have been described in the 
literature (e.g., Dannefer et al.  2007 ; Driessen et al.  2012 ). The differences 
between programmes are partly related to what is known about professional 
competence in a particular fi eld in terms of construct defi nitions and methods 
which, in a deliberate arrangement of activities, may be useful to include in an 
assessment programme to obtain a well-rounded picture of a candidate’s competence 
and to steer candidates’ learning processes. We know much more about profes-
sional competence in the context of medical education and about the development 
of expertise in particular domains of medical expertise than in many other 
domains. Another reason why assessment programmes can take different forms is 
determined by the context. Since the actual requirements for professional practice 
differ widely across circumstances, we agree with Kane ( 1992 ) that the require-
ments of real practice which future professionals have to meet should always be 
taken into account when designing an assessment programme. An assessment pro-
gramme that lasts only one year may include fewer high-stakes decisions. As a 
consequence, measures to account for the quality of assessment decisions may 
be less complex. There are other aspects that may explain differences between 
assessment programmes and how they are constructed, but the key starting point 
should be the purpose of the programme. We already indicated that, although 
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often multiple purposes relating to selection, diagnosis and certifi cation may be 
combined, it is usually one purpose that receives special emphasis (Hickey et al. 
 2006 ). We also contended that  fi tness for purpose  of an assessment programme 
should be the starting point when determining its quality (Dijkstra et al.  2010 ). 
This implies that guidelines for building assessment programmes are best formu-
lated generically in order to ensure applicability to various contexts. Recently, 
Dijkstra et al. ( 2012 ) conducted a study with a number of experts in assessment 
to validate fi t-for-purpose guidelines for designing programmes of assessment. 
Their study resulted in a set of guidelines that is comprehensive and not bound to 
specifi c contexts or educational approaches. Among these guidelines are generic 
guiding principles focused on the importance of underpinning decisions in assessment 
programmes by collecting, combining and valuing information and taking concrete 
actions. Other guidelines point to ways to support the assessment programme and to 
use documentation in a productive way for improving the programme. The guidelines 
are formulated eclectically, which means that they rely on professional judgement 
for appropriate use in a particular context. Although further analysis of assessment 
programmes in various contexts is necessary to validate these guidelines, the 
available guidelines, combined with what is already known about programmes 
of assessment may enable assessment designers in various areas of professional 
education and training to monitor the complex dynamics of programmatic assessment 
in their own context.  

45.6.3     Mechanisms Underlying the Impact 
of Assessment on Learning 

 Inspired by the insight that assessment drives learning, we have argued that 
assessment should be used strategically to monitor and support learning. 
However, we also mentioned the need for more knowledge about mechanisms 
underlying the impact of assessment on learning. Earlier in this chapter, we men-
tioned some studies that provide valuable anchor points for further research with 
regard to this impact. Cilliers et al. ( 2010 ,  2012 ) recently added to this fi eld of 
research by studying such mechanisms in the context of summative assessment. 
They explored mechanisms underlying the impact of assessment on learning in 
an in-depth interview study. Mechanisms that emerged from the analysis of the 
results were the ways students appraise the impact of various assessment meth-
ods in a curriculum, their own learning response, their own perceptions of agency 
and contextual factors. Task demands, imminence of the assessment, the design 
of the assessment system and the cues, inferred from the assessors or the assess-
ment tasks, that informed students on what content to learn, emerged as factors 
that determined the impact. Cognitive and meta-cognitive regulation activities 
emerged as consequences of assessment for learning (Cilliers et al.  2012 ). These 
fi ndings are helpful for improving our understanding of the mechanisms in 
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assessment that drive learning. Studies, such as those by Cilliers et al. ( 2010 ,  2012 ) 
and Bennett ( 2011 ), have given an impetus to further develop theoretical models that 
explain this impact. This type of research should be continued to understand mecha-
nisms in the assessment of professional competence and their impact on how future 
professionals learn and develop their professional competence.      
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