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Abstract  The goal of this book chapter is twofold. Because research on professional 
learning using Hierarchical Linear Modelling (HLM) is scarce, the first goal of this 
book chapter is to familiarise the readers with HLM. The opportunities, assumptions, 
and limitations of these techniques will be discussed and illustrated with an authentic 
dataset. Secondly, this chapter will focus on the relevance and implications of HLM 
for research in the field of professional learning and training: Why and when should 
this method be adopted within research on professional learning? Which conditions 
should be fulfilled? What are the advantages of this technique in general and which 
advantages are specifically relevant for the proposed field of research?

This chapter will provide a basic introduction into HLM. HLM, also known as 
multilevel modelling, is a statistical technique that takes the nested structure of the 
data into account. First, HLM will be introduced from a conceptual point of view 
and discussed why and when it could be applied. Subsequently, the different steps 
in HLM analysis will be presented and illustrated with an authentic dataset of a 
study investigating employees’ learning intentions. The following section will focus 
on prior research in the field of professional learning that applied HLM. Finally, the 
main conclusions and future research perspectives will be provided.

Keywords  Hierarchical linear modelling • Multilevel analysis • Professional 
learning
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13.1  �Introduction

The research field on professional learning has been growing considerably over the 
last decade (Billett 2008). While the field on professional learning has a long and rich 
tradition of applying qualitative research methods, nowadays more and more quanti-
tative methods are being adopted to investigate the complex reality of professional 
learning. However the valid and relevant application of quantitative methods in this 
field is not self-evident: Employees with their own personal characteristics are 
embedded in different organisations that in turn have their own policies and charac-
teristics. In addition, these organisations have to operate within a continuously 
changing society due to rapid technological changes and global competiveness 
(Kyndt et al. 2009). With any method a researcher uses, it is important the keep in 
mind that the data collection and analysis needs to be in accordance with the complex 
reality that is under investigation (Goldstein 2003). Therefore, it is our opinion that 
the field of professional learning would benefit from applying more advanced statis-
tical techniques that are appropriate for analysing this complex reality.

The current chapter will focus on Hierarchical Linear Modelling (HLM), which is 
also known as multilevel modelling. The goal of this chapter is twofold. Because 
research on professional learning using HLM is scarce, the first goal of this chapter is 
to familiarise the readers with HLM. The opportunities, assumptions, and limitations 
of these techniques will be discussed. Secondly, this chapter will focus on the relevance 
and implications of HLM for research in the field of professional learning and training: 
Why and when should these methods be adopted in the research on professional learn-
ing? Which conditions should be fulfilled? What are the advantages of these techniques 
in general and which advantages are specifically relevant for the proposed field of 
research? The general aim of this book chapter is to provide a basic introduction to 
HLM without using mathematical formulas, without making it overly complex while 
at the same time staying true to the complexity of the presented analysis.

In the first section of this chapter, HLM will be introduced from a conceptual 
point of view and discussed why and when it could be applied. Subsequently, the 
different steps in HLM analysis will be presented and illustrated with an authentic 
dataset of a study investigating employees’ learning intentions. The third section 
will focus on prior research in the field of professional learning that applied HLM. 
Finally, the main conclusions of this chapter will be summarized.

13.2  �Hierarchical Linear Modelling (HLM): 
Why and When?

In order to present HLM from a conceptual perspective, the “why and when HLM 
should be used” will be discussed. We will explained that when the data are nested 
HLM should be used. In general two types of nested data can be distinguished; 
individuals can be nested within different contexts, that is employees within 
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organisations, or multiple measurement moments can be nested within individuals 
in longitudinal research (Raudenbush and Bryk 2002). Subsequently, the different 
types of relationships and models that can be investigated will be discussed, followed 
by which conditions should be fulfilled to be able to execute the analysis.

There are two main arguments for using HLM instead of regular regression 
analysis. The first argument pertains to the fact that the collected data need to be 
analysed in such a way that it takes the structure of the data into account. In other 
words, if the individuals from whom the data is collected are employed within dif-
ferent organisations – thus are nested in different organisations – then the analysis 
needs to take this nested structure into account. The second argument for using 
HLM refers to the theoretical grounding of the empirical research study. If theory 
and therefore hypotheses include variables at different levels then an analysis 
appropriate to handle these different levels is needed. For example, if theory 
describes that firm policy (equal for all employees of the same organisation) influences 
the individual job satisfaction of employees, an analysis that is able to investigate 
the relationship of firm policy at the organisational level with job satisfaction at the 
individual level is needed.

Both arguments can be related to the fact that ‘ecological fallacy’ should be 
avoided. Ecological fallacy refers to the fact that relations are assumed to hold for 
individuals, whereas in reality they are observed in groups (Luke 2004). For exam-
ple, research could identify that males and females differ in the number of trainings 
in which they participated, while in fact it is possible the differences are situated at 
the level of the organisation (e.g., industry, type of profession) but that some organ-
isations have more or less female/male employees. Empirical research has indicated 
that occupational segregation could explain gender differences (Oosterbeek 1996; 
Simpson and Stroh 2002). In addition, disregarding the nested structure will lead to 
a higher likelihood of Type I errors. In other words, statistical relations are found 
that might not really exist. To ensure the reliability and validity of the findings, it is 
important that techniques are used that are appropriate for identifying the unique 
impact of specific factors at various levels (Snijders and Bosker 1999; Van den 
Noortgate et al. 2005).

Data collected in cross-sectional research may be nested, such as in the examples 
above, with individuals nested in organisations, but a specific type of nesting always 
occurs when performing longitudinal research. In longitudinal research, repeated 
measurements are nested within individuals. These models are also known as growth 
curve models, because researchers applying this technique are often interested in the 
growth trajectory of individuals (Anumendem et  al. 2013; De Fraine et  al. 2007; 
Prinzie et al. 2005). For example, research on transfer of training is concerned with 
the retention period of what has been learned, therefore they often use multiple mea-
surement moments (e.g., Gegenfurtner 2013). Analysing growth curve models 
informs the researcher on the pattern or growth trajectory of the individuals.

The combination of both types of nesting is of course also possible; collecting 
longitudinal data with multiple measurement moments from individuals that are 
nested within different organisations. In this case an additional level is introduced in 
the model, resulting in a three-level model. Building further on the example of 
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transfer of training; it could be that the collected longitudinal data stem from 
employees coming from different organisations. Another three-level model within 
the context of professional learning is for example an investigation of individuals 
nested within organisations that are in turn branches of larger (international) com-
panies. These examples show that HLM offers a broad range of possibilities; this 
chapter will however limit itself to models with two levels, for more information of 
HLM including three or more levels we can refer the reader to the work of Goldstein 
(2003) or Raudenbush and Bryk (2002). In the second part of this chapter HLM 
analysis will be illustrated with a cross-sectional dataset involving two levels, for a 
good example of HLM analysis involving longitudinal data, the reader is referred to 
Van den Noortgate and Onghena (2006).

13.2.1  �Types of Relationships

HLM analysis including two levels can involve different types of relationships. 
Even when no level-2 predictors are included in the model, because no characteris-
tics of the organisation were collected, HLM is appropriate for nested data. Level-2 
predictors are predictors that are identical for all the individuals within each organ-
isation. Level-2 predictors can be (objectively) measured organisational character-
istics, concern information retrieved from the human resource department of the 
company such as training budget or an aggregate of individual perceptions. However 
when aggregating individual perceptions, individual variation is lost therefore one 
can consider including these individual perceptions as a level-1 predictor. Figure 13.1 
presents a type of relationship that includes one outcome variable and one predictor 
at the first level in a schematic way (Pustjens et al. 2004). The squares in the figure 
represent manifest variables, the arrows represent the relation between the variables 
and the dotted line separates the two levels in the model. The main difference 
between an HLM analysis of this type of relationship and regression analysis is that 
initial overall differences in the outcome variable between organisations are taken 
into account; this is not the case when using regression analysis. The article of 
Kyndt et al. (2013) is a published example of a research study within the field of 
professional learning investigating this type of relationship with HLM. They inves-
tigated the relationship between different predictors at the individual level (e.g., self-
directedness, perceived support, etc.) and the learning intention of low-qualified 
employees while taking initial differences in learning intentions of employees 
belonging to different organisations into account (Kyndt et al. 2013).

When level-2 predictors have been measured, it can be investigated whether these 
organisational characteristics explain the variation observed at the individual level. 
For example, it could be investigated whether the company budget for training 

………………………………….......Fig. 13.1  Level-1 
relationship
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explains individual differences in participation in training. This type of relationship 
is called a cross-level relationship. This can be investigated apart or together with 
predictors at the first level. For example, company budget could be one of the predic-
tors of training participation next to an individual’s self-efficacy (e.g., Maurer et al. 
2003). Figures 13.2 and 13.3 represent these relationships (Pustjens et al. 2004).

Finally, HLM allows us to investigate whether an interaction between character-
istics at the level of the organisation and characteristics at the level of the individual 
explain the variation in the outcome variable at the individual level. For example, the 
interaction between the industry in which the organisation is active and the employ-
ee’s level of education could predict the career development of employees. This rela-
tionship is known as a cross-level interaction effect and is represented in Fig. 13.4 
(Pustjens et al. 2004). All figures in this section represent the relationship between 
manifest variables, however HLM can also be applied to latent variables (see e.g., 
D’Haenens et al. 2012; Muthén 1994). It is however important to point out that the 
outcome variables in HLM analysis need to be located at the lowest level that is 
included in the model. HLM analysis does not allow the prediction of a level-2 outcome 
based on level-1 predictors. For example, HLM cannot be used to predict the profits 
of an organisation based on the variation in individuals’ level of education.

13.2.2  �Different Types of Models

Before the different types of models that can be investigated with HLM are 
explained, the notion of fixed and random coefficients (intercept and regression 
coefficients determining the slope) needs to be introduced. Fixed coefficients are 

………………………………….......

Fig. 13.4  Cross-level 
interaction

………………………………….......

Fig. 13.3  Cross-level 
relationship including level-1 
predictor

………………………………….......

Fig. 13.2  Cross-level 
relationship
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coefficients of which it is assumed that they hold for all cases in the data. When a 
coefficient is said to be random, it means that its value can vary. However, random 
is in itself a confusing term because it gives the impression that the coefficients can 
take on any value, while this is in fact not the case (Field et al. 2012). An assumption 
regarding these random coefficients is that they are normally distributed around the 
average population coefficient.

Regression analysis operates from the assumption that all parameters are 
fixed, that the score on the outcome variable for each individual can be pre-
dicted based on the same values of the intercept and regression coefficients. 
Figure 13.5 presents a traditional regression line of a model with fixed inter-
cept and fixed slope.

Within HLM analysis the intercept, the slope or both can vary between organisa-
tions normally distributed around respectively the average intercept and slope that 
holds for the population. HLM is able to assess the amount of variation at each level 
(Raudenbush and Bryk 2002).

13.2.2.1  �Random Intercept Model

Within a random intercept model the group effect is conceived as random – normally 
distributed around the intercept of the population – rather than fixed (Raudenbush 
and Bryk 2002). This type of model assumes homogeneity of the regression slopes 
across the different groups or organisations included in the study, in other words it 
assumes that the nature and strength of the relationship between the dependent and 
independent variables is equal across the different organisations. This model does 
however allow that initial differences in the overall level of the outcome variable 
between organisations are taken into account. Figure 13.6 presents the regression 
lines of the different organisations when a random intercept model is chosen.

Fig. 13.5  Fixed intercept  
and slope
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13.2.2.2  �Random Slope Model

The random slope model represents the heterogeneity of the regression slopes. With 
this model it is possible to investigate whether the relationship between the outcome 
and predictor variables differs in nature and strength across organisations. In addi-
tion, this variance can possibly be explained by means of predictors situated at the 
level of the organisation. This model does however assume that the intercept does 
not vary across organisations. Figure  13.7 illustrates this model. In reality, this 
model is rarely used because it is to be expected that variability in the nature of the 
relationship (slopes) would normally create variability in the overall level of the 
outcome variable (intercepts).

Fig. 13.6  Random intercept 
and fixed slope

Fig. 13.7  Fixed intercept  
and random slope
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13.2.2.3  �Random Intercept and Slope Model

Within this model both the intercepts and the slopes can vary across organisations. 
Both the initial differences in the overall level of the outcome variable and differ-
ences in the nature and strength of the relationship across organisations are being 
considered. Figure 13.8 represents this model.

13.2.3  �Which Conditions Should Be Fulfilled?

13.2.3.1  �Assumptions

Because HLM is an extension of regression analysis all assumptions of regression 
analysis apply to HLM. There is however one exception, in some cases the violation 
of independence can be resolved if this independence is caused by a level-2 vari-
able, that is a variable at the level of the organisation. However, not all absence 
of independence can be explained by variables on the organisational level.

In addition, two supplementary assumptions are made that pertain to the random 
coefficients. In a random intercept model, it is assumed that the intercepts across the 
different organisations follow a normal distribution. In a random slopes model, this 
assumption also applies to the regression coefficients (Field 2009).

13.2.3.2  �Sample Size

The complexity of HLM makes it difficult to formulate rules of thumb concerning 
the required sample size that can be applied to all datasets (Cools et  al. 2008). 
However, some general guidelines can be offered together with the advice to execute 

Fig. 13.8  Random intercept 
and slope
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power analysis with the help of statistical software packages. In general, introducing 
another level in the analysis means that more parameters need to be estimated, and 
the more parameters that need to be estimated the larger the sample needs to be. It 
has been suggested that the number of groups are more important than the number 
of individuals in that group (de Leeuw and Kreft 1998). When interested in cross-
level interactions the general guideline is that more than 20 groups/contexts 
(i.e., organisations) are needed and that each group size should not be “too small” 
(Field 2009). A more general but debateable rule of thumb is the 30/30 rule, mean-
ing that at least 30 groups with 30 individuals are needed. However, as mentioned 
before the more complex the model, the larger the sample size needs to be and vice 
versa. For example, a simple HLM analysis (e.g., level-1 relationships with a ran-
dom intercept) can be run with a dataset that is comparable to what would be needed 
to run a regression analysis.

The sample size of the collected data will also be important for the choice of the 
estimation method of the parameters, these estimation methods are discussed within 
the following section ‘analysing and interpreting the data’.

13.3  �Analysing and Interpreting the Data

Within this section the goal is to offer some guidelines for making decisions about 
the data and the steps that could be followed within the analyses, as well as the 
interpretation of the results. However, bear in mind that how the model is build and 
the decisions taken within this process need be theory driven. The procedure can 
differ depending on the subject and data at hand.

13.3.1  �Illustration: Concept and Sample

Throughout this section the use of HLM will be illustrated with a dataset that was 
compiled to investigate the learning intentions of employees. The theory of reasoned 
action of Fishbein and Ajzen (1975) serves as the theoretical framework for defining 
a learning intention. Within this theory an individual’s intention plays a central role 
in the decision making process of the individual (Baert et  al. 2006). A learning 
intention can be defined as a readiness or even plan to undertake a concrete action 
in order to neutralise the experienced discrepancy, and to reach a desired situation 
by means of training and education (Kyndt et al. 2011). Within this investigation the 
role of self-efficacy, employability, self-directedness in career processes, time man-
agement, pay satisfaction, and perceived organisational support was investigated. 
These variables can all be situated at the level of the individual. The sector of the 
organisation (public versus private) was included as a level-2 predictor. A more 
complete theoretical background on learning intention and its predictors included in 
the dataset can be found in Kyndt et al. (Accepted).
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The sample consisted of 1,243 employees (55 % female). The majority of these 
participants (82.3 %) were employed within 21 different organisations; the remaining 
29.3 % of the participants did not provide the name of their organisation. Almost half 
of the participants (48.42 %) was employed within the public sector, the other 51.58 % 
was active in the private sector. The majority of the employees had a fulltime tenured 
position (61.8 %), 13.28 % had a part-time tenured contract, 10.66 % were temporar-
ily employed and the remaining 14.26 % indicated having an ‘other’ type of contract 
(e.g., independent, constitutional appointment, etc.). On average, employees were 
41.88 years old (SD = 11.91) and had 13.54 years of seniority (SD = 12.85). Table 13.1 
contains the information regarding the educational level of the participants.

For this illustration the analyses were performed with the lmne package of R. R is 
free software for statistical computing that can be downloaded from www.R-project.
org (R Development Core Team 2012). The R code of this example can be found in 
Appendix. HLM analysis can also be performed with SPPS, SAS MIXED procedure, 
HLM 7.0 or MLwiN. Each package has it advantages and disadvantages, see Tabachnick 
and Fidell (2001) or Twisk (2006) for a comparison of software for HLM analysis.

For this illustration, we chose to present the outputs as given by R so that the read-
ers would recognise these outputs when undertaken the analysis themselves. These 
outputs present more information than discussed in this introductory chapter therefore 
we have marked the values on which the interpretations are based. We will explain 
step by step how the final model was built. When performing the analysis in R, the 
first steps that need to be undertaken are setting a working directory, loading the data, 
and installing the necessary packages. All information regarding the structure of that 
data, reliability of the scales, descriptive statistics and correlations can be found in 
Kyndt et al. (Accepted). For the clarity of the illustration the demographic characteris-
tics of the participants will not be included in the multilevel model. Therefore results 
in terms of the research topic should be interpreted with caution. Readers interested in 
this research topic are referred to the article (Kyndt et al. Accepted).

The following steps in the analysis process will be explained and illustrated:

•	 Choosing an estimation method
•	 Assessing model fit and comparing different models

Table 13.1  Educational level participants

Educational level Frequency Percentage Cumulative percentage

No degree 48 3.9 3.9
Elementary school 28 2.3 6.2
Lower secondary education 124 10.2 16.4
Special needs education 28 2.3 18.7
Vocational secondary education 144 11.8 30.5
Higher secondary education 440 36.2 66.7
Professional bachelor 194 15.9 82.6
Master 193 15.9 98.5
Other 18 1.5 100
Missing 26
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•	 Checking the need for HLM
•	 Centring the data
•	 Random intercept model with fixed predictors
•	 Random intercept and slope model
•	 Calculating effect sizes
•	 Reporting the results

13.3.2  �Choosing an Estimation Method

A first step in the analysis involves choosing an estimation method for the parameters. 
In general two different estimation methods are used: Full Information Maximum 
Likelihood (FIML) and Restricted Maximum Likelihood (REML).

Both methods have their advantages and disadvantages, as already mentioned the 
sample size is one of the things that plays a role when deciding which estimation 
method to use. When the sample size is rather small, for example when only the mini-
mum requirements discussed in the section ‘sample size’ are met, REML is more 
suited because FIML can lead to a negative bias in the estimates, especially when the 
number of parameters increases (i.e., additional predictors and random slopes). 
However, FIML has a large advantage when building the model. Later on it will be 
explained how different multilevel models can be compared in terms of how well they 
fit the data. When using FIML, it is possible to compare the fit of both the regression 
coefficients and variance estimates, whereas REML only allows comparing variance 
estimates (Peugh 2010). In other words, when comparing multilevel models REML 
only allows a researcher to conclude which model explains the most variance in the 
data. When comparing multilevel models estimated using FIML, it is also possible to 
draw conclusions about the comparison of regression coefficients, for example it can 
be determined whether a random intercept shows a better fit than a fixed intercept. For 
a more in depth discussion of these methods, the reader is referred to the work of 
Peugh (2010), Goldstein (2003) and Raudenbush and Bryk (2002).

Because the sample size in our illustration is sufficiently large (n = 1,243) and the 
interest lies in comparing the coefficients of different HML models, the FIML esti-
mation method will be used for this example.

13.3.3  �Assessing Model Fit and Comparing Different Models

Comparing different models is an essential part of HLM analysis, based on the com-
parisons of these models the (final) model is built up in search of the best model 
possible given the data. The overall fit of a multilevel model is tested by means of 
the Chi-square likelihood ratio test. To calculate this Chi-square likelihood ratio 
test, the −2log-likelihood statistic can be used. When comparing different nested 
models, that is models that built further on each other like in our example, a smaller 
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−2log-likelihood is better; however this value cannot be interpreted as such because 
there are no cut-off values that indicate a good or bad fit. It can only be concluded 
that in comparison with another model, a certain model has a better or worse fit with 
the data (Field et al. 2012). A significant Chi-square statistic indicates that the model 
with the lowest −2log-likelihood has a significantly better fit than the model to 
which it has been compared. Typically a new model that includes all the parameters 
of the old model complemented with new parameters is compared to the old model. 
Each new parameter that is included in the model will lead to a decrease in the −2 log 
likelihood, however the goal is to reach an as good as possible model fit with an as 
simple as possible model. Therefore the statistical significance of this difference is 
tested.

13.3.4  �Checking the Need for HLM

Two different dominant views are present within the literature on HLM concerning 
the fact whether or not one should check if there is a need for HLM. On the one hand 
there is the view that this should not be checked, because HLM should always be 
applied when the data are nested (e.g., Goldstein 2003; Raudenbush and Bryk 
2002). On the other hand, researchers have argued that nested datasets do not auto-
matically require HLM (Peugh 2010). In the latter view, if there is no variation in 
response variables across organisations (level-2 units), there is no need for HLM 
and regression analysis can be used to analyse the data. In favour of the first view it 
can be said that it is not wrong to use HLM for nested datasets even if the variation 
across organisations is limited or non-existing. The results of HLM will resemble 
those of the regression analysis, but will from a conceptual point of view reflect the 
model in a more appropriate way.

However, from a pragmatic point of view, it can be argued that it is easier for 
researchers and readers with a limited amount of statistical knowledge to conduct 
and interpret regression analysis in comparison with HLM. Therefore also the 
second view has its merits. These researchers check the need for HLM by calculat-
ing the intraclass correlation (ICC) and the design effect statistics (Peugh 2010) 
based on the variance components of a random intercept model that does not include 
predictors (null model). The ICC reflects the proportion of variance of the depen-
dent variable that can be explained by the mean scores of that same dependent 
variable across the organisations. A large ICC indicates that a large proportion of the 
variation in the dependent variable occurs at the level of the organisation and that 
the assumption of independence of regression analysis is violated. When the ICC is 
large, this means that differences are occurring at the level of the organisation rather 
than at the level of the individual. For example, when investigating the difference in 
participation in work-related learning amongst employees, a large ICC would indi-
cate that differences in participation could be attributed to the differences at the 
organisational level (e.g., training budget) rather than differences at the individual 
level (e.g., age).
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The design effect is calculated based on the ICC score and the average number 
of employees within the organisation. Note that this average number of employees 
pertains to the average number of participants in the dataset that are nested in each 
organisation and not the size of the firm in terms of number of employees, which is 
often used as a predictor when investigating participation in work-related learning 
for example (Kyndt and Baert 2013). This design effect quantifies the effect of the 
violation of independence on standard error estimates; it quantifies the negative bias 
that results from nested data (Peugh 2010). According to Peugh (2010) a non-zero 
ICC combined with a design effect higher than 2, indicates the need for HLM 
(Muthén 1994; Peugh 2010).

Output 13.1a  Random intercept model

Calculating the design effect

	
Design effect n ICCc= + ( )´1 1–

	
nc = average number of participants per organisation

Next, we will illustrate this approach with the data from our example. Output 
13.1a shows the results of the random intercept null model predicting learning 
intention, subsequently it was calculated that the ICC equals .17 and design effect 
equals 9.03 (Output 13.1b). These values indicate the need for HLM because the 
ICC is larger than zero and the design effect is larger than 2 (Peugh 2010).

Calculating the ICC

Step 1: Calculate the null model.
Step 2: ICC = variance intercept/(variance intercept + variance residual)
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Alternatively when using FIML, the need for HLM can also be checked by 
calculating a null model with a fixed intercept (using maximum likelihood estima-
tion) and a null model including a random intercept and subsequently test with the 
Chi-square likelihood ratio test which model fits the data best. However, only the fit 
of two models that are identical with the exception that in the first model the inter-
cept is fixed and in the second model the intercept is random, can be compared. If 
the Chi-square likelihood ratio test is significant and the random intercept model has 
the smallest −2log-likelihood value, a HLM analysis should be applied to the data.

It is important to notice that for this comparison the same number of subjects 
should be included in both analyses. When a complete dataset is available this will 
not be a problem. However, when confronted with missing values a listwise deletion 
of missing values is the easiest way to achieve this equality. Output 13.2 shows the 
results of both models and their comparison. The Chi-square likelihood ratio test is 
significant and the −2log likelihood of the random intercept model is smaller than 
the −2log likelihood of the model with a fixed intercept. These results confirm the 
need for HLM. In other words, a sufficiently large proportion of the variance of 
employees’ learning intentions can be situated at the level of the organisation. For 
the purpose of this book chapter both methods were illustrated, of course it is suf-
ficient to execute one of these methods.

13.3.5  �Centring the Data

In HLM analysis it is often useful to centre the predictor variables, in fact very few 
situations are suitable for not centring these variables (Peugh 2010). Centring 
involves rescaling the predictor variable by subtracting a mean score of the predic-
tor from each individual score. This is done so that a value of zero can be interpreted 
meaningfully as the central tendency of the distribution (Field 2009; Peugh 2010). 
This is recommended for predictor variables within professional learning because a 

Output 13.1b  Calculation of ICC and design effect
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score of zero usually has no intrinsic substantive meaning or because a score of zero 
is not within the range of scores for which interesting conclusions can be derived 
(e.g., Likert scales from 1 to 5). For example, if one would be interested in the rela-
tionship between an individual’s IQ and his monthly wage, centring would be 
recommended because an IQ of zero and wage of zero do not occur, therefore inter-
preting an intercept of zero is meaningless within the relation between IQ and 
monthly wage. In addition, centring can partly resolve multicollinearity between 
predictor variables and centred multilevel models are more stable (Field 2009).

Two forms of centring are common for HLM analysis: grand mean centring and 
group mean centring. Grand mean centring involves subtracting the sample mean 

Output 13.2  Fixed intercept and random intercept model
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(the mean score of all individuals included in the sample) from the predictor score 
of each individual. With group mean centring the mean of the individuals in the 
group (or organisation) is subtracted from the predictor score of each individual in 
that group. In this case, the mean is calculated for each organisation separately and 
then subtracted from the predictor score belonging to the employee of that organisa-
tion. Grand mean centring does not change the model, meaning that is comparable 
across groups. Because group mean centring involves subtracting a (possibly) dif-
ferent mean for each group it is logical that the models cannot be compared as such 
across the different organisations. Therefore Peugh (2010) advises to use group 
mean centring when only level-1 predictors are included in the analysis, because 
when only investigating level-1 relationships it is only necessary to merely control 
for the nested structure of the data and group mean centring is appropriate. When 
interested in differences between organisations, it is necessary to be able to compare 
the model across the different organisations. Therefore when level-2 predictors (i.e., 
organisational characteristics) are included in the analysis Peugh (2010) recom-
mends grand mean centring. Enders and Tofighi (2007) make four recommenda-
tions that are partially in line with Peugh’s (2010) recommendations. Their 
recommendations start from the research questions of the empirical study at hand. 
They advice group mean centring if the primary interest focuses on the association 
between level-1 predictors (a). For example, group mean centring is appropriate 
when investigating the relation between an employee’s motivation and his approach 
to learning at work. In this case one can say that it is merely controlled for the fact 
that individuals are nested within organisations. When the primary interest is on the 
level-2 predictors while controlling for level-1 predictors, Enders and Tofighi (2007) 
advice grand mean centring (b). A possible research question could for example 
focus on the relationship between the industries and employees’ participation in 
formal learning activities. In their view, and in contrast to Peugh (2010) both types 
of centring are possible when looking at the differential influence of a variable at 
level-1 and level-2 (c). In other words, when investigating the relationship between 
both individual and organisational characteristics on individual outcomes, such as 
the influence of learning attitude and sector on employees’ job satisfaction. Finally, 
group mean centring is preferable for examining cross-level interactions (Enders 
and Tofighi 2007), such as the interaction between employees’ educational level and 
a firm’s training policy (d).

The choice between group mean and grand mean centring only applies to level-1 
predictors. Group mean centring cannot be applied to level-2 predictors because it 
is an inherent characteristic of these predictors to be equal for all individuals within 
the same organisation (Enders and Tofighi 2007). For level-2 predictors, a researcher 
can choose between the raw score or grand mean centring (Enders and Tofighi 
2007). Because only predictors are centred, there is no need to centre the data before 
the need for HLM is determined because the need for HLM is determined based on 
the model that only includes the intercept.

The study that is used as an illustration in this chapter includes both level-1 and 
level-2 predictors, in line with the guidelines of Peugh (2010) the predictors self-
efficacy, time management, perceived organisational support, self-directedness in 
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career processes, pay satisfaction and employability will be centred by means of the 
grand mean centring method. The sample mean of each variable is subtracted from 
the score of each subject.

13.3.6  �Random Intercept Model with Fixed Predictors

HLM analyses involve several steps in which a model is built up. When the need for 
HLM is established, the analyses are continued starting from the empty random 
intercept model. In a first step fixed predictor variables are added to the null model. 
Like in ordinary least-squares regression analysis this can be done stepwise or full 
subsets of predictors can be used. The analysis can either be started by adding the 
variables that are hypothesized to make the most important contribution to the 
model, followed by the second most important variable, etc. Each time it should be 
tested if this results into a better model than before. In this example, the predictor 
self-directedness in career processes was added to the model. Output 13.3 presents 
these results. The model including self-directedness shows a better fit than the 
model containing no predictors. In addition self-directedness is a significant predic-
tor of an employees’ learning intention when initial organisational differences in 
terms of the intercept are taken into account.

Output 13.3  Random intercept model with self-directedness as a fixed predictor
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Besides this stepwise forward method, a full subset method can be chosen. In 
this example all our predictors were inserted at the same time into the model. 
Output 13.4 shows the results of the model containing all level-1 predictor variables 
included in this research study. Self-directedness in career processes, time manage-
ment, pay satisfaction, employability, perceived organisational support, and self-
efficacy are simultaneously included in the model to predict an employees’ learning 
intention. The results show that directedness, time management, employability and 
perceived organisational support are significant positive predictors of an employees’ 
learning intention. Self-efficacy and pay satisfaction are not significant.

Now it can be decided to continue with this ‘full’ model that comprises all the 
level-1 predictor variables or to remove the non-significant predictors. In this case, 
it can be tested whether a model only containing the significant predictors still 
yields a better fit in comparison with the previous model that showed an improved 
model fit. For our example this means that self-efficacy and pay satisfaction will be 
removed from the model. Output 13.5 shows that the model without these 

Output 13.4  Random intercept model including all level-1 predictors (fixed effects)
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non-significant predictors still has an improved model fit in comparison with the 
model only containing self-directedness. Because Model 5 contains fewer predictors 
than Model 4, the −2log likelihood is slightly higher. However Model 5 is a simpler 
model than Model 4 and shows a fit that is not significantly better or worse than the 
model including the non-significant predictors. Especially, when the dataset is 
limited and additional parameters need to be included, we would give the advice to 
remove non-significant predictors in order to avoid an over-parameterisation of the 
model, which may lead to convergence problems.

13.3.7  �Random Intercept and Slope Model

When it has been determined that the intercept is random, researchers usually built 
further on this model because the variability in the slopes would normally create 
variability in the overall level of the outcome variable (intercepts).

Output 13.5  Removing non-significant predictors
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When it is expected that the relationship between the predictor variable and the 
outcome variable may vary between different organisations, a random slopes model 
can be tested. To determine whether the variance in the slope is significant, two 
models including the same parameters for which the only difference is that the 
parameters are fixed instead or random can be compared. After testing the random 
intercept and regression coefficients, level-2 variables that could explain the 
variation in the slopes and intercept can be introduced.

It is important that it makes sense from a conceptual point of view that the predictor 
variable of which the slope is set to random can actually vary between organisations. 
In other words it should be possible to hypothesize from the theoretical background 
that the relationship between a predictor variable and outcome variable can potentially 
vary between different organisations. In this example, it is hypothesized that the rela-
tionship between perceived organisational support and an employees’ learning inten-
tion could vary across organisations. Output 13.6 indeed shows that including a 
random slope for the organisational support improves the model fit. Within this 

Output 13.6  Random intercept and random slope model
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random intercept and random slope model, perceived organisational support is a sig-
nificant random predictor for an employee’s learning intention. Self-directedness, 
employability and time management remain significant fixed predictors of an employ-
ee’s learning intention. The relationship of these three latter variables to an employ-
ee’s learning intention is assumed to be equal within every organisation, whereas the 
relationship between organisational support and learning intention varies between 
organisations. Based on this model however, the variance between organisations 
based on organisational characteristics or level-2 predictors cannot be explained. It 
can only be concluded that this relationship varies.

After testing if a random slope model yields a better fit, level-2 predictors can be 
added to the model. In our example, the only level-2 predictor that was included was 
the sector (public versus private) of the organisations. First sector is added as a fixed 
predictor. Output 13.7 demonstrates that including sector in the model resulted into 
a better fit. The public sector was given the code ‘0’, while the private sector was 

Output 13.7  Random slope model with level-2 predictor
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coded ‘1’. The results show that employees in the public sector have higher learning 
intentions than those in the private sector.

Subsequently, a cross-level interaction effect between sector and organisa-
tional support is added to explore whether sector is able to explain the variation in 
the slope of organisational support. Output 13.8 shows that this cross-level 
interaction does not improve the model fit. Because the random slopes model 
including sector as a level-2 predictor (Model 7) was the last model that increased 
the model fit, this model is considered as the final model on which the conclusions 
are based.

Output 13.8  Cross-level interaction
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13.3.8  �Calculating Effect Sizes

The calculation of effect sizes in HLM analysis is a debated topic and currently no 
consensus exists with regard to which effect sizes are the most appropriate. In 
addition, it can be noticed that these effect sizes are actually very rarely reported in 
published articles. Probably due to the lack of consensus and the difficulty in calcu-
lating these effect sizes. However, within the framework of this chapter, it is impor-
tant to provide the reader with a basic knowledge of effect sizes in HLM.

Below the basic effect sizes that are generally accepted will be presented 
(Raudenbush and Bryk 2002). Overall two types of effect sizes are distinguished: 
effect sizes that represent the variance in the outcome variable that is explained by 
all predictors, and the effect sizes that represent the effect of a specific variable on 
the outcome variable. When interested in the variance that is explained by all 
predictor variables, the predicted score for each individual in the dataset can be 
calculated. In most software programs the option to save these predicted values can 
be chosen when calculating the final model. Subsequently, the correlation coeffi-
cient between the predicted and observed scores of the outcome variable needs to be 
calculated and squared. This squared correlation coefficient is known as the pseudo-
R2 (Peugh 2010; Raudenbush and Bryk 2002).

Calculating the effect size of each variable separately is more complicated in 
comparison with the pseudo-R2. This effect size is called the proportional reduction 
in variance (i.e., reduction in residual variance). However, to calculate this effect 
size for each variable separately, each variable would have to be added separately to 
the model because this effect size simply informs the researcher about how large the 
proportion of residual variance reduction is in comparison with the prior model that 
did not include the predictor for which the effect size is being determined (Peugh 
2010; Roberts and Monaco 2006). The proportional reduction in variance (PRV) 
can be calculated as follows:

	

PRV var var var

va

= ( )prior model model with predictor prior model– / .

rr  = residual variance model 	

However, some caution is needed when interpreting this effect size because the 
results can be counterintuitive. For example, this PRV can be larger than the overall 
pseudo-R2, however these two effect sizes are not comparable and should not be 
interpreted in relation to each other (Peugh 2010). In addition, it is possible to obtain 
negative values for PRV when for instance level-2 predictors are included in the 
model (Roberts and Monaco 2006). Roberts and Monaco (2006) present of an 
overview of adjustments to the calculation of this effect size proposed in order to 
solve this problem.

Besides calculating the above-described effect sizes there are other ways to 
determine which variables contribute the most or the least to the model. By stan-
dardizing the variables included in the research, standardized coefficients are 
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calculated that can be compared. In addition the ICC discussed above, can be 
interpreted as an effect size of the random effects (Roberts and Monaco 2006). 
Readers who wish to know more about the effect sizes in HLM are referred to 
Hedges (2007, 2011).

13.3.9  �Reporting the Results

Multilevel models can take on many different forms, making it difficult to offer one 
template that can be applied to all types. As was illustrated throughout this chapter, 
performing HLM analyses includes multiple steps in which a model is built up. It is 
advisable to report on all of these stages (Field 2009) as well as the software used to 
calculate the model. In addition, it is important to report the estimation method and 
the type of centring that were adopted.

For each model the F-statistics or t-statistics, degrees of freedom, and p-values 
should be reported. In addition, the variance components (random effects) and −2log 
likelihood should be presented. The output in R presents the standard deviations 
of the random coefficients, these need to squared in order to obtain the variance 
components. For the model comparison statements need to be underpinned by 
reporting the Chi-square statistic, degrees of freedom, and p-value. This informa-
tion can be presented in a table (see for example Table 13.2).

For our example, the results could be presented as follows:
The final multilevel model calculated to test our hypotheses was built up in 

several steps. Table 13.2 presents the results of the multilevel analyses and model 
comparisons. The first step involved testing a model without predictors that 
included a fixed intercept (Model 1). Secondly, a model without predictors 
including a random intercept was calculated (Model 2) and compared to Model 
1 using the chi-square likelihood ratio test. Model 2 showed a bitter fit than 
Model 1. The analysis was continued by adding self-directedness as a fixed predic-
tor (Model 3). Subsequently, all other predictor variables were added to the model 
(Model 4). Because self-efficacy (t = −.52, df = 986, p = .60) and pay satisfaction 
(t = −.21, df = 986, p = .84) were non-significant predictors, the variables were 
removed from the model (Model 5). After adding all level-1 fixed effects, a 
random slope model was tested, more specifically a random slope for organisa-
tional support was added (Model 6). In a next step the level-2 variable sector was 
included (Model 7). Finally, a cross-level interaction effect between organisa-
tional support and sector was added (Model 8). This did not improve the model 
fit. Therefore Model 7 was chosen as the final model.

The results of the final model (pseudo-R2 =  42.80 %) show that self-directedness, 
time management, and employability are significant positive fixed predictors of an 
employee’s learning intention when initial overall differences in learning intention 
between organisations are taken into account. In addition, results show that employ-
ees in the public sector have a higher learning intention than employees in the 
private sector. Self-directedness is the strongest fixed predictor of all the 
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hypothesized predictors. Pay satisfaction and self-efficacy were non-significant pre-
dictors of an employees’ learning attention. Finally, the perceived support of the 
organisation is a significant positive random predictor of an employee’s learning 
intention. The cross-level interaction between organisational support and sector 
could however not explain this variation across organisations.

13.4  �Applications of HLM in Research  
on Professional Learning

Throughout this chapter examples from the research field on professional learning 
have been offered when clarifying the conceptual explanation of HLM. In fact, as 
already mentioned, all research studies that collected nested data should be analysed 
with a HLM approach. Within this section, the research topics within the field of 
professional learning that have been addressed with HLM analysis by prior research 
will be presented.

When searching for empirical studies within the field of professional learning, a 
first thing that comes to the fore is that the majority of this type of studies focused 
on the professional development of teachers who are nested in schools. This can 
probably be explained by the fact that the related field of research on school effec-
tiveness has a rich tradition of using HLM (e.g., Cools et al. 2008; Opdenakker et al. 
2002). Several research studies in the field of teacher development have investigated 
the effect of professional learning communities (e.g., Chi-Kin Lee et  al. 2011; 
Lakshmanan et al. 2011), the role of teachability culture on collegial trust among 
teachers (Van Maele and Van Houtte 2011) and the role of teacher learning oppor-
tunities for reflective practice (Camburn 2010).

Over the last decade the interest in team learning has grown substantively (see 
Chap. 36 by Dochy, Gijbels, Raes, and Kyndt). Up till now the majority of the 
studies that have investigated this topic by aggregating individual scores to the 
team level (e.g., Raes et al. 2012; Van den Bossche et al. 2006), however recent 
research demonstrates the relevance of adopting HLM analysis when investigating 
team learning (Liu and Fu 2011) or advises the use of HLM for future research 
(Akgün et al. 2007). When considering the adoption of HLM for research on team 
learning it is important to keep in mind that the outcome variable should be situated 
at the lowest level of interest.

Other research in the field of professional learning adopting HLM appears to be 
scarce and scattered. For example, Martin (2009) investigated the role of learning 
for the motivation and engagement in the workplace using HLM and Yeo and Neal 
(2004) explored the role of learning orientation for performance in skills acquisi-
tion. Xiao (2002) focused on the role of education in salary growth. Other studies 
have formulated the advice that research on learning climate (Haurer and Westerberg 
2012) and transfer of learning (van den Eertwegh et al. 2013) would benefit from 
adopting HLM.
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In sum, research within the field of professional learning adopting HLM, especially 
research situated outside of the traditional school context is scarce. In addition, it 
can be noticed that the studies that did adopt HLM are very recent.

13.5  �Discussion

Within this final section, the advantages and disadvantages of HLM for research 
on professional learning will be discussed. The main advantage of HLM is the fact 
that it is the most appropriate method of analysis for nested data. If the nested 
structure of the data is ignored, it is more likely that statistical relations are 
observed in the sample that are in fact not true (Type-1 error), in addition it might 
be that it is concluded that a relationships holds for individuals when they are 
actually true for groups (ecological fallacy). HLM allows us to identify and 
explain the variance at different levels of the data, in other words, it is able to 
identify the variance at the individual and organisational level. Moreover, predic-
tors at the level of the organisation can be included in the analyses simultaneously 
with predictors at the level of the individual. Something that can be very important 
in the research on the professional learning of employees, because an employee’s 
learning is the result of the interplay between the organisation and the individual 
(Tynjälä 2008).

However, HLM also has disadvantages and limitations. First, fairly large sam-
ples are needed, especially when multiple predictors at various levels are included. 
With small samples, the researcher is often confronted with convergence problems. 
If the software (e.g., SPSS) presents results after reporting that it was unable to 
reach convergence, these results should not and in fact cannot be interpreted, there-
fore other software package (e.g., R) do not report results because it was actually 
not possible to calculate results. Secondly, HLM is a fairly complex analysis (due to 
the many possibilities) in comparison with regression analysis, for example it 
requires the researcher to make decisions throughout the entire process of analysis. 
Finally, as discussed, it is very difficult to calculate and interpret the effect sizes 
when conducting HLM, in addition no consensus exists and the existing body of 
literature rarely reports effect sizes.

This chapter has attempted to introduce the reader with HLM without using 
mathematical formulas. On the one hand, the aim was to inform the reader on 
when this method of analysis could be appropriate. On the other hand, the goal 
was to introduce the reader with how a two-level analysis on cross-sectional data 
can be executed by integrating a theoretical explanation and illustration of the 
analysis performed on an authentic dataset and topic within the field of profes-
sional learning. It is believed that in a field where employees are nested within 
organisations and trainees are nested within trainings or trainings institutions, 
applying HLM can have an added value. With this chapter we hope to make a 
contribution to the introduction and application of HLM in the field of profes-
sional learning.
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�Appendix: R Code Illustration Learning Intention
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