
Gi-Chul Yang · Sio-Iong Ao
Len Gelman    Editors

Transactions 
on Engineering 
Technologies
Special Volume of the World Congress on 
Engineering 2013



Transactions on Engineering Technologies



Gi-Chul Yang • Sio-Iong Ao
Len Gelman
Editors

Transactions on Engineering
Technologies

Special Volume of the World Congress
on Engineering 2013

123



Editors
Gi-Chul Yang
Department of Multimedia Engineering,

College of Engineering
Mokpo National University
Mokpo, Jeonnam
Republic of Korea

Sio-Iong Ao
IAENG Secretariat
International Association of Engineers
Hong Kong
Hong Kong SAR

Len Gelman
Department of Applied Mathematics

and Computing
Cranfield University
Cranfield, Bedfordshire
UK

ISBN 978-94-017-8831-1 ISBN 978-94-017-8832-8 (eBook)
DOI 10.1007/978-94-017-8832-8
Springer Dordrecht Heidelberg New York London

Library of Congress Control Number: 2013953195

� Springer Science+Business Media Dordrecht 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must
always be obtained from Springer. Permissions for use may be obtained through RightsLink at the
Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

A large international conference on Advances in Engineering Technologies and
Physical Science was held in London, U.K., 3–5 July, 2013, under the World
Congress on Engineering 2013 (WCE 2013). The WCE 2013 is organized by the
International Association of Engineers (IAENG); the Congress details are
available at: http://www.iaeng.org/WCE2013. IAENG is a nonprofit international
association for engineers and computer scientists, which was founded originally in
1968. The World Congress on Engineering serves as good platforms for
the engineering community to meet with each other and to exchange ideas.
The conferences have also struck a balance between theoretical and application
development. The conference committees have been formed with over 300
committee members who are mainly research center heads, faculty deans,
department heads, professors, and research scientists from over 30 countries. The
Congress is truly an international meeting with a high level of participation
from many countries. The response to the Congress has been excellent. There have
been more than 1,100 manuscript submissions for the WCE 2013. All submitted
papers have gone through the peer review process, and the overall acceptance rate
is 55.12 %.

This volume contains 48 revised and extended research articles written by
prominent researchers participating in the conference. Topics covered include
mechanical engineering, bioengineering, Internet engineering, image engineering,
wireless networks, knowledge engineering, manufacturing engineering, and
industrial applications. The book offers the state of art of tremendous advances in
engineering technologies and physical science and applications, and also serves as
an excellent reference work for researchers and graduate students working on
engineering technologies and physical science and applications.

Gi-Chul Yang
Sio-Iong Ao
Len Gelman

v

http://www.iaeng.org/WCE2013


Contents

Viscous Fingering of Reversible Reactive Flows in Porous Media . . . . 1
Hesham Alhumade and Jalel Azaiez

Prediction of Thermal Deformation for a Ball Screw System
Under Composite Operating Conditions . . . . . . . . . . . . . . . . . . . . . . . 17
A. S. Yang, S. Z. Chai, H. H. Hsu, T. C. Kuo, W. T. Wu,
W. H. Hsieh and Y. C. Hwang

Shear Strength and Fracture Surface Studies of Ball Grid
Array (BGA) Flexible Surface-Mount Electronics Packaging
Under Isothermal Ageing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Sabuj Mallik and Ahmed Z. El Mehdawi

Optimum Parameters for Machining Metal Matrix Composite . . . . . . 43
Brian Boswell, Mohammad Nazrul Islam and Alokesh Pramanik

Base Isolation Testing Via a Versatile Machine Characterized
by Robust Tracking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Salvatore Strano and Mario Terzo

Active Vibration Isolation Via Nonlinear Velocity
Time-Delayed Feedback. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Xue Gao and Qian Chen

Project of Mechanical VVA Systems for Motorcycle Engines . . . . . . . 87
Carmelina Abagnale, Mariano Migliaccio and Ottavio Pennacchia

Performance Evaluation of the Valveless Micropump
with Piezoelectric Actuator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Chiang-Ho Cheng

Role of Offset Factor in Offset-Halves Bearing . . . . . . . . . . . . . . . . . . 117
Amit Chauhan

vii

http://dx.doi.org/10.1007/978-94-017-8832-8_1
http://dx.doi.org/10.1007/978-94-017-8832-8_2
http://dx.doi.org/10.1007/978-94-017-8832-8_2
http://dx.doi.org/10.1007/978-94-017-8832-8_3
http://dx.doi.org/10.1007/978-94-017-8832-8_3
http://dx.doi.org/10.1007/978-94-017-8832-8_3
http://dx.doi.org/10.1007/978-94-017-8832-8_4
http://dx.doi.org/10.1007/978-94-017-8832-8_5
http://dx.doi.org/10.1007/978-94-017-8832-8_5
http://dx.doi.org/10.1007/978-94-017-8832-8_6
http://dx.doi.org/10.1007/978-94-017-8832-8_6
http://dx.doi.org/10.1007/978-94-017-8832-8_7
http://dx.doi.org/10.1007/978-94-017-8832-8_8
http://dx.doi.org/10.1007/978-94-017-8832-8_8
http://dx.doi.org/10.1007/978-94-017-8832-8_9


Relative Position Computation of Links in Planar Six-Bar
Mechanisms with Joints Clearance and Complex Chain . . . . . . . . . . . 129
Mohamad Younes and Alain Potiron

Flutter Analysis of an Aerofoil Using State-Space Unsteady
Aerodynamic Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Riccy Kurniawan

WRS-BTU Seismic Isolator Performances . . . . . . . . . . . . . . . . . . . . . 149
Renato Brancati, Giandomenico Di Massa, Stefano Pagano,
Ernesto Rocca and Salvatore Strano

A CFD Study of a pMDI Plume Spray . . . . . . . . . . . . . . . . . . . . . . . . 163
Ricardo F. Oliveira, Ana C. Ferreira, Senhorinha F. Teixeira,
José C. Teixeira and Helena Cabral-Marques

Harmonic Decomposition of Elastic Constant Tensor
and Crystal Symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
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Viscous Fingering of Reversible Reactive
Flows in Porous Media

Hesham Alhumade and Jalel Azaiez

Abstract The dynamics of viscous fingering instability of miscible displacements
in a homogeneous porous medium are examined in the case of flows that involve
reversible chemical reactions between the displacing and displaced fluid. The flows
are modeled using the continuity equation, Darcy’s law, and volume-averaged
forms of the convection-diffusion-reaction equation for mass balance of a
bi-molecular reaction. Numerical simulations were carried out using a Hartley
transform based pseudo-spectral method combined with semi-implicit finite-
difference time-stepping algorithm. The results of the simulations allowed to
analyze the mechanisms of fingering instability that result from the dependence of
the fluids viscosities on the concentrations of the different species, and focused on
different flow scenarios. In particular, the study examined the effects of varying
important parameters namely the Damkohler number that represents the ratio of
the hydrodynamic and chemical characteristic time scales, and the chemical
reversibility coefficient, and analyzed the resulting changes in the finger structures.
The results are presented for flows with an initially stable as well as initially
unstable front between the two reactants.

Keywords Fluid mechanics � Homogeneous porous media � Hydrodynamics �
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1 Introduction

When a viscous fluid is used to displace another one of a larger viscosity, a frontal
instability appears at the interface between the two fluids, which may dramatically
affect the overall efficiency of the displacement process. This instability may grow
to form fingers that propagate in both upstream and downstream directions and is
referred to as fingering or Saffman–Taylor instability [21]. The instability can be
triggered by either viscosity mismatch and is referred to as viscous fingering or
density mismatch, where it is known as the Rayleigh-Taylor instability. Such
instabilities are encountered in a wide variety of processes that include enhanced
oil recovery, soil remediation, chromatography and CO2 sequestration. Many
experimental and theoretical studies have focused on the frontal instability of
non-reactive displacement processes, where hydrodynamic interactions between
the fluids result in the viscous fingering instability. In these studies the effects of
different parameters were examined and most of these studies were reviewed in
[11, 13].

The viscous fingering instability may develop in conjunction with chemical
reactions in a wide variety of processes such as underground water treatment,
tertiary heavy oil recovery, spreading of chemical pollutants chromatographic
separation, polymer synthesis and processing as well as fixed bed regeneration
[14]. There has been a growing interest in analyzing such reactive flow instability
and a number of studies have examined the reactive flow. One of the earliest
studies of reactive displacements in porous media was conducted out by [19],
where the reaction leads to an interfacial tension decrease in a secondary oil
recovery process. A number of subsequent experimental studies examined the
effects of different parameters such as stoichiometry [16], geometry orientation
[12], finger growth rate [17], chemical composition [3], external electrical field
[25], variation in the physical properties of the phases [20], and precipitation [18].

Analytical and numerical Modelling of reactive flow displacements has been
carried out by a limited, but growing number of studies [6–10]. These studies have
considered either auto-catalytic or non-autocatalytic reactions.

All existing studies dealing with reactive viscous fingering have assumed the
chemical reaction to be complete. However the reversibility of the reaction plays
an important role in many phenomena studied in physics, chemistry, biology, and
geology [9]. For example, in the in situ soil remediation, promising results were
reported by [26], where a reactive fluid was injected to remove the pollutant from
the underground water. The first study on reactive-diffusive systems with revers-
ible reaction was carried out by [5], where the properties of a reversible reactive
front with initially separated reactants were examined. It was reported that the
dynamics of the reactive front can be described as a crossover between irreversible
and reversible regimes at short and long times, respectively. A subsequent study
[23] confirmed the existence of a crossover between short time ‘‘irreversible’’ and
long-time ‘‘reversible’’ regimes. In a recent study [22], the reaction rate of a
reversible reactive-diffusive process when the reactants are initially mixed with
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different diffusion coefficients by using the boundary layer function method was
investigated. The authors reported that the reactive-diffusive process for this case
can be considered as a quasi-equilibrium process and analyzed the dependence of
the reaction rate on the initial distribution of the reactants.

It should be noted that even though the above studies did examine the role of
chemical reversibility, there conclusions are actually very restrictive since they
accounted only for diffusive effects. It is however known that in actual flow dis-
placements that involve the injection of chemical species; convective effects must
be included in the model to analyze properly the flow. Actually, for such flows
convective effects can be dominant at least at some stages of the flow and hence
cannot be ignored. Motivated by this, the first linear stability analysis to understand
the effects of chemical reversibility on the stability of some cases of reactive-
diffusive-convective flow displacements [1]. In a recent study, the role of chemical
reversibility on the stability of some cases of reactive-diffusive-convective flow
displacements was investigated [2]. In this study, the nonlinear development of the
flow are analyzed through numerical simulations.

2 Mathematical Model

2.1 Physical Problem

A two-dimensional displacement is considered in which both fluids are incom-
pressible and fully miscible. The flow takes place in horizontal direction in a
homogeneous medium of constant porosity / and permeability K. A schematic of
the two-dimensional porous medium is shown in Fig. 1. The length, width and
thickness (z-direction) of the medium are Lx, Ly and b respectively.

The medium is assumed to be initially filled with a solution of a reactant (B) of
viscosity lB. A miscible fluid (A) of viscosity lA is injected from the left-hand side
with a uniform velocity U to displace fluid (B). The direction of the flow is along
the x-axis and the y-axis is parallel to the initial plane of the interface. A reversible
chemical reaction occurs between the two fluids leading to the formation of a
product (C) of viscosity lC:

Aþ B� C ð1Þ

As time proceeds, the bi-molecular reaction results in the accumulation of more
chemical product at the interface between the two reactants. This leads to the co-
existence of the three chemical species (A) Fig. 1 shows an idealized distribution
of the two reactants (A) and (B) and the product (C), with two fronts. One between
the reactant (A) and the product (C); (A–C) while the other is between the reactant
(B) and the product (C); (C–B), and they are referred to as the trailing and the
leading front, respectively. It should be stressed that this is an idealization of
the system and the three chemical species are actually present to a more or less
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degree everywhere in the region where the reaction takes place. However, this
concept of a leading and trailing front will be helpful in the interpretation and
explanation of the results.

2.2 Governing Equations

The flow is governed by the equations for conservation of mass, momentum
(Darcy’s Equation) and the transport of the three chemical species.

r � v ¼ 0; ð2Þ

rp ¼ � l
K

v; ð3Þ

/
oA

ot
þ u

oA

x
þ v

oA

y
¼ /DA

o2A

ox2
þ o2A

oy2

� �
� kAB þ krC; ð4Þ

/
oB

ot
þ u

oB

x
þ v

oB

y
¼ /DB

o2B

ox2
þ o2B

oy2

� �
� kAB þ krC; ð5Þ

/
oC

ot
þ u

oC

x
þ v

oC

y
¼ /DC

o2C

ox2
þ o2C

oy2

� �
þ kAB � krC: ð6Þ

In the above equation, v ¼ uiþ vj is the velocity vector with u and v the x- and
y- components respectively, p the pressure, l the viscosity, K the medium per-
meability and / its porosity. The concentrations of the two reactants and the
product are denoted by A, B and C, respectively while DA, DB and DC are their
corresponding diffusion coefficients. Furthermore, k is the reaction constant while
kr represents the reverse reaction constant. For simplicity, it will be assumed that
all species have the same diffusion coefficient, i.e. DA = DB = DC = D.

Fig. 1 Schematic of a reactive front displacement process
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Since the characteristic velocity for the fluid flow through the porous medium is
U//, we adopted a Lagrangian reference frame moving at a velocity U//. Fur-
thermore, diffusive time D/2/U2 and diffusive length D//U are chosen to make the
length and time dimensionless. The constant permeability K is incorporated in the
expression of the viscosity by treating l/K as l, and we shall refer to ratios of l as
either viscosity or mobility ratios. The rest of the scaling is as follows: the velocity
is scaled with U//, the viscosity and pressure with lA and lAD//, respectively, and
the concentration with that of the pure displacing fluid, A0. The dimensionless
equations are:

r � v ¼ 0; ð7Þ

rp ¼ �lðvþ iÞ; ð8Þ

oA

ot
þ u

oA

x
þ v

oA

y
¼ o2A

ox2
þ o2A

oy2

� �
� DaABþ DrC; ð9Þ

oB

ot
þ u

oB

x
þ v

oB

y
¼ o2B

ox2
þ o2B

oy2

� �
� DaABþ DrC; ð10Þ

oC

ot
þ u

oC

x
þ v

oC

y
¼ o2C

ox2
þ o2C

oy2

� �
þ DaAB� DrC: ð11Þ

In the above equations, dimensionless variables are represented with asterisk
while Da = kA0D/U2 is the Damkohler number representing the ratio of hydro-
dynamic to chemical characteristic times and Dr = krD/U2 represents a reversible
Damkohler number. Two additional dimensionless groups are also involved,
namely the Péclet number Pe = ULx/D and the cell aspect ratio Ar = Lx/Ly that
appear in the boundary conditions equations.

Following previous studies, an exponential concentration dependent viscosity
model is adopted to complete the model [8, 10, 24],

l ¼ expðRbBþ RcCÞ ð12Þ

where Rb and Rc are the log-mobility ratios between the species as follows:

Rb ¼ lnðlB

lA
Þ and Rc ¼ ln

lC

lA

� �
ð13Þ

An associated mobility ratio at the chemical front between the chemical product
(C) and the reactant (B), and between the reactant (A) and the product (C) can be
also defined as:

RAC ¼ ln
lC

lA

� �
¼ Rc

2
and RCB ¼ ln

lB

lC

� �
¼ Rb �

Rc

2
ð14Þ

It should be stressed here that the different fronts, whether it is the initial
reactive front between (A) and (B) or the idealized leading and trailing ones will
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be unstable whenever their mobility ratios are strictly positive, while they will be
stable if the mobility ratios are negative or zero. For convenience, in all that
follows, the asterisks will be dropped from all dimensionless variables.

2.3 Numerical Techniques

The above problem is formulated using a stream-function vorticity formulation,
where the velocity field, the streamfunction w and the vorticity x are related as:

u ¼ ow
oy
; v ¼ � ow

ox
; O

2w ¼ �x: ð15Þ

where O2 is the Laplacian operator.
The pressure term is eliminated by taking the curl of Eq. (8) resulting in the

following relationship between the vorticity and the concentrations of the three
chemical species:

x ¼ Rb
ow
ox

oB

ox
þ ow

oy

oB

oy
þ oB

oy

� �
þ Rc

ow
ox

oC

ox
þ ow

oy

oC

oy
þ oC

oy

� �
ð16Þ

Equations (9)–(11) and (16) form a closed set that can be solved for the con-
centration and velocity fields. The system of partial differential equation is solved by
decomposing the variables as a base-state and a perturbation. The perturbation terms
consist of a random noise centered at the initial interface between the reactants A and
B, with the magnitude of the noise decaying rapidly away from the interface. The
resulting system of three partial differential equations is solved using a highly
accurate pseudo-spectral method based on the Hartley transform [4, 10]. This method
allows to recast the partial differential equation in time and space into an ordinary
differential equation in time. The solution for the time stepping of the reactive-
diffusive-convective equations was generated by using a semi-implicit predictor-
corrector method along with an operator-splitting algorithm.

3 Result

3.1 Numerical Code Validation

The numerical code has been validated by comparing the time evolution and the
related viscous fingers interactions to those presented by Hejazi and Azaiez [10]
for the non-reversible case (a = 0). It has been noted that the dynamics of fin-
gering were identical when the same parameters were used along with the same
spatial resolution and time step size. In addition, the numerical convergence of the
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numerical results has also been tested by varying the spatial resolution and the
time step. In this study, unless mentioned otherwise, a spatial resolution of
256 9 256 is used along with a time step dt = 0.005.

3.2 Concentration ISO-Surfaces Contours

The dynamics of the flow and the development of the instability are expected to
depend on the flow parameters, namely the Péclet number Pe, cell aspect ratio Ar,
Damkohler number Da, reversibility ratio coefficient a as well as the species’
mobility ratios; Rb and Rc. Prior to discussing the effects of chemical reversibility,
a brief explanation of the effects of chemical reaction on the viscous fingering
instability is presented. More details can be found in [10].

3.2.1 Effects of the Chemical Reaction

Figure 2 shows a time sequence of contours of the displacing fluid in the case of non-
reactive flow displacement for a mobility ratio of Rb = 3. In this case the displaced
fluid is more viscous than the displacing one resulting in an unstable front. The finger
structures develop and become more complex with time as a result of different
mechanisms of interactions that have already been analyzed in the literature.

When chemical reactions take place, the instability is modified and will depend
on both mobility ratios Rb and Rc. Figure 3 shows concentration iso-surfaces of the
reactant (A) in the case Rb = 3, Rc = 5, Da = 0.5 and Pe = 1,000. It is clear that
the frontal instability is affected by the reaction resulting in a larger number of
fingers that tend to be thinner and to have more complex structures. Figure 4
depicting the corresponding contours for the chemical product (C) shows that the
contours of (C) actually allow to illustrate simultaneously the finger structures of
the displacing fluid (A) (compare the trailing front in Fig. 4 with those in Fig. 3)
and those of the displaced one (B) through the leading front. This indicates that
plots of the chemical product contours allow us to show the development of the
instability at all fronts, and hence it will be used in all subsequent figures. Note that
both the leading and trailing fronts are unstable. Furthermore, as time proceeds and
more product is generated, the fingers develop more and extend both upstream and
downstream.

In what follows, the effects of chemical reversibility are analyzed. Given the
large number of parameters and the fact that the effects of the Péclet number and
Damkohler numbers have already been analyzed in the case of irreversible reac-
tions, a number of parameters will be fixed in order to focus the analysis on the
role of chemical reversibility. In all that follows, the aspect ratio, Péclet number
and Damkohler number are fixed as Ar = 2, Pe = 1,000 and Da = 1. Furthermore,
since the dynamics of the flow depend on the mobility ratios, the results will be
discussed first for systems that involve an initially stable front between the two
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t=200 t=300

t=400 t=500

Fig. 2 Contours of (A) for a non-reactive flow: Rb = 3

t=200 t=300

t=400 t=500

Fig. 3 Contours of (A) for a reactive flow: Rb = 3, Rc = 5, Da = 0.5

t=200 t=300

t=400 t=500

Fig. 4 Contours of the chemical product (C) for a reactive flow: Rb = 3, Rc = 5, Da = 0.5
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reactants (Rb B 0) followed by that where the initial front is unstable (Rb [ 0). All
qualitative results are presented in the form of concentration iso-surfaces of the
chemical product (C).

3.2.2 Stable or Neutrally Stable Initial Interface (Rb £ 0)

The initial interface between the two reactants is stable or neutrally stable if the
viscosity of the displacing fluid is larger than or equal to that of the displaced one
(Rb B 0). However, as the reaction takes place and chemical product is generated,
instability may develop at either the trailing or the leading front but not at both.
The case where the viscosity of (C) lies between those of (B) and (A) or equal to
both or any of them (lA C lC C lB) results in a stable displacement process and
therefore, will not be discussed. In what follows, the two cases where instability
appears at only the trailing or the leading front are examined.

An unstable trailing front and a stable leading front are observed in the case
where the viscosity of (C) is grater than that of both reactants. On the other hand, a
stable trailing front and an unstable leading will occur when the viscosity of the
product (C) is smaller than the viscosities of both reactants. It is worth mentioning
that in these cases, the mixing between the two reactants is mainly controlled by
diffusion. As a result, the growth of fingers is rather slow compared to cases with
unstable initial fronts.

In such cases involving stable initial reactive fronts, reversibility tends to
attenuate the instability at the unstable trailing or leading front and may actually
result in a completely stable system for a period of time. Figure 5 depicts the case
where the instability takes place at the trailing front when the chemical reaction is
complete (a = 0), while the instability of the system decreases when the reaction
reverses (a = 0). This can be attributed to the fact that in the initial stages of the
flow, the mixing of the different species is governed by diffusion and reversibility
perpetuates this state by preventing more of the product to accumulate and to
trigger instability at the unstable front. However, the amount of chemical product
will still keep growing with time, though slowly, and instability will eventually
appear at the unstable trailing front at later times (see Fig. 5). The time for the
instability to appear depends on the rate of chemical reversibility, with smaller
reversibility coefficients leading to an earlier growth of fingers. This time also
depends on the mobility ratios of the different chemical species, with distributions
that lead to a more unstable trailing front resulting in the instability developing
earlier in time. To illustrate this, the results for (Rb = -1.0, Rc = 5, RAC = 2.5)
depicted in Fig. 6 show that the instability develops earlier in time in comparison
with the case in Fig. 5 where RAC = 1.5. Similar conclusions were reached for the
case where the instability takes place at the leading front, and for brevity the
corresponding contours are not shown.
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3.2.3 Unstable Initial Interface (Rb > 0)

When a less viscous fluid (A) is used to displace another one (B) with a higher
viscosity, the initial interface between the two fluids is unstable (Rb [ 0). The
viscosity of the chemical product (C) can be either smaller than, larger than or in
between the viscosities of (A) and (B). As a result, regardless of the viscosity of
the product (C), instability will take place at least at the trailing or the leading
front, if not at both. In what follows, various cases of instability are discussed.

t=2000 t=2500

t=2000 t=4000

t=4000 t=8000

(a)

(b)

(c)

Fig. 5 Concentration iso-surfaces for Rb = -1, Rc = 3 (unstable trailing front, stable leading
front): a a = 0.0, b a = 0.3, c a = 0.8

t=1000 t=2000

Fig. 6 Concentration iso-surfaces for a = 0.3, Rb = -1, Rc = 5 (unstable trailing front, stable
leading front)
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Concentration contours of the chemical product (C) are depicted in Fig. 7 for
the case where the product’s viscosity is smaller than those of both reactants; i.e.
RAC(=Rc/2) \ 0 and RCB(=Rb - Rc/2) [ 0. The results are presented for the cases
where the chemical reaction is complete (a = 0), weakly reversible (a = 0.3) and
strongly reversible (a = 0.8). It is worth noting that in all three cases the insta-
bility develops mainly on the leading front and the fingers extend in the down-
stream direction. Furthermore, it is clear that in this case reversibility tends to
attenuate the instability of the flow. In particular, fingers are less developed and
more diffuse than in the non-reversible case. However, reversibility also increased
the number of developed fingers. Moreover, it should be noted that the distribution
of the chemical product is more homogeneous and shows less gradients than in the
non-reversible reaction flow. This indicates that in such reversible-reaction flows,
the chemical product is more uniformly distributed in the medium. When the
viscosity of the product (C) is larger than those of both reactants, the viscosity ratio
will be in favour of the growth of instability at the trailing (Rc [ 0), but not the
leading front (Rb - Rc/2 \ 0). As a result, fingers appear on the trailing front and
extend in the opposite direction of the flow, while the leading front is expected to
be stable. Figure 8 depicts the case Rb = 1 and Rc = 3, which corresponds to
unstable trailing and stable leading fronts. It is interesting to note that in this case,

t=500 t=800

t=500 t=800

t=500 t=800

(a)

(b)

(c)

Fig. 7 Concentration iso-surfaces Rb = 1, Rc = -2 (stable trailing front and unstable leading
front): a a = 0.0, b a = 0.3, c a = 0.8
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reversibility does actually enhance the instability particularly at the leading front,
where the fingers become more developed and narrower with increasing a.
Furthermore here too, reversibility leads to a more homogeneous distribution of
the chemical product. Figure 9 depict results for reactive flow displacements
where the viscosity of (C) lies between those of the two reactants. In this case both
the trailing and the leading fronts are unstable (Rc [ 0, Rb - Rc/2 [ 0). The non-
linear simulations indicate that reversibility does not actually have a major effect
on the finger structure, and aside from the fact that the chemical product is more
uniformly distributed in the porous medium when the reaction reverses, the
number and overall structures of fingers are virtually unchanged. It should be
finally noted that in all previous cases where the initial reactive front is unstable,
stronger reversibility systematically leads to thinner and less diffuse fingers with a
uniform distribution of the chemical product. The previous results can be
explained by examining the effects of the chemical reversibility on the distribution
of the viscosity on the different fronts. First, it should be noted that in a reactive
displacement process, instability will not grow until a certain amount of the
product (C) is generated. Furthermore, for the unstable initial reactive front case
(Rb [ 0) when the instability develops at one of the trailing or the leading fronts,

t=1100 t=1900

t=1100 t=1900

t=1100 t=1900

(a)

(b)

(c)

Fig. 8 Concentration iso-surfaces Rb = 1, Rc = 3 (unstable trailing front and stable leading
front): a a = 0.0, b a = 0.3, c a = 0.8
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the mobility ratio at that unstable front is always larger than that of the initial
reactive front. As the reaction reverses and (C) is converted back into (A) and (B),
the favourable mobility ratio between the reactants will increase and decrease the
mobility ratios at the stable and the unstable front, respectively. Furthermore, it is
known that the direction of injection is in favour of the growth of the instability at
the leading (C–B), but not the trailing (A–C) front [15]. These two factors explain
the influence of reversibility in attenuating or enhancing the instability of the cases
where the instability developed at the leading (Rb = 1, Rc = -2 and RCB [ Rb) or
the trailing (Rb = 1, Rc = 3 and RCB \ Rb) front, respectively.

The less noticeable effects of reversibility in Fig. 9 corresponding to (Rb = 3,
Rc = 4, RAC = 2, RCB = 1) can be attributed to the fact that in this case the
trailing and leading fronts are unstable, resulting in a stronger mixing of the
chemical species. Furthermore, the favorable mobility ratio between the reactants
(Rb) increases the mobility ratios at both the trailing and the leading fronts as the
reaction reverses. This helps the instability to keep growing regardless of how fast
the product (C) is converted back to (A) and (B).

t=200 t=400

t=200 t=400

t=200 t=400

(a)

(b)

(c)

Fig. 9 Concentration iso-surfaces Rb = 3, Rc = 4 (unstable trailing and leading fronts):
a a = 0.0, b a = 0.3, c a = 0.8
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4 Conclusion

In this study, the nonlinear development of fingering instabilities that develop in
reactive flow displacements in porous media is examined. The study has in par-
ticular focused on the effects of chemical reversibility in bi-molecular reactions
that affect the viscosity distributions of the three chemical species and in turn the
fate of the flow. The study examined the effects of reversibility under the condi-
tions of stable and unstable initial reactive fronts.

Analyses of concentration iso-surfaces of the chemical product revealed that in
all flow situations, chemical reversibility tends to lead to a more uniform and
homogeneous distribution of the product, when compared with the non-reversible
reaction case. Furthermore, foe flows involving an initially stable front between
the two chemical reactants, reversibility of the chemical reaction systematically
induce an attenuation of the fingering instability. This attenuation was also
observed in the case of an initially unstable front between the reactants that result
in unstable leading and stable trailing fronts. No noticeable effects were however
noted for viscosity distributions that correspond to an unstable initial reactive front
with unstable trailing and leading fronts. The only exception where it was found
that reversibility can actually enhance the fingering instability is for flows
involving an unstable initial front between the two reactants with unstable trailing
and stable leading fronts. In this particular case, it was found that the reversibility
of the chemical reaction tends actually to enhance the growth of instabilities at the
stable leading front. This enhancement can be attributed to the combined effect of
the increase of the mobility ratio at the leading front due to the favourable mobility
ratio between the initial reactants and the direction of the injection that promotes
the growth of the fingers at the leading front.
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Prediction of Thermal Deformation
for a Ball Screw System Under Composite
Operating Conditions

A. S. Yang, S. Z. Chai, H. H. Hsu, T. C. Kuo, W. T. Wu, W. H. Hsieh
and Y. C. Hwang

Abstract The position error of a feed drive system is mostly caused by thermal
deformation of a ball screw shaft. A high-speed ball screw system can generate
massive heat with greater thermal expansion produced, and consequently have a
negative effect on the positioning accuracy. In this study, we applied the com-
putational approach using the finite element method (FEM) to simulate the thermal
expansion process for estimating the deformation of the ball screw system. In the
numerical analysis, the deformation of the ball screw shaft and nut was modeled
via a linear elasticity approach along with the assumption that the material was
elastic, homogeneous, and isotropic. To emulate the reciprocating movements of
the nut at the speeds of 20, 40 and 60 m/min corresponding to the screw shaft, we
also employed a three-dimensional unsteady heat conduction equation with the
heat generation from the main sources including the ball screw shaft, nut and
bearings as the heat transfer model to solve the temperature distributions for
determining the temperature rises and axial thermal deformations in a ball screw
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shaft under composite operating conditions. The simulated results demonstrated
that the countermeasures must be taken to thermally compensate great deteriora-
tion of the positioning accuracy due to vast heat production at high rotating speeds
of shaft for a ball screw system.

Keywords Ball screws � FEM � Heat transfer model �Machine tool � Positioning
accuracy � Thermal deformation

1 Introduction

The performance of a ball screw feed drive system in terms of speed, positioning
accuracy and machine efficiency plays a very important role in product quality and
yield in manufacturing industries primarily including machine tools, semi-con-
ductors, optoelectronics, and so on. Considering a high-speed precision ball screw
system, the occurrence of contact surfaces (such as the interfaces between the ball
and nut grooves, the ball and screw grooves, and the bearing and shaft) produces
contact friction at these junctions. The friction of the nut and ball bearings entails a
sudden and violent heating of balls, and in turn results in the temperature rises of
the ball screw, leading to mechanical micro- deformations and an overheating of
the coolant. Such a temperature heating of ball screw could also cause significant
thermal deformations deteriorating the ball screw system accuracy in mechatronics
tools or instruments [1].

The development of fabrication technology for a variety of applications
necessitates high-precision apparatuses for achieving remarkably delicate goods
with high output [2]. As indicated by Bryan [3], the thermal induced error in
precision parts has still been the key setback in the industry. Substantial efforts
were done on the machine tools, thermal behavior and thermal error compensation
on the spindles, bearings and ball screws, respectively. Ramesh et al. [4] and Chen
[5] carried out the air-cutting experiments to reproduce the loads under actual-
cutting situations. To adjust the thermal conditions of the machine tool, Li et al. [6]
conducted the tests of varying spindle speed for controlling the loads. The per-
formance of a twin-spindle rotary center was experimentally evaluated by Lo et al.
[7] for particular operating settings. Afterward, Xu et al. [8] incorporated the
contact resistance effect into a thermal model for simulation of machine tool
bearings. Koda et al. [9] produced an automatic ball screw thermal error com-
pensation system for enhancement of position accuracy.

The frictional process from a high-speed ball screw system essentially released
tremendous amounts of heat and results in the continuing temperature increase and
thermal expansion, leading to deterioration of the positioning accuracy. In this
investigation, we considered the heat generation from two bearings and the nut as
the thermal loads with the prescribed heat flux values imposed on the inner sur-
faces of grooves between the bearings and nut of the ball screw system.
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The convection boundary conditions were also treated for solid surfaces exposed
to the ambient air. A FEM-based thermal model was developed to resolve the
temperature rise distribution and in turn to predict the thermal deformation of the
ball screw. In addition, simulations were conducted to appraise the influence of
composite operating conditions in terms of different speeds (1,000, 2,000 and
3,000 rpm) as well as moving spans (500 and 900 mm) of the nut on the tem-
perature increases and thermal deformations of a ball screw shaft.

2 Description of Ball Screw System

Figure 1 presents a schematic diagram of a ball screw feed drive system,
encompassing a ball screw and driving unit. A continuous advance and return
movement of the ball screw takes place in the range of 900 mm. It has 20-mm
lead, 41.4-mm ball center diameter (BCD) and 1,715-mm total length. The outer
and inner diameters of the screw shaft are 40 and 12.7 mm, respectively. Table 1
presents the parameters of main components for the ball screw drive system, which
really contains the ball screw shaft, ball screw nut and bearings.

Figure 2 illustrates the moving velocity of the screw nut. This investigation
considers the reciprocating movements of the nut at a maximum speed of 40 m/min
pertaining to the screw shaft with a time period of 3.43 s and acceleration/
deceleration of ±2.1 m/s2 as the baseline study case.

3 Computational Analysis

The physical model in this study investigates the thermal expansion process in a ball
screw system. Essentially, heat is generated mainly from the friction between the
ball and nut grooves as well as the ball and screw grooves. In view of the fact that a
string of balls filled the grooves between the screw and nut are rotating very fast, the
heat has been distributed evenly over the inner surface of raceways. The nut and two
bearings are modeled as the fixed thermal loads imposed on the ball screw shaft. The
thermal resistance resulting from the lubrication oil film between the balls and
raceways is assumed to be ignored here attributable to a very thin layer of oil film,
and the effect of heat conduction by means of the lubricant and thermal deterioration
is negligible. Numerical calculations were performed by the FEM software
ANSYS

�
to investigate the thermal behavior of a ball screw [10]. The theoretical

formulation was based upon the time-dependent three-dimensional heat conduction
equation for a ball screw system. The governing equations are stated as follows:

k
o2T

ox2
þ o2T

oy2
þ o2T

oz2

ffi �
¼ qc

oT

ot
: ð1Þ
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The symbols q, c, k and T mean the density, specific heat, thermal conductivity,
and temperature of the ball screw shaft and nut, respectively. Here the temperature
T is a function of the spatial coordinates (x, y, z) and time. The q, c, k values for
computations are 7,750 kg/m3, 480 J/kg-oC and 15.1 W/m-oC. Figure 3 exhibits
the heat generation by the nut and bearing for a period of 3.43 s. The friction effect

Fig. 1 Schematic of a ball
screw feed drive system

Table 1 Main component parameters of the ball screw feed drive system

Ball screw shaft Ball screw nut

Total Length (mm) 1,715 Type FDC
Thread Length (mm) 1,295 Length (mm) 143.4
LEAD (mm) 20 Diameter (mm) 70
BCD (mm) 41.4
Outer diameter(mm) 40
Inner diameter (mm) 12.7 Bearing
Line number 2 Type TAC
Contact type 4 points OD (mm) 30
Ball diameter (mm) 6.35 ID (mm) 12.7

Fig. 2 Moving velocity of
the screw nut with respect to
the screw shaft
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between the balls and raceways of the nut and bearings is the most important cause
for temperature increase.

Given that the load of the nut contains two parts: the preload and dynamic load,
_Gnut, the heat generation by the nut (in W), can be described as [11, 12]:

_Gnut ¼ 0:12pf0v0nM: ð2Þ

Here f0 is a factor determined by the nut type and lubrication method; v0 is the
kinematic viscosity of the lubricant (in m2/s); n is the screw rotating speed (in
rpm); M is the total frictional torque of the nut (in N-mm). In this research, _Gbearing

is the heat generated by a bearing (in W), defined as below [13].

_Gbearing ¼ 1:047� 10�4nM: ð3Þ

The variables n is the rotating speed of a bearing and M is the total frictional
torque of bearings, including the frictional torque due to the applied load and the
frictional torque due to lubricant viscosity.

The convective heat transfer coefficient h (in W/m2-oC) is computed [14] by

h ¼ Nukfluid=d: ð4Þ

Here Nusselt number Nu = 0.133Re2/3Pr1/3, while the variables Re and Pr
represent Reynolds number and the Prandtl number. The sign kfluid is the thermal
conductivity of the surrounding air and d is the outer or inner diameter of the screw
shaft (mm). More detailed information can be found in Ref. [15].

Fig. 3 Heat generation by a nut and b bearing for a period of 3.43 s
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In this study, the ball screw is modeled using a linear elasticity approach and
assumed as the elastic, homogeneous, and isotropic material. The governing
equations for the ball screw deformation are as follows:

q
o2vx

ot2
¼ orx

ox
þ osyx

oy
þ oszx

oz
þ qgx: ð5Þ

q
o2vy

ot2
¼ ory

oy
þ osxy

ox
þ oszy

oz
þ qgy: ð6Þ

q
o2vz

ot2
¼ orz

oz
þ osxz

ox
þ osyz

oy
þ qgz: ð7Þ

The variables ~v, ~r and~e symbolize the displacement, stress and strain vectors
(tensors).

~r ¼ Dð~e� ethÞ ð8Þ

The symbol eth is the thermal strain. Given the assumption of a linear elastic
response, the stress-strain relationship is given by ~r ¼ D~e, where D has the form

D ¼

kþ 2G k k 0 0 0
k kþ 2G k 0 0 0
k k kþ 2G 0 0 0
0 0 0 G 0 0
0 0 0 0 G 0
0 0 0 0 0 G

0
BBBBBB@

1
CCCCCCA

ð9Þ

k ¼ vE

ð1þ vÞð1� 2vÞ ; G ¼ E

2ð1þ vÞ ð10Þ

eth ¼ DTð a; a; a; 0; 0; 0; ÞT ð11Þ

D is the elasticity matrix consisting of the material properties, whereas the
properties of E, m and a are the Young’s modulus, the Poisson’s ratio and the
coefficient of thermal expansion (CTE). In this investigation, the values of
Young’s modulus, Poisson’s ratio and CTE of the ball screw are set to be
1.93 9 1011 Pa, 0.31 and 1.16 9 10-5 m/m-oC. The term DT = T - Tref, Tref, is
the initial temperature of 27 �C. A finite element method was used to solve the ball
screw model in accordance with the principal of virtual work. For each element,
displacements were defined at the nodes and the associated displacements within
the elements were subsequently obtained by means of interpolation of the nodal
values by the shape functions. The strain-displacement and stress-strain equations
for structure were solved with the Gaussian elimination method for sparse
matrices [10].
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4 Experimental Measurements

Experimental measurements were conducted to determine the time-dependent
distributions of temperature, temperature rise and thermal deformation for vali-
dation of the thermal model by FEM and evaluate the performance of the cooling
system. Figure 4 illustrates a schematic diagram of the experimental set up,
containing the ball screw, driving unit, LNC controller, thermal/laser detection
system for measuring temperature/deformation and linked data acquisition system.
A continual forward and backward movement of ball screw ensued in a 900-mm
range, having 20 mm lead, 41.4 mm BCD and 1,715 mm total length. The data
processing module consisted of four thermal couples as well as a high-precision
Renishaw XL-80 laser system with the test data recorded for every 600 s.

5 Results and Discussion

Simulations were attained by the FEM software ANSYS
�

to predict the thermal
and deformation characteristics of a ball screw. In the analysis, we modeled a
string of balls as a coil-like circular band fully filled the interior surface of race-
ways between the screw and nut. Figure 5 displays the numerical grids for system
simulations. The mesh setup had three unstructured sections, such as the bearings,
shaft and coil-like circular band. Finer grids were paced in the areas near the
grooves and the solid surfaces. The average cell length was approximately
0.0015 m with the least spacing of 0.0006 m to resolve the steep variations of
thermal properties near heat sources. The predictions of transient temperature
distributions on the surface of the ball screw with different grids and time steps
suggested that grid independence could be attained using a mesh setup of
1,367,867 grids with a time step of 5 s.

In simulations, the reciprocating movements of the nut was at a speed of
40 m/min respecting to the screw shaft with a 3.43-s period. The analysis was
based on the rotational speed of 3,000 rpm and the initial temperature of 27 �C.
During the continual operations, Fig. 6 illustrates the temperature and thermal
deformation distributions along the axial distance of hollow ball screw shafts at t
= 3,600 s. The frictional heat produces the temperature rise with high temperatures
occurred in the core areas of the ball screws for hollow ball screws.

In the structure analysis, the left side of the ball screw was treated as the free
end with the right side maintained as the fixed-end condition. The thermal loads
from the temperature distribution predictions were then input to solve the thermal
deformation. The predicted results indicated relatively larger local thermal
deformations near the high temperature regions occurred at the center of the shaft
in general. The thermal deformation distributions showed a great reduction in
thermal expansion for the hollow shaft at the left end of the screw.
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Fig. 4 Schematic diagram of the experimental set up

Fig. 5 Numerical grids of ball screw shaft

Fig. 6 Temperature and thermal deformation distribution of ball screw shafts at t = 3,600 s
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Figure 7 illustrates a comparison of the prediction with the measured temper-
ature rise data along the axial axis of hollow ball screw at t = 3,600 s. The
calculated temperature rise distribution was compared with the measurements of
different positions. Overall, the results clearly indicated that the FEM model rel-
atively over-predicted the temperature increase (i.e. 17.7 �C in the central area of
the shaft) with the discrepancy within approximately 18.7 % in the axial distance
of 0.15 to 0.4 m, showing that the simulation software may reasonably simulate
the thermal expansion phenomenon.

As far as the transient developments of temperature rises are concerned, Fig. 8
illustrates a comparison of time history of the predictions with measured tem-
perature rises at three locations for the hollow ball screw. At the pre-specified axial
distances of 0.05, 0.68 and 1.62 m, all three temperature rise profiles grew quickly
in the early stage and tended to level off toward their steady-state values of 2.73,
17.2 and 2.66 �C for the test points of 1, 2 and 3, respectively, at t = 3,600 s. Due
to massive heat generated in continuing operations, both the predicted measured
results of the test point 2 show a higher temperature rise with the difference under
1.93 %, revealing the accuracy of the FEM simulations.

In order to verify the thermal and structural models by FEM, Fig. 9 illustrates a
comparison of the prediction with measured thermal deformation data along the
axial distance of hollow ball screw at t = 3,600 s. The thermal deformation along
the axial direction was measured using a laser interferometer, for comparison with
the calculated results. It can be clearly seen that the deformations from the FEM
predictions and the experimental results were fairly close, deviating below 9.1 %
for the axial distance from 0.2 to 0.9 m. Nevertheless, as compared to the test data,
the over-predicted deformation was noted with a large error appeared at the axial
distance of 0.1 m owing to the over-estimation of temperature rise in this asso-
ciated area.

Fig. 7 Comparison of
prediction with measured
temperature rise data along
the axial distance of ball
screw at t = 3,600 s
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The comparisons of predictions with the experimental data indicated that the
FEM method could reasonably predict the thermal expansion process for deter-
mining the deformation of a ball screw system. Thus, calculations were extended
to consider the influences of different spindle speeds and traveling distance of the
nut on the temperature rises and thermal deformations of a ball screw shaft.
Table 2 illustrates the numerical test details in terms of the rotating speed and

#3                  #2      #1

Fig. 8 Comparison of the
time history of the predictions
with measured temperature
rises at three locations for ball
screw

Fig. 9 Comparison of the
prediction with measured
thermal deformation data
along the axial distance of
ball screw at t = 3,600 s
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moving extent of the ball screw under the composite operating conditions. In
simulations, the shaft starts the operation at a speed of 2,000 rpm with a 900-mm
moving distance of the nut for 300 s and next with a moving distance of 500 mm
for 300 s, then changes to the speed of 3,000 rpm with a 900-mm moving distance
for 300 s, and decreases the speed to 1,000 rpm with a 500-mm moving distance in
the last 300 s. The axial spans, defined as the moving distance of the nut, are 900
and 500 mm from the center to the left and right ends of the ball screw, whereas
the operating time and ambient temperature are 1,200 s and 27.7 �C, respectively.

In this analysis, the FEM method and experimental measurements were con-
ducted simultaneously to predict the temperature increase and thermal deformation
distributions for composite working states. Three monitoring points (correspond-
ing to #1, #2 and #3) were selected at the axial distance of 0.045, 0.871 and 1.45 m
to probe the temperature variations. Figure 10 shows a comparison of the pre-
dictions with the measured temperature data along the axial distance of ball screw
at t = 1,200 s. The results revealed that the predicted temperatures relatively higher
than those of the experimental values with the greatest discrepancy of around 1 �C
under the composite operating conditions. Steep temperature gradients were
viewed at two areas (with the axial distances of 0.3–0.5 and 0.8–1.2 m, respec-
tively) of the screw shaft because of the frictional heat generation associated with
the moving spans of the nut as well as the axial thermal conduction transfer to both
ends of the shaft.

Under the composite operating conditions, Fig. 11 illustrates a comparison of
the time histories of the predictions with the measured temperature of the ball
screw at 1,200 s. At the pre-specified axial distances of 0.045, 0.871 and 1.45 m,
all three temperature profiles increased in the first 600 s with the point #2 showing
the steepest rate owing to a reduction of moving span from 900 to 500 mm during
the period of 300 to 600 s. In response to an increase of the speed from 2,000 to
3,000 rpm with a 500-mm moving distance for 300 s, the higher heat production
causes relatively faster temperature increases at both ends of the shaft during the
period of 600 to 900 s. When the speed shifts to 1,000 rpm in the last 300 s, a
lower heat source in a shorter central area (with a reduction of traveling span from
900 to 500 mm) can result in temperature drops at the points #1, 3 and a flatter
temperature rise at the point #2 toward their measured values of 28.8, 41.2 and
32.5 �C, respectively, at t = 1,200 s. Overall, the FEM method reasonably pre-
dicted the temperature profiles with the maximum difference under 4.64 %.

Figure 12 shows a comparison of the prediction with measured positioning
accuracy data from a laser interferometer along the axial distance of the ball screw

Table 2 Numerical test
details in terms of the rotating
speed and moving extent of
the ball screw under the
composite operating
conditions

Time (s) Speed (rpm) Distance (mm)

300 2,000 900
300 2,000 500
300 3,000 900
300 1,000 500
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at t = 1,200 s. The FEM predictions were in reasonable agreement with the
experimental results, and the highest discrepancy was 6.5 % at the axial distance
of 0.8 m. Essentially, the FEM method slightly under-predicted the thermal
deformation, as compared to the measurements. In addition, it can be obviously
observed that the thermal deformations increase with the axial distance from both
the FEM predictions and measured results, leading to the deterioration of the
positioning accuracy up to 152 lm. The simulated results suggested that the sig-
nificant decline of the positioning accuracy as a result of vast heat production at
high rotating speeds of shaft must be thermally compensated for a ball screw
system in operation.

Fig. 10 Comparison of
prediction with measured
temperature data along the
axial distance of ball screw at
t = 1,200 s (under the
composite operating
conditions)

Fig. 11 Comparison of the
time history of the predictions
with measured temperature
variation comparison at
1,200 s (under the composite
operating conditions)
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6 Conclusions

The position accuracy of a feed drive system was primarily influenced by the
thermal deformation of a ball screw. A high-speed ball screw system can generate
vast heat after long-term operations, with greater thermal expansion formed, and
thereby negatively impact the positioning accuracy of the feed drive mechanism. In
this research, the computational approach was applied using the FEM to simulate
the thermal expansion development for solving the deformation of a ball screw. In
simulations, we implemented the multi-zone heat loads to treat the heat generation
sources from the frictions between the nut, bearings and the ball screw shaft to
emulate reciprocating movements of the nut at a top speed of 40 m/min relative to
the shaft in a time period of 3.43 s. We also employed a three-dimensional unsteady
heat conduction equation to determine the steady and time-dependent temperature
distributions, as well as the temperature increases for calculating the thermal
deformations of the screw shaft. Simulations were extended to consider the com-
posite operating conditions involving various spindle speeds and moving spans of
the nut on the temperature rises and thermal deformations of a ball screw shaft.
Both the FEM-based simulations and measurements found that the thermal
deformations increased with the axial distance. The associated deformations can be
up to 152 lm at 0.8 m in composite operating situations, and in turn depreciated the
positioning accuracy. The computational and experimental results also indicated
that the significant deterioration of the positioning accuracy due to massive heat
production at high speeds of a shaft must be thermally compensated for a ball screw
system in operations.

Fig. 12 Comparison of the
prediction with measured
positioning accuracy data
along the axial distance of the
ball screw at t = 1,200 s
(under the composite
operating conditions)
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Shear Strength and Fracture Surface
Studies of Ball Grid Array (BGA) Flexible
Surface-Mount Electronics Packaging
Under Isothermal Ageing

Sabuj Mallik and Ahmed Z. El Mehdawi

Abstract Electronic systems are known to be affected by the environmental and
mechanical conditions, such as humidity, temperature, thermal shocks and
vibration. These adverse environmental operating conditions, with time, could
degrade the mechanical efficiency of the system and might lead to catastrophic
failures. The aim of this study is to investigate the mechanical integrity of lead-
free ball grid array (BGA) solder joints subjected to isothermal ageing at 150 and
175 �C, for up to 1,000 h. Upon ageing at 150 �C the Sn-3.5Ag solder alloy
initially age-softened for up to 200 h. This behaviour was linked to the coarsening
of grains. When aged beyond 200 h the shear strength was found to increase up to
400 h. This age-hardening was correlated with precipitation of hard Ag3Sn par-
ticles in Sn matrix. Further ageing resulted in gradual decrease in shear strength.
This can be explained as the combined effect of precipitation coarsening and
growth of intermetallic layer. Samples aged at 175 �C showed a similar behaviour
with a reduced initial age-softening period and higher shear force values. Inves-
tigation of the fracture surfaces under a Scanning Electron Microscope (SEM)
revealed that higher ageing temperature would expose the solder joints to brittle
failures.
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1 Introduction

Electronics manufacturing is one of the rapid changing industries in the world.
Miniaturization of electronic products is at the heart of this change. Over the last
two decades, the electronic manufacturing industries have experienced tremendous
pressure to meet the requirements for miniaturized products, particularly, hand-
held consumer products such as mobile phones, MP3 players etc. This is coupled
with the requirement of electronic products with ever-higher performance. Func-
tionality of these products has also evolved at the same pace through packing in
more and more features.

To meet the demands many area-array packages are developed, such as Ball
Grid Array (BGA), Chip-Scale Package (CSP) and Flip-Chip. Among these BGAs
are now widely used as high performance miniature package and offer some
distinct advantages over other surface mount packages. BGAs are mounted with
the substrates at its bottom surface using solder balls. As there are no leads, BGAs
have reduced co-planarity issues and are easier to handle [1]. Other important
benefits of BGA include self-centering of solder balls during placement, higher
ball pitch than the leaded flat packages, higher heat dissipation from the package to
the substrate and also better electrical performance due to low induction leads.

In most cases the failures in electronics packaging originates at the solder joints
between the electronic components and substrate. In a move towards more envi-
ronment friendly electronic products, the lead-based solders are now being
replaced with lead-free solders. It is therefore very important to study the new
lead-free solder joints under harsh environmental conditions. The tiny solder joints
at the bottom of BGA serve not only to provide electrical and mechanical con-
nections but also to dissipate heat away from the chip. With further reductions in
the size of solder joints, the reliability of solder joints has become more and more
critical to the long-term performance of electronic products.

Several studies have been carried out to investigate the ageing behaviors of BGA
solder joints. Ageing behavior of lead-free solder alloys differs from its Sn-Pb
counterpart. Xiao et al. [2] reported that the ageing of Sn3.9Ag0.6Cu solder alloy at
180 �C initially leads to age-softening due to coarsening of grains. However, ageing
at 180 �C beyond one day resulted in age hardening due to precipitation of hard
Ag3Sn particles. The same study also reported that the SnAgCu solder alloy offers
better creep resistance than the Pb-Sn eutectic alloy. Koo and Jung [3] found that
shear strength of BGA solder balls generally increased with increased test speed.
Same study also demonstrated that the solder joint fractures at high shear speeds
were mainly brittle fracture, with fractures occurring at the interface between the
solder and pad. It was also concluded that the SnAgCu solder balls were more
susceptible to interfacial brittle fractures than SnPb solder balls. In an investigation
of ball shear strength of Sn-3.5Ag-0.75Cu solder balls on BGA pads with different
surface finish by Lee et al. [4] it was demonstrated that solder ball shear strength
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decreased with increasing ageing temperature and time. Fracture modes varied
largely with pad metallization. For Cu pads, the fractures were mainly occurred at
the interfacial intermetallic layer between the solder and the pad. Also for Cu pad
metallization during ageing the fracture mode gradually changed from ductile
fracture in the bulk solder to brittle interfacial fracture (at the intermetallic layers).

Previous research studies in this niche area have failed to establish a clear
picture of the effect of isothermal ageing on the reliability of BGA solder joints. In
fact, some of the conclusions from different sources are quite contradictory. This
paper aims to clarify some of those issues through evaluating the mechanical
reliably of BGA solder joints under isothermal aging.

2 Materials and Methods

Table 1 shows the materials used in the study. The solder balls used for the BGA
attachment were made of lead-free Sn-3.5Ag solder alloy with 0.75 mm diameter.
For the test vehicle flexible BGA substrate was used with 304 pads with a pad
opening of 0.64 mm and pad metallization of electroplated Au/Ni over an
underlying Cu pad (Fig. 1). Commercially available rosin-based, halide free and
no-clean flux was used for surface mount attachment.

The BGA substrate was first covered with a thin layer of flux. The balls were
then placed manually on to the substrate. For the ease of shear testing only limited
number solder balls were placed as shown in Fig. 2. After placing the solder balls
substrate test vehicles were then reflow soldered using a commercial scale six-zone
convection reflow oven. The peak reflow temperature was maintained at around
230 �C. A total of eight flexible BGA substrate were reflow soldered. One of them
was used as ‘‘as-soldered’’ sample and rest of them were placed in a climatic
chamber for thermal ageing. Samples were aged at a constant temperature of
150 �C for up to 1,000 h, with samples taken out at 50, 100, 200, 400, 600, 800
and 1,000 h. A separate batch of samples were also isothermally aged at 175 �C
for up to 500 h, with samples taken out at 50, 100, 200, 300, 400 and 500 h.
Reliability of solder joints from the as-soldered and the aged samples was tested by
measuring the shear strength of the joints. The ball-shear tests were carried out
using a 4,000 series Dage Bond Tester. The shear speed and shear height (shear
tool offset) were kept at 0.7 mm/sec and 0.1 mm respectively for all the solder
balls. For any particular ageing period the test sample size was 15, that is, 15
solder balls were sheared and the average was taken. The fractured solder balls
were collected and fractured surfaces were investigated for brittle and ductile
fractures under a scanning electron microscope (SEM).
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3 Results and Discussion

The results are analyzed and discussed in three parts. First part looks at the effect
of isothermal ageing on BGA solder joint shear strength. Second part outlines the
effect of ageing temperature on BGA solder joint shear strength. The third and
final part studies the solder ball fractured surfaces.

Table 1 Test materials

Materials Brief details

Solder balls Sn-3.5Ag solder, 0.75 mm diameter
BGA substrate Flexible substrate with 304 pads with a pad opening of 0.64 mm
Pad metallization Electroplated Au/Ni over an underlying Cu pad
Flux Rosin- based, halide free, no-clean

Fig. 1 Flexible BGA substrate (left) and magnified view of solder ball pads (right)

Fig. 2 Schematic of BGA substrate showing the location of mounted solder balls and
positioning of shear tool during ball shear testing
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3.1 Effect of Isothermal Ageing on the Shear Strengths
of BGA Solder Joints

Figure 3 presents the results from ball shear tests carried out on the as-soldered
and isothermally (at 150 �C) aged BGA solder joints. The plot shows both the
average shear force values and the variations in the collected data. The high degree
of variation in shear force data could be due to uneven manual application of flux
before the solder ball placement. Flux serves to facilitate solder wetting by
cleaning surface oxides and preventing further oxidation during a soldering pro-
cess. However, too-much or too-low quantity of flux could have an impact on
solder joint integrity. In deed Painaik and Santos [5] found that the BGA solder
ball shear strength affected by the flux quantity used in the BGA solder ball
attachment process. Higher flux thickness and pad coverage were found to increase
ball shear strength and vice versa.

A careful observation of Fig. 3 reveals three different patterns on how shear
forces changed with increased ageing time. The shear force of Sn-3.5Ag solder
joints was initially dropped till 200 h. This was then followed by an increase in
shear force till 400 h. Ageing beyond 400 h resulted in gradual decrease in shear
force. The initial decrease in shear force can be explained as due to the coarsening
of grains [2, 3]. The coarsening of grains can be explained through a process called
‘Ostwald Ripening’ [6]. This natural spontaneous process occurs because larger
grains are thermodynamically more stable than small grains. The whole process
starts from the fact that molecules on the surface of grains are energetically less
stable than the ones inside the grains. Due to lower surface to volume ratio large
grains have a lower surface energy than the smaller grains. This creates a potential
deference at the grain boundaries and as a result molecules from small grains
diffuse through the grain boundaries and attach themselves to the larger grains.
Therefore, the number of smaller grains continues to shrink, while the larger grains
continue to grow. Without the application of adequate thermal or mechanical
energy grain growth is very slow. The rate of grain growth increases with the
application of thermal energy, because increased diffusion allows for more rapid
movement of molecules. The reduced number of grain boundaries (due to grain
coarsening) allows dislocations (crystal defects) to move easily through the
boundaries. This results in the solder joints to deform at much lower shear loads.
Xiao et al. [2] also reported softening of Sn3.9Ag0.6Cu solder alloy when aged at
180 �C. However the age-softening period was much shorter (24 h compared to
200 h) than what was observed in this study. This might be due to a lower ageing
temperature of 150 �C. After 200 h of aging the solder joints shear strength was
found to increase up to 400 h. This increase in shear strength could be due to
precipitation hardening. In the same study on the Sn-Ag-Cu solder joints Xiao
et al. [2] also observed the precipitation of hard Ag3Sn particles after 1 day of
ageing at 180 �C. Ageing beyond 400 h resulted in gradual drop in shear force.
This behavior was quite expected and can be attributed due to combined effect of
saturation of precipitants and further coarsening of grains and the growth of
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intermetallic layers. In an ageing study on Sn-Ag-Cu solder joints Lee et al. [4]
concluded that the Cu-Sn intermetallic layers are the major contributor of solder
joint shear failures.

3.2 Effect of Ageing Temperature on Shear Strengths
of BGA Solder Joints

In order to see the effect of ageing temperature, BGA solder joints were also
separately aged at 175 �C, for a shorter period (up to 500 h). Although the plan
was to pursue the isothermal ageing for 1,000 h, the authors could not continue the
process after 500 h due to severe burning of the flexible substrate samples.

Figure 4 presents the ball shear test results for the as-soldered and isothermally
aged samples for the two different ageing temperatures—150 and 175 �C. Figure 4
thus provides an opportunity for a comparative study of solder joint shear
strengths, for different ageing temperatures. In general, the measured shear force
profile for 175 �C ageing temperature followed a very similar pattern to the shear
profile obtained for 150 �C ageing temperature. This means that the isothermal
ageing behaviors at 175 �C can generally be explained in the same way as already
done for 150 �C ageing temperature (Sect. 3.1). However, there are couple of
discrepancies which require explanation.

Firstly, it was observed that the initial age hardening period (denoted by a
decrease in shear force) were shorter for 175 �C compared to 150 �C. When aged
at 175 �C, the shear force was initially decreased up to 100 h, whereas at 150 �C,
the shear force was observed to decrease up to 200 h. As stated previously, Xiao

Fig. 3 Shear forces of Sn-3.5Ag BGA solder joints as a function of ageing time. Samples aged at
150 �C
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et al. [2] also observed a shorter age-softening period at an ageing temperature of
180 �C. This implies that the initial grain coarsening period gets shorter with
increased ageing temperature. In other words, at higher ageing temperature the
effect of precipitation hardening kicks in earlier in the ageing process.

It was also observed that, for 200 h of ageing and beyond, the shear force
values were higher when the solder joints aged at 175 �C. The higher shear forces
could be due to higher rates of precipitation hardening at an elevated ageing
temperature. This could also be a result of lower level of intermetallic formation,
at higher ageing temperature. Nevertheless, this indicates that the solder joints
become stronger when aged at higher temperature. However, this finding is not
conclusive as this study only investigated two ageing temperatures. Further study
with different isothermal ageing temperatures is required to come to a firm
conclusion on this issue.

3.3 Study of Solder Ball Shear Fractures

The fracture behaviors of BGA solder joints are very complex in nature. For
example, depending on the intensity and speed of applied load solder balls could
fail through pad lift, interfacial fracture (solder/intermetallic or intermetallic/pad)
and bulk solder failure [7, 8]. Among these failures interfacial fractures are
predominantly brittle and bulk solder fractures are tend to be ductile in nature.

Fig. 4 Shear forces of Sn-3.5Ag BGA solder joints as a function of ageing time
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However, solder ball failure through mixed fractures are also frequently observed
by various researchers [3, 7].

Figure 5 presents the fractures surfaces from ball shear tests at different ageing
time, for samples aged at 150 �C. From general understanding it was expected that
the BGA solder joints will fail either at the interface between solder and substrate
(at the intermetallic layers) or at a region of low strength (e.g. bulk solder). It was
also expected that shear fracture mode will be ductile initially and then will show a
transition towards brittle fracture with increased ageing time. However, the frac-
ture surfaces didn’t show any particular trend and were found to be generally
ductile in nature. Although there was no particular trend in the shear fracture,
coarsening of grains is evident from 400 to 1,000 h. This finding matches very
well with the finding from shear force study where the shear force was found
gradually decreasing after 400 h of ageing. The coarsening of grains on the
fracture surface was also observed by Lee et al. [4] for shear fracture of BGA

Fig. 5 Fracture surfaces of BGA joints on Au/Ni-Cu metallisation at different ageing times.
Samples aged at 150 �C
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solder joint with Au/Ni-Cu pad under isothermal ageing. The ductile nature of the
shear fractures and coarsening grain structure also indicate that fractures occurred
in bulk solder irrespective of the ageing time. However, the author believes that a
more detail elemental analysis of the fracture surfaces is required for an in-depth
understanding of fracture locations.

Figure 6 presents the SEM images of the fracture surfaces from ball shear tests
of samples aged at 175 �C. In the contrary to what was observed in Figs. 5, 6
shows a trend in the solder joint shear fracture behavior. Although the solder balls
failed through mixed failures in most of the cases, as expected, the shear fracture
mode was predominantly ductile initially (up to 50 h of ageing) and then showed a
transition towards brittle fracture with increased ageing time. The increased pro-
portion of brittle failures with increased ageing time indicates that although the
initial ductile failure occurred in the bulk solder, the later brittle fractures did
eventually initiated at the interface between solder and substrate. That is to say that
the formation and growth of interfacial intermetallic layers was responsible for the

Fig. 6 Fracture surfaces of BGA joints on Au/Ni-Cu metallization at different ageing times.
Samples aged at 175 �C
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brittle fractures. This finding does contradict with the observed fracture behaviors
for samples aged at 150 �C, but nonetheless gives an indication that higher ageing
temperature could make the solder balls more vulnerable to brittle failures.
Therefore, based on the findings from shear strength (reported in Sect. 3.2) and
fracture studies it can be concluded that higher ageing temperature not only makes
the solder joints stronger (in shear) but will also make them vulnerable to brittle
failures.

4 Conclusion

In this study Sn-3.5Ag lead-free BGA solder joints were isothermally aged for up
to 1,000 h, at two different ageing temperatures—150 and 175 �C. The solder joint
shear strengths were evaluated and solder ball fracture surfaces were investigated.
Upon ageing the solder joints at 150 �C, shear strength initially decreased as a
result of grain coarsening. This was then followed by increase in shear strength,
which was mainly due to precipitation hardening. A gradual decrease in shear
strength was observed after 400 h of ageing. Overall, it can be concluded that the
lead-free BGA solder joints are able to maintain the shear strength even after
1,000 h of isothermal ageing. BGA solder ball samples aged at 175 �C showed a
similar shear force profile with reduced age-softening period and higher shear
force values. Investigation of shear fractures, for samples aged at 150 �C, didn’t
show any particular trend. However, shear failures were mainly due to ductile
fractures in bulk solders and therefore, the intermetallic interfacial layers were not
responsible for shear failures. Observation of shear fractures of solder joints aged
at 175 �C however, indicated that the higher ageing temperature would make the
solder joint more vulnerable to brittle failures.
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Optimum Parameters for Machining
Metal Matrix Composite
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Abstract The need for optimum machining parameters has always been of
paramount importance for metal cutting. The economics of the process largely
depends on selecting the best machining parameters. However, the additional
challenge of being environmentally friendly in production while still being cost
effective is now imperative. Machining conditions are not always conducive in
reducing the carbon footprint when cutting material with a low machinability
rating. This is particularly pertinent when aerospace material such as Boron
Carbide Particle Reinforced Aluminium Alloy (AMC220bc) is machined. This
material falls under the category of a particulate reinforced Metal Matrix Com-
posite (MMC), where the ceramic fibers disrupt the flow of electrons. The result is
a decrease in thermal conductivity causing the tool interface temperature to
increase, reducing tool life. This research will determine the optimum economic
and sustainable machining parameters for this material.

Keywords Aerospace material � Carbon footprint � Machinability � Machining
parameters � Metal matrix composite � Taguchi method

B. Boswell � M. N. Islam (&) � A. Pramanik
Department of Mechanical Engineering, Curtin University, GPO Box U1987
Perth, WA 6845, Australia
e-mail: m.n.islam@curtin.edu.au

B. Boswell
e-mail: b.boswell@curtin.edu.au

A. Pramanik
e-mail: alokesh.pramanik@curtin.edu.au

G.-C. Yang et al. (eds.), Transactions on Engineering Technologies,
DOI: 10.1007/978-94-017-8832-8_4,
� Springer Science+Business Media Dordrecht 2014

43



1 Introduction

Aircraft parts by necessity should be made from lightweight, durable and fatigue
resistant materials. Commonly used aerospace materials [1] which have these
qualities are Aluminium alloys, Titanium alloys and Stainless Steels—of which
Titanium alloys and Stainless Steels unfortunately have a low machinability rating,
with Aluminium alloys suffering from galling and smearing [2]. Machining
notoriously creates waste compelling companies to reduce their impact on the
environment and put in place appropriate waste disposal measures. This in turn is
necessitating Life Cycle Analysis (LCA) to be part of all manufacturing and
aerospace design. Embrace sustainable manufacturing philosophy enables com-
panies to reduce their carbon footprint, and improve their profitability. This
requires that the best machining practices are used in an effort to reduce the total
amount of greenhouse gas produced during cutting. The total waste produced by
machining consists of metal chips, tool tips and coolant if used. In addition to the
obvious waste produced during metal cutting is the amount of greenhouse gas
produced from the electrical power used by the machine tool [3]. The technique
used for assessing the environmental aspect and potential impact associated with
machining is performed in accordance with the Environmental Management Life
Cycle Assessment Principles and Framework ISO 14040 standard [4].

The challenging task of selecting the most environmental method of producing
parts can be made simpler by using SimaPro software, which allows a number of
scenarios to be evaluated. This analysis of the machining process identified the
best reduction of greenhouse gasses, and how it was achieved. In practice, many
cutting parameters need to be considered, such as cutting force, feed rate, depth of
cut, tool path, cutting power, surface finish and tool life [2]. Dry machining is
obviously the most ecological form of metal cutting as there are no environmental
issues for coolant use or disposal to consider. For this reason the machining tests
were all carried out by dry cutting [5]. Machining conditions and parameters are
seen to be vital in order to obtain high quality products with the lowest environ-
mental impact, at the lowest cost. The challenge that the manufacturing industry
faces is how to find the optimum combination of cutting conditions in order to
sustainably produce parts at a reduced cost to manufacture. To help achieve this
goal the use of the Taguchi Method was used to establish the optimum cutting
parameters to machine AMC220bc material. This method of statistical control
allows the effect of many different machining parameters to be robustly tested on
their machining performance. A three level L27 orthogonal array was selected
where 0, 1 and 2 represent the different levels of the three control parameters,
cutting speed, feed rate and depth of cut.

Analysis of the machining tests provided the deviation, and nominal values of
the three quality measurements were used to determine the optimum machining
parameters (length error, width error and surface roughness). Further analysis
implemented the use of signal-to-noise ratios to differentiate the mean value of the
experimental and nominal data of these quality measurements. A viable measure of

44 B. Boswell et al.



detectability of a flaw is its signal-to-noise ratio (S/N). Signal-to-noise ratio mea-
sures how the signal from the defect compares to other background noise [6]. The
signal-to-noise ratio classifies quality into three distinct categories and the noise
ratio differs with each category. The three different formulas are given below [7];
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The results from these formulas suggest that the greater the magnitude of the
signal-to-noise ratio, the better the result will be because it yields the best quality
with least variance [8]. The signal-to-noise ratio for each of the quality mea-
surements; surface roughness, length error and width error were calculated and the
mean signal-to-noise ratio for each parameter was found and tabulated. The results
were graphed to illustrate the relationship that exists between S/N ratio, and the
input parameters at different levels. The gradient of the graph represented the
strength of the relationship for each of the machining parameters.

To help analyse the contribution of each variable and their interactions in terms
of quality the Pareto ANOVA is implemented. The Pareto ANOVA was completed
for each of the quality measures length error, width error and surface roughness.
The Pareto ANOVA identified which control parameter affected the quality of the
machined workpiece. By using the Pareto principle only 20 % of the total
machining configuration is now needed to generate 80 % of the benefit of com-
pleting all machining test configurations [9]. This method separates the total
variation of the S/N ratios. Each of the measured quality characteristics length
error, width error and surface roughness, has its own S/N values for each of the 27
different tests. In order to obtain accurate result the S/N values are derived from an
average value of 3 readings for each of the quality measurements. This research is
intended to show all manufactures the effectiveness of using the optimum
machining parameters for minimising their carbon footprint, and is based on a
revised and extended version of our previous work [10].

2 Machine Test and Set-up

Normally a Polycrystalline Diamond (PCD) tool tip is used to machine MMC
material as they can operate at speed due to their hardness. However, uncoated
carbide tool tips were used to reduce the time needed for tool tips to exhibit wear
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for analysis. Measurement of the cutting forces and power allows for analysis of
the cutting operation and optimization of cutting parameters, as well as identifying
wear of the tool tip. These important cutting forces were measured by a Kistler
dynamometer which has a high natural frequency, and gives precise measurement.
Figure 1 shows the workpiece securely clamped onto the dynamometer.

Dynoware28 software was used to provide high-performance real-time graphics
of the cutting forces, and is used for evaluation of the forces. The end mill used a
single tool tip to aid analysis of the cutting action shown in Fig. 2, which typically
illustrating the intermittent engagement of the tool tip as it comes in contact with
the material.

Real time machining power was measured by using a Yokogawa CW140 clamp
on a power meter which was attached to the machines input power supply. The
physical geometrical characteristics of the workpiece were precisely measured

Fig. 1 Workpiece clamped
onto dynamometer

Fig. 2 Typical cutting forces
for end milling
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using a Discovery Model D-8 Coordinate Measuring Machine (CMM); the
workpieces were split into 3 levels of 9 respectively. Mitutoyo Surftest SJ-201
portable stylus type surface roughness tester was used to measure the surface
quality of the workpieces. The ideal roughness represents the best possible finish
which can be obtained for a given tool geometry, and feed rate. This can only be
achieved if inaccuracies such as chatter are completely eliminated. Natural
roughness is greatly influenced by the occurrence of a built up edge. The larger the
built up edge, the rougher the surface produced, factors tending to reduce chip-tool
friction and to eliminate or reduce the built up edge would yield an improved
finish.

For this research there were 27 different combinations of cutting speed, feed
rate and depth of cut used, each match up with a trial level in the L27 orthogonal
array. The values of the combinations of control parameters that correspond to the
L27 orthogonal array can be found from Table 1. The best quality measurements
will identify the optimal machining parameters for sustainable production. The
Leadwell V30 CNC milling machine was used to machine the workpieces,
allowing easy changes to the machining parameters for the different tests.

3 Results and Discussion

Variations in cutting power for input parameters; cutting speed, feed rate and depth
of cut are shown in Figs. 3, 4, 5, 6, 7, 8. In these machining tests an unique
combination of control parameters each have different combinations of different
level values (0, 1, 2), and machining parameters A, B and C representing the
cutting speed, feed rate and depth of cut respectively. For this research the ‘smaller
the better’ category of the signal-to-noise ratio is chosen, which is shown as
Eqs. 1–3. The results from this formula suggest that the greater the magnitude of
the signal-to-noise ratio, the better the result will be because it yields the best
quality with least variance.

Figure 9 shows that machining parameter with A (cutting speed) having the
most significant effect on length error, followed by C (depth of cut) and then B
(feed rate). The interaction between B 9 C also influences the machining process.
The highest cutting speed, A2 was the best cutting speed to achieve a low length
error. Since the interaction of B 9 C was also significant, it can be seen that the
optimum combination for factors B and C in order to achieve a low length error

Table 1 Control parameters and their levels

Control parameters Units Symbol Levels

Level 0 Level 1 Level 2

Cutting speed m/min A 50 100 150
Feed rate mm/rev B 0.10 0.20 0.30
Depth of cut mm C 1.0 1.5 2.0
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Fig. 3 Comparison of cutting power for different levels of cutting speed and feed rate versus
different levels of depth of cut
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Fig. 4 Comparison of cutting power for different levels of cutting speed and depth of cut versus
different levels of feed rate
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Fig. 5 Comparison of cutting power for different levels of feed rate and cutting speed versus
different levels of depth of cut
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Fig. 6 Comparison of cutting power for different levels of feed rate and depth of cut versus
different levels of cutting speed
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Fig. 7 Comparison of cutting power for different levels of depth of cut and feed rate versus
different levels of cutting speed
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Fig. 8 Comparison of cutting power for different levels of depth of cut and cutting speed versus
different levels of feed rate

Optimum Parameters for Machining Metal Matrix Composite 49



was B1C0. Therefore, the combination to help achieve low length error is
A2B1C0; i.e., the highest level of cutting speed, medium level of feed rate and low
level of depth of cut.

The Pareto ANOVA for length error given in Table 2 confirms that the
parameter that significantly affects the mean length error is cutting speed (with
percentage contribution, P = 27.84 %). It is worth noting that the interactions
B 9 C (P = 27.74 %) and B 9 C (P = 23.74 %) were more than the main effects
for factors B (P = 3.07 %) and C (P = 5.13 %).

Figure 10 shows that in term of individual effects, machining parameter A
(cutting speed) had the most significant effect on width error, followed by C (depth
of cut) and then B (feed rate). This stays true with the individual parameter effects
on length error. However, when considering all effects, i.e. individual and inter-
action effects, the interaction between B 9 C (feed rate and depth of cut) showed
the greatest effect on width error. The medium level of cutting speed, A1 (100 m/
min), was the best cutting speed to achieve a low width error. Since the interaction
of B 9 C was also significant, it can be seen that the optimum combination for
factors B and C in order to achieve a low width error was B1C2. Thus, the optimal
combination to achieve the width error was A1B1C2; i.e., the medium level of
cutting speed, medium level of feed rate and highest level of depth of cut.

The Pareto ANOVA for width error given in Table 3 illustrates that the most
significant machining parameter affecting the width error was the interaction
between the cutting speed and depth of cut (B 9 C) (P = 31.33 %), followed by
cutting speed A (P = 14.49 %) and depth of cut C (P = 12.32 %). Also the total
of all interaction effects is higher (P & 66 %) than the total of all individual
effects (P & 34).

Figure 11 shows that parameter B (feed rate) had the most significant effect on
surface roughness, followed by A (cutting speed) and then C (depth of cut). The
interaction between B 9 C also played a role in this machining process. The
medium level of cutting speed, A1 (100 m/min), was the best cutting speed to
achieve a low surface roughness. Since the interaction of B 9 C was also sig-
nificant, showing that the optimum combination for factors B and C in order to
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Fig. 9 Response graph for length error
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achieve a low surface roughness was B2C0. Therefore, the optimal combination to
achieve low surface roughness was A1B2C0; i.e., the medium level of cutting
speed, highest level of feed rate and lowest level of depth of cut.

The Pareto ANOVA for surface roughness given in Table 4 confirms that the
parameter that significantly affects the mean surface roughness is feed rate (with
percentage contribution, P = 77.57 %). All other effects, both individual and
interaction, had a minimal effect on surface roughness.

From the analysis of cutting power shown in Figs. 3–8 it can clearly be seen
that the feed rate and depth of cut have a minimal independent effect on the cutting
power. However, combining the cutting speed and feed rate, or cutting speed and
depth of cut increases the required power, showing that the main machining
parameter that affects the amount of power required is cutting speed. The mean
resultant cutting force in Figs. 12 and 13 shows that generally a lower depth of cut
in combination with a low cutting speed and feed rate generates lower resultant
cutting forces. However, feed rate changes the cutting force significantly and its
dependence is non-linear. Increasing the cutting speed slightly is found to reduce
the cutting force. Cutting speeds at low range tend to form a built-up edge, and
disappears at high cutting speeds; the dependence on cutting speed diminishes.
Depth of cut also changes the cutting force significantly and the dependence is
linear. Varying the depth of cut and the feed rate, yields a method of controlling
cutting force [1]. Machining with a positive tool orthogonal rake angle will
decrease the cutting force but at the same time increase the possibility of
destruction of the tool. Dimensional error can be affected by cutting speed in
various ways including increasing thermal distortion, altering tool wear, elastic
deformation of the work piece and formation of a built-up edge (BUE).

The response graph from S/N ratio analysis for length error (Fig. 9) demon-
strates that when cutting speed was increased from A0 to A1, the length error
increased, but when cutting speed is further increased from A1 to A2, the length
error was decreased significantly. The response graph from S/N ratio analysis for
width error (Fig. 10) demonstrates that when cutting speed was increased from A0
to A1, the width error decreased, but when cutting speed is further increased from
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Fig. 10 Response graph for width error
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A1 to A2, the width error increased. Figures 9 and 10 show that a similar trend lies
for the feed rate where, as the feed rate is increased from B0 to B1, the length and
width errors decreases but when it is increased from B1 to B2 the length and width
errors increase. Finally, when observing the depth of cut it can be seen that both
the length and width errors increase from C0 to C1. When the depth of cut is
increased from C1 to C2 however, the length error increases while the width error
decreases.

The response graph from S/N ratio analysis for surface roughness shows that the
cutting speed has varying effect on surface roughness (Fig. 11). When the cutting
speed was changed from level 0 to level 1, the quality of the surface improved;
whereas when speed was changed from level 1 to level 2, the quality of the surface
deteriorated. When the depth of cut increased from level 0 to level 1, the surface
roughness stayed fairly constant, but when the depth of cut was increased from level
1 to level 2, the surface roughness increased. These effects of cutting speed and
depth of cut stay true to the results obtained by Rafai and Islam [8]. This may have
been caused by the plastic deformation of the machined surface from the material
softening, especially at high temperature due to dry machining [11]. Traditionally
as the feed rate changes the cutting force alters in a nonlinear manner, whereas
increasing the cutting speed only slightly reduces the cutting force, and for a low
range of cutting speed there is a tendency to form a built-up-edge which disappears
at higher speeds.

This research showed that as the feed rate increased, the surface roughness
improved each time (Fig. 14) which is differs from traditional wisdom. Normally,
the feed rate has a significant effect on surface finish and cutting force. However,
here it is thought that the properties of the MMC are contributing to the improved
surface finish at higher metal removal rates. The influence of the machining
parameters on the surface roughness of MMCs is known to be complex compared
to that of traditional steels and aluminium alloys. As it is believed that the size and
amount of reinforcement phase of MMC is known to influence surface roughness
of the cutting process [12].
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Fig. 11 Response graph for surface finish
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Fig. 12 Comparison of mean resultant cutting force for different levels of cutting speed and feed
rate versus different levels of depth of cut
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4 Conclusion and Future Work

The investigation presented above demonstrate that end milling metal matrix
composite comprised of aluminium alloy reinforced with 20 vol % of boron
carbide particles in the approximate size range of 1*4 lm is sustainable when the
correct machining parameters are used. The cutting parameters, such as cutting
speed, feed rate and depth of cut, have shown to have significant influences on the,
dimensional errors surface roughness and economic aspect. However, the one
machining parameter that seems to affect all three measures is the feed rate; a fast
cut minimises dimensional error and produces a better surface finish and give a
better material removal rate. Show that the optimum options for this material to be
one of high cutting speed with high feed rate, to give sustainable and economic
machining. The fact that the surface finish improves with an increase of feed rate is
of interest, as this is the opposite found for traditional material. The up-cut milling
is also deemed to have played an important element in this finding of improved
surface finish. Further examination is necessary to help explain why the feed rate
had such a major effect on the surface finish.
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Base Isolation Testing Via a Versatile
Machine Characterized by Robust
Tracking

Salvatore Strano and Mario Terzo

Abstract A non-linear robust control of a multi-purpose earthquake simulator has
been designed and experimentally tested. The test rig is characterized by a double
functionality based on two configurations of the hydraulic actuation system. Due
to the several operating conditions, the system is affected by structured and
unstructured uncertainties that require a robust approach for the control of the
position. Starting from a non-linear dynamic model, a sliding control is developed
taking into account the incomplete knowledge of the system. The experimental
results highlight the goodness of the proposed control in terms of stability and
tracking error.

Keywords Earthquake simulator � Hydraulic actuator � Robust control � Seismic
isolator � Shaking table � Vibration control

1 Introduction

This paper concerns a new hydraulically actuated multi-purpose earthquake sim-
ulator finalized to execute both shaking table test and seismic isolator character-
ization. The versatile earthquake simulator is essentially constituted by a
hydraulically actuated shaking table and a suitable reaction structure.

Aside from the non-linear nature of the dynamics [1], the hydraulic systems
also have a large extent of model uncertainties. The uncertainties can be classified
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into two categories: structured (parametric uncertainties) and unstructured. These
model uncertainties can lead to an unstable behaviour of the controlled system or a
very degraded performance.

The earthquake simulator is characterized by two different hydraulic schemes
that can be selected in dependence of the test that has to be executed. This
determines an induced structured uncertainty. Moreover, the seismic isolator and
the test structure can largely influence the controlled system performances due to
very large restoring force or neglected dynamics (e.g. structural modes) that cause
an induced unstructured uncertainty.

In order to meet this requirement, the basic idea is the choice of the non-linear
hydraulic actuator model, with friction and dead band, as nominal one and char-
acterized by external disturbances caused by seismic isolator or test structures.

2 The Earthquake Simulator

The earthquake simulator consists of movable and fixed parts made in structural
steel. Particularly, it is constituted by:

• fixed base;
• hydraulically actuated sliding table with dimensions 1.8 m 9 1.6 m;
• hydraulic actuator.

The table motion is constrained to a single horizontal axis by means of recir-
culating ball-bearing linear guides.

The hydraulic power unit consists of a variable displacement pump powered by
a 75 kW AC electric motor and able to generate a maximum pressure of 210 bar
and a maximum flow rate equal to 313 l/min. A pressure relief valve is located
downstream of the pump.

The hydraulic circuit consists of a four way-three position proportional valve
and a hydraulic cylinder. The cylinder is constituted by two equal parts separated
by a diaphragm and contains two pistons which rods are connected to the base; so,
the actuator is characterized by a mobile barrel and fixed pistons. The maximum
horizontal force is 190 kN, the maximum speed 2.2 m/s and the maximum stroke
0.4 m (±0.2 m). Three way valves allow to select different configurations of
the test rig activating different thrust area (active surface) and control volume. The
selection of the maximum thrust configuration and the installation of suitable
reaction structures allow the bench to be employed as seismic isolator test rig;
conversely, the removal of the reaction structures, together with the selection of
the maximum speed configuration, allows the earthquake simulator to be used as
shaking table.
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3 Nominal Model Derivation

The modelling refers to the testing machine in which no isolator or test structure is
installed: the hydraulic cylinder has to move the sliding table only.

The modelling procedure is based on the following hypothesis: (a) fluid
properties not depending on the temperature; (b) equal piston areas; (c) equal
chamber volume for each side in the case of barrel in the centred position;
(d) negligible internal and external fluid leakages.

The test rig is modelled as a single DOF system subjected to both actuation and
friction force and can be considered equivalent to a double-ended hydraulic
actuator, driven by a four-way spool valve, and with trust area and control volume
depending on the selected configuration [2, 3].

The dynamics of the sliding table can be described by:

m€yþ r _yþ Fcsgnð _yÞ þ lNsgnð _yÞ ¼ ApPL ð1Þ

where
y is the table displacement;
m is the movable mass;
PL = PA - PB is the load pressure;
PA and PB the pressures in the two chambers;
r is the viscous friction coefficient;
Fc is the Coulomb friction force in the hydraulic actuator;
l is the Coulombian friction coefficient of the linear guides;
N is the vertical load on the linear guides.

The actuator dynamics can be written as [1]:

V0

2b
_PL ¼ �Ap _yþ QL ð2Þ

where
V0 is the volume of each chamber for the centred position of

the barrel;
b the effective bulk modulus;
Ap is the ram area;
QL = (QA ? QB)/2 is the load flow;
QA and QB are, respectively, the supplied flow rate and the return flow

rate of the proportional valve.

An overlapped four-way valve is considered: this kind of valve is typically
characterized by the lands of the spool greater than the annular parts of the valve
body. Consequently, the flow rate is zero (dead band) when the spool is in the
neighbourhood of its central position. Moreover, since the adopted valve is
characterized by a high response, it is assumed that the control applied to the spool
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valve is directly proportional to the spool position. Under the assumption of a tank
pressure equal to zero, the load flow depends on the supply pressure, the load
pressure and the input voltage in accordance with the following:

QL ¼ DZðuÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � ~vePL

p
ð3Þ

where u is the input voltage, DZ(u) is the dead band function and ~ve defined as

~ve ¼
1 if u [ 0
0 if u ¼ 0
�1 if u\0

8<
: ð4Þ

Without loss of generality, the slope of the static map beyond the dead band
region can be assumed equal and the analytical expression of DZ(u) is:

DZðuÞ ¼
KQðu� uþÞ if u [ uþ

0 if u� � u� uþ

KQðu� u�Þ if u\u�

8<
: ð5Þ

where u+ and u- are the limits of the dead band and KQ the slope.

Defined the state vector as x ¼ ½ _y y PL�T, the system (sliding table ? hydraulic
actuator) is given by the following third order model non-linear in the state:

m€y ¼ �ðlN þ FCÞsgnð _yÞ � r _yþ ApPL

V0

2b
_PL ¼ �Ap _yþ DZðuÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � ~vePL

p
:

8<
: ð6Þ

4 Sliding Mode Control

The nominal model (6) has been adopted for the sliding control design.
The discontinuous nonlinearities in the friction force can be smoothly

approximated taking into account that:

sgnð _yÞ ¼ 2
p

arctanðc _yÞ ð7Þ

where c is the approximation parameter.
Differentiating the first equation of (6) and taking into account that the dead

band can be expressed as

DZðuÞ ¼ KQuþ SðuÞ ð8Þ

with

SðuÞ ¼
�KQuþ if u [ uþ

�KQu if u� � u� uþ

�KQu� if u\u�

8<
: ð9Þ
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the following single expression is obtained for the nominal plant:

vy ¼ � 2c
p

lN þ FC

mð1þ c2 _y2Þ þ
r
m

� �
€y� 2A2

Pb
mV0

_y

þ 2APbKQ

mV0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS � ~vePL

p
uþ 2APb

mV0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS � ~vePL

p
SðuÞ

: ð10Þ

At this step the plant model can be synthetically expressed as:

vy ¼ �a1€y� a2 _yþ a3uþ a3

KQ
SðuÞ ð11Þ

where

a1 ¼
2c
p

lN þ FC

mð1þ c2 _y2Þ þ
r
m

ð12Þ

a2 ¼
2A2

Pb
mV0

ð13Þ

a3 ¼
2APbKQ

mV0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS � ~vePL

p
: ð14Þ

So the single-input dynamic system (11) is not exactly known but affected by
uncertainties.

Taking into account the realistic hydraulic system together with the practical
seismic isolator and test structures, the following realistic assumption is made.

Assumption. The modelling uncertainties (intrinsic and induced) in (11) are all
bounded.

Given the table target displacement yT, the objective is to design a bounded
control input u so that the current table displacement y tracks as closely as possible
the desired motion in spite of various model uncertainties, including parametric
uncertainties and neglected dynamics due to both physical changing in the plant
configuration and induced disturbances (i.e. seismic isolator or test structure).

The sliding mode control design procedure starts from the definition of a
suitable sliding surface. With the intention of keeping stability conditions and
improving closed loop system performance, the following sliding surface is
defined [4]:

s ¼ d

dt
þ k

� �2

e ¼ €eþ k2eþ 2k _e ð15Þ

being k a strictly positive constant and e ¼ y� yT the tracking error.
The dynamics in sliding mode can be written as:

_s ¼ veþ k2 _eþ 2k€e ¼ vy� vyT þ k2 _eþ 2k€e ¼ 0 ð16Þ
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Once the sliding surface is reached, the motion should continue on this surface
with the application of the equivalent control law ueq that is determined solving
formally Eq. (16) referred to the nominal system

ueq ¼
vyT þ â1€yþ â2 _y� k2 _e� 2k€e

â3
� SðuNDÞ

K̂Q
ð17Þ

where the superscript �̂ refers to the nominal parameter and SðuNDÞ is the
S function (9) evaluated for the equivalent control action with no dead band uND

given by:

uND ¼
vyT þ â1€yþ â2 _y� k2 _e� 2k€e

â3
: ð18Þ

In reality, system uncertainties make the state trajectories to oscillate in the
neighbourhood of the ideal sliding mode and consequently and additional robust
term ur has to be considered for the control action in order to ensure the attractivity
of the sliding surface:

ur ¼ �kðxÞsgnðsÞ: ð19Þ

So, the robust control action is characterized by a term discontinuous across the
sliding surface.

Taking into account a Lyapunov based design approach, the following
Lyapunov function is selected:

VðsÞ ¼ 1
2

s2 ð20Þ

which is a measure of the squared distance to the sliding surface and generates the
following sliding condition:

s_s\0: ð21Þ

In order to guarantee that the system trajectories reach the sliding surface in a
finite time, the sliding condition is modified to:

s_s\� g sj j ð22Þ

in which g is a strictly positive constant.
The sliding condition constraints the system subjected to the following control

action

u ¼ ueq � kðxÞsgnðsÞ ð23Þ

to point towards the sliding surface in spite of uncertainties.
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The robust control gain k(x) can be derived taking into account the sliding
condition (22):

kðxÞ ¼ a� 1j j vyT � k2 _e� 2k€eþ â1€yþ â2 _y
�� ��

þ aðF þ gþ qa3MAX Þ
ð24Þ

where F is the additive error bound given as ðâ1 � a1Þ€yþ ðâ2 � a2Þ _yj j �F, a the

multiplicative error bound given as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�1

3MIN
a3MAX

q
and q the dead band error bound

SðuÞ=KQ

�� ��� q
� �

. The subscript MIN, MAX indicate the bounds of the uncertainty
ranges.

In order to counteract the chattering phenomenon caused by the discontinuous
nature of the robust control action (19), a boundary layer is introduced around the
sliding surface and the robust control action can be modified to:

ur ¼ �kðxÞsat
s

/

� �
ð25Þ

where / represents the width of the boundary layer and sat is the saturation
function defined as:

sat s
/

� 	
¼ s

/ if s
/

��� ���� 1

sat s
/

� 	
¼ sgn s

/

� 	
otherwise

8<
: : ð26Þ

5 Simulation and Experimental Results

A variability is considered for all the parameters of the hydraulic actuator,
including the geometric parameters and the supply pressure. The nominal values
are set as:

m̂ ¼ 540 kg; r̂ ¼ 22; 500
Ns
m
; F̂C ¼ 950 N; l̂ ¼ 0:03;

N̂ ¼ 67; 000 N; Âp ¼ 0:0055 m2; V̂0 ¼ 0:0035 m3; b̂ ¼ 0:75e9 Pa;

K̂Q ¼ 2:1082e� 7
m3

sVPa
1
2

; ûþ ¼ 0:65 V; û� ¼ �0:65 V,

P̂S ¼ 110e5 Pa:

These nominal values contribute to determine the â1, â2, â3 values.
To demonstrate the robustness of the proposed controller, the following large

bounds of the uncertain parameters are considered. They refer to the same mea-
surement units previously adopted.
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mMIN ;mMAX½ � ¼ 440; 640½ �; rMIN ; rMAX½ � ¼ 20; 000; 25; 000½ �;
FCMIN ;FCMAX½ � ¼ 900; 1; 000½ �; lMIN ; lMAX½ � ¼ 0:01; 0:05½ �;

NMIN ;NMAX½ � ¼ 4; 316; 130; 000½ �; APMIN ;APMAX½ � ¼ 0:003; 0:009½ �;
V0MIN ;V0MAX½ � ¼ 0:003; 0:004½ �; bMIN ; bMAX½ � ¼ 5e8; 1e9½ �;

KQMIN ;KQMAX½ � ¼ 1:5811e� 7; 2:6352e� 7½ �; uþMIN ; u
þ
MAX


 �
¼ 0:3; 1½ �;

u�MIN ; u
�
MAX


 �
¼ �1;�0:3½ �; PsMIN ;PsMAX½ � ¼ 20e5; 200e5½ �:

Taking into account the above ranges, the bounds of a1, a2, a3 are determined.
In the following, simulation and experimental results will be described for both

the test rig configurations.
Simulations have been carried out in order to evaluate the preliminary results in

terms of stability and robustness. To this aim, a seismic isolator and a test structure
have been modelled to simulate the external disturbances. A noisy signal (white
noise with upper and lower magnitude bounds ±0.0001) has been taken into
account in order to employ a realistic feedback affected by measurement noise and
to further test the robustness performance of the proposed controller. The width of
the boundary layer has been selected as / ¼ 1.

As regards the seismic isolator configuration, a vibration absorber has been
modelled taking into account both the viscous and the elastic forces. Consequently,
the isolator equipped system consists of:

m€y ¼ �Ff þ ris _yþ kisyþ ApPL
V0
2b

_PL ¼ �Ap _yþ DZðuÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � ~vePL
p

�
ð27Þ

being ris the damping coefficient and kis the elastic one, assumed respectively
equal to 1e5 Ns/m and to 1e6 N/m. A vertical load on the specimen of
1.25 9 105 N and a supply pressure Ps of 100 bar have been imposed. Moreover,
the maximum values for both the Ap and V0 parameters and the nominal values for
all the other ones have been adopted.

Figure 1 represents the effective displacement (with and without the isolator)
for a test characterized by a sinusoidal target of amplitude 0.1 m and a frequency
of 0.5 Hz.

The result allows to appreciate the stability and the robustness properties in
presence of induced uncertainties. The comparison between the table displacement
with and without the specimen highlights the disturbance rejection of the
controlled system.

Figure 2 illustrates the control input obtained with and without the isolator
under test.

As regards the simulations concerning the shaking table configuration, a single
DOF vibrating structure has been supposed in coupling with the hydraulically
actuated sliding table in order to test the system.
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The equations of the system to be controlled are given by:

m€y ¼ �Ff þ ApPL þ rsð _y� _ysÞ þ ksðy� ysÞ
V0
2b

_PL ¼ �Ap _yþ DZðuÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � ~vePL
p

ms y
��

s
¼ �rsð _ys � _yÞ � ksðys � yÞ

8><
>: ð28Þ

where the third Eq. (28) is derived taking into account the dynamic equilibrium of
the forces acting on the ms mass, which relative displacement to ground is ys. rs

and ks are the damping and the elastic coefficients of the modelled structure and
have been assumed equal to 2.4e3 Ns/m and 11e3 N/m respectively. The vibrating
mass has been selected as ms = 200 kg, giving a natural frequency of about
1.2 Hz. A supply pressure Ps of 30 bar has been employed, the minimum values
for both the Ap and V0 parameters and the nominal values for all the other ones
have been considered.

Figure 3 illustrates the result, in terms of table displacement, obtained for a
target signal given by a sinusoidal law of amplitude 0.01 m and a frequency of
1.2 Hz. This kind of test has been selected in order to emphasize the perturbation
to the system, carrying the coupled vibrating structure around the resonance.

Target 

With isolator 

NO isolator 

Fig. 1 Table displacement in
the seismic isolator
configuration (simulation
results)

With isolator 

NO isolator 

Fig. 2 Control action in the
seismic isolator configuration
(simulation results)
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The controlled system exhibits stability and insensitiveness properties respect to
the unstructured uncertainty represented by the additional dynamics of the
vibrating structure.

The control action (Fig. 4) is slightly influenced by the test structure and is fully
contained in its bounds (±10 V).

The designed control has been implemented in a DS1103 controller board
equipped with a 16-bit A/D and D/A converter. A magnetostrictive position sensor
is adopted to provide the table displacement and two strain gauge pressure sensors
are located along the supply and the return pipeline of the proportional valve. In
this way, the necessary feedback are given to the controller. The width of the
boundary layer has been selected as / = 5.

With reference to the seismic isolator configuration [2, 3], a common elasto-
meric isolation bearing (Fig. 5) has been adopted to test the sliding control.

The isolator has been vertically loaded (1.25 9 105 N) by means of a hydraulic
jack and subjected to the horizontal actuation force. A supply pressure Ps of
100 bar has been imposed and a target displacement of amplitude 0.1 m and a
frequency of 0.5 Hz has been adopted.

The result in terms of table displacement is showed in Fig. 6. The performance
of the controlled system is fully insensitive respect to the external disturbance due
to the seismic isolator. Indeed, the table displacement in presence of the isolator
and the same one with no isolator are practically superimposed. Moreover, the
performance is fully appreciable for both tracking error and stability.

Figure 7 illustrates the control action with and without the seismic isolator. It
has to be highlighted that the signal is not affected by the undesired chattering
phenomenon.

The sliding mode control has been then experimentally tested on the seismic
test rig in the shaking table configuration. To this aim, a suspended structure has
been fixed on the sliding table (Fig. 8).

The structure consists of a rigid cabin (200 kg) equipped with suspensions, and
is characterized by a 1.2 Hz resonant mode. As carried out in the simulation
environment, a sinusoidal target displacement has been assigned (amplitude 0.01 m
and frequency 1.2 Hz) together with a supply pressure Ps of 30 bar. The selection

Target 

With test 
structure 

NO test 
structure 

Fig. 3 Table displacement in
the shaking table
configuration (simulation
results)
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of the target frequency allows to evaluate the goodness of the proposed approach
under the condition in which the unmodeled dynamics of the suspended structure
highly perturbs the controlled system.

The controlled system is stable and shows (Fig. 9) a substantial robust
performance, as can be observed focusing on the results obtained with and without

 

With test 

structure 

NO test 

structure 

Fig. 4 Control action in the
shaking table configuration
(simulation results)

Fig. 5 Detail of the seismic
isolator

Target 

With isolator NO isolator 

Fig. 6 Table displacement in
the seismic isolator
configuration (experimental
results)

Base Isolation Testing Via a Versatile Machine 69



the test structure. In this test, the test structure is characterized by an acceleration
increased of one order of magnitude respect to the table acceleration, and the
excited additional dynamics doesn’t cause effects on the controlled displacement.

With isolator 

NO isolator 

Fig. 7 Control action in the
seismic isolator configuration
(experimental results)

Fig. 8 The seismic test rig in
the shaking table
configuration

Target 

With test 
structure 

NO test 
structure 

Fig. 9 Table displacement in
the shaking table
configuration (experimental
results)
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The target displacement amplitude is guaranteed, confirming the attitude to be
employed as shaking table.

A contained influence of the test structure can be seen in the control action
(Fig. 10) that is not contaminated by chattering.

6 Conclusion

A robust control has been designed for a multi-purpose earthquake simulator. A
sliding mode approach has been followed starting from a third order non-linear
dynamic model in presence of dead-band. The experimental results highlight the
effectiveness in terms of stability, tracking error and robustness of the controlled
earthquake simulator for both the configurations.
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Active Vibration Isolation Via Nonlinear
Velocity Time-Delayed Feedback

Xue Gao and Qian Chen

Abstract This paper combines cubic nonlinearity and time delay to improve the
performance of vibration isolation. By the multi-scale perturbation method, the
average autonomous equations are first found to analyse local stability. Then with
the purpose of obtaining the desirable vibration isolation performance, stability
conditions are obtained to find appropriate the feedback parameters including gain
and time delay. Last, the influence of the feedback parameters on vibration
transmissibility is assessed. Results show that the strategy developed in this paper
is practicable and feedback parameters are significant factors to alter dynamics
behaviours, and more importantly, to improve the isolation effectiveness for the
bilinear isolation system.

Keywords Active control � Cubic velocity feedback � Local stability � Piecewise
bilinear � Stability boundary � Time delay � Vibration isolation

1 Introduction

Vibration isolation systems can be divided into three groups: passive, active and
semi-active according to external energy requirement. The use of passive isolators
is the most common method of controlling undesired vibrations in various engi-
neering sectors such as aerospace engineering, transportation systems, marine
engineering, civil engineering etc. [1–3]. The linear viscous damping is often
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introduced to reduce vibration amplitude at resonance for such a vibration isola-
tion device. Unfortunately, the transmissibility increases with the damping in the
frequency region where isolation is required. This is a dilemma that the passive
vibration isolation technique faces [4]. But it could be solved by the active or
semi-active control method such as direct linear velocity feedback strategy, which
is recognized as a simple and robust method. The feedback controller generates an
additional force which is proportional to velocity of the equipment, and thus it is
sometimes referred to a skyhook damping for it reacts off the structure at required
frequencies [5]. The outstanding virtue of on–off skyhook damping is that the
resonance peak is reduced without affecting the vibration transmission at higher
frequencies [6]. On the other hand, conventional skyhook unfortunately introduces
a sharp increase (jump or jerk often called in papers) in damping force, which, in
turn, causes a jump in sprung-mass acceleration [7–9]. In order to figure out the
dilemma of the design of passive linear damped vibration isolation and eliminate
the acceleration jump induced by the sudden change of damping force, the present
paper proposes an active controller of cubic velocity time-delayed feedback. By
comparison with a passive device, the active controller is a practical approach to
provide an exact cubic damping force as demanded. Besides, the feedback gain of
the control strategy is fixed, not displacement- or velocity-dependent and conse-
quently dynamics jerk induced by the sudden change of damping force could be
avoided.

But in real active control system, one of open problems is the complicated
system dynamics induced by the unavoidable time delay in controllers and actu-
ators, especially in various analogue filters. The downsides of the time delay on the
stability and performance of a dynamics system has drawn a great deal of attention
from researchers in structural dynamics engineering [10–14]. However, if designed
properly, the time delay existed in controller could suppress bifurcations and
improve vibration control [15, 16]. This paper is to explore the dynamics of a
bilinear vibration control system with cubic velocity time delay feedback and
propose a proper design methodology for the controller.

2 Multi-scale Analysis

Figure 1 shows a single degree-of-freedom vibration system with an active
vibration controller. The passive isolator including nonlinear stiffness and linear
damping are abstracted from the Solid And Liquid Mixture (SALiM) vibration
isolator [17–19]. And the passive isolator has been studied in [18].

The equation of motion of the controlled vibration isolation system with the
time-delayed cubic velocity feedback can be represented by

M€XðtÞ þ C1 _XðtÞ þ Fk½XðtÞ�|ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi{zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi}
Passive model

þC2 _X3ðt � dÞ|ffiffiffiffiffiffiffiffi{zffiffiffiffiffiffiffiffi}
Active control

¼ F cos xt ð1Þ
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where M, C1, F cos xt are mass, linear viscous damping coefficient and excitation
force respectively. C2 and d denote the feedback gain and the designed time delay
in the controller. The restoring force can be described by the piecewise linear
function with respect to the displacement, as

FkðXÞ ¼
K1X ðX� acÞ
K2X þ ðK1 � K2Þac ðX\acÞ

�
ð2Þ

where ac is the coordinate value of discontinuity point on the displacement axis,
and K1 and K2 are stiffness coefficients. Using the following dimensionless system
parameters

x0 ¼
ffiffiffiffiffiffi
K1

M

r
; X ¼ x

x0
; T ¼ x0t; s ¼ x0d; X ¼ xac;

n1 ¼
C1

2Mx0
; n2 ¼

C2ðacx0Þ3

K1ac

; f ¼ F

K1ac

;

one can easily obtain

dXðtÞ
dt
¼ x0ac

dxðTÞ
dT

;
d2XðtÞ

dt2
¼ x2

0ac

d2xðTÞ
dT2

;
dXðt � dÞ

dt
¼ x0ac

dxðT � sÞ
dT

:

Substituting those transformations into (2) yields the dimensionless equation of
motion as

€xðTÞ þ xðTÞ þ 2n1 _xðTÞ þ n2 _x3ðT � sÞ þ eg½xðTÞ� ¼ f cos XT ð3Þ

where dot denotes differentiation with respect to T, and the nonlinearity factor is
defined as

e ¼def
1� K2

K1
; ð4Þ

Fig. 1 The schematic of an
active vibration isolation
system
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and due to the fact that ac is negative,

gðxÞ ¼ 0 ðx� 1Þ
�ðx� 1Þ ðx [ 1Þ

�
ð5Þ

To analyse the primary resonance of the controlled system by using the multi-
scale perturbation method, one confines the study to the case of small damping,

weak nonlinearity, weak feedback and low level excitation [14]. i.e. n1 ¼
en̂1; n2 ¼ en̂2; f ¼ ef̂ ; X2 ¼ 1þ er; r ¼ O (1).

Equation (3) can be rewritten as

€xðTÞ þ xðTÞ ¼ e �g½xðTÞ� � 2n̂1 _xðTÞ � n̂2 _x3ðT � sÞ þ f̂ cos XT
n o

ð6Þ

For simplicity, first-order approximate with two time scales is introduced herein

xðTÞ ¼ x0ðT0; T1Þ þ ex1ðT0; T1Þ þ Oðe2Þ; Tr ¼ erT ; r ¼ 0; 1: ð7Þ

Using following differential operators and substituting them into (6),

d
dT
¼ o

oT0
þ e o

oT1
þ Oðe2Þ � D0 þ eD1 þ Oðe2Þ

d2

dT2
¼ D2

0 þ 2eD0D1 þ Oðe2Þ

8<
: ð8Þ

then equating the same power of e produces

e0: D2
0x0ðT0; T1Þ þ X2x0ðT0; T1Þ ¼ 0 ð9Þ

e1: D2
0x1ðT0; T1Þ þ X2x1ðT0; T1Þ ¼ �2D0D1x0ðT0; T1Þ � g½x0ðT0; T1Þ� � 2n̂1 _x0ðT0; T1Þ
�n̂2 _x3

0ðT0 � s; T1Þ þ f̂ cos Xsþ rx0ðT0; T1Þ
ð10Þ

The solution of (9) is

x0ðT0; T1Þ ¼ aðT1Þ cos½XT0 þ uðT1Þ� ð11Þ

Substituting (11) into (10) yields

D2
0x1ðT0; T1Þ þ X2x1ðT0; T1Þ ¼ �2ð�XD1a sin /� XaD1u cos /Þ � g½x0ðT0; T1Þ�

þ ðf̂ cos / cos uþ f̂ sin / sin uÞ
þ 2n̂1Xa sin /� n̂2ð�aXÞ3 sin3ð/� XsÞ þ ra cos /

ð12Þ

where / = XT0 ? u(T1). In order to eliminating secular term in (12), the coef-
ficients of basic harmonic terms (sin / and cos /) must be zero. Thus,

sin /: 2XD1aþ f̂ sin uþ 2n̂1Xaþ 3
4 n̂2a3X3 cosðXsÞ þ A1 ¼ 0 ð13Þ
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cos /: 2XaD1uþ f̂ cos uþ ra� 3
4 n̂2a3X3 sinðXsÞ þ A2 ¼ 0 ð14Þ

where A1 and A2 are the Fourier coefficients of basic harmonic terms of -g[x0(T0,
T1)].

Then D1a and D1u are obtained from (13) and (14).

D1a ¼ � 1
2X

f̂ sin uþ 2n̂1Xaþ 3
4
n̂2a3X3 cosðXsÞ

� �
ð15Þ

aD1u ¼ �
1

2X
f̂ cos uþ ra� 3

4
n̂2a3X3 sinðXsÞ þ A2

� �
: ð16Þ

3 Local Stability Analysis

The following discussion is divided into three cases depending on whether the
system has nonlinearity or external excitation.

The statement begins with the simplest situation.

Case 1 e = 0 and f = 0

The average equations becomes

D1a ¼ � 1
2X

2n̂1Xaþ 3
4
n̂2a3X3 cosðXsÞ

� �
ð17Þ

aD1u ¼ �
1

2X
ra� 3

4
n̂2a3X3 sinðXsÞ

� �
ð18Þ

Obviously, u does not exist in Eq. (17) and thus Eq. (18) can be dropped. One
can compute the fixed point by letting D1a = 0. A simple calculation gives

a ¼ 0 and a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� 8n1

3n2X
2 cosðXsÞ

s
ð19Þ

To be precise, a = 0 corresponds to a fixed point and the value of a [ 0
corresponds to periodic orbit (limit circle). The nature of their stability can be
determined by finding the eigenvalue of linearization of Eq. (17).

1. a = 0. The fixed point is asymptotically due to the negative eigenvalue

�2n̂1\0.

2. a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� 8n1

3n2X
2 cosðXsÞ

q
. The existence condition of the periodic orbit is that

cos (Xs) \ 0 because the given feedback gain n2 [ 0 is positive. In particular,
in the situation X = 1, cos (s) \ 0. Then it is easy to obtain the critical time
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delay s ¼ p
2 þ kp, (k = 0, 1, 2 …). Hence, it is found that the periodic emerges

discontinuously and periodically. We next examine the stability of the limit

circle. A simple calculation produces �n̂1 � 9
8 n̂2a2X2 cosðXsÞ ¼ 2n̂1 [ 0,

which results in an unstable orbit, as shown in Fig. 2. Readers should not the
difference between the situation and Hopf bifurcation in which the limit circle’s
radius enlarges from zero as the bifurcation parameter varies. But in this case,
the limit amplitude shrinks from infinity. From a physical view, it can be seen
that the emergence of the periodic orbit indicates the energy dissipation of
damping is compensated by the time-delayed feedback.

Case 2 e = 0 and f = 0

In this case, can radically new dynamical behaviour occur? The following
discussion is motivated by the question. The average equations are rewritten as

D1a ¼ � 1
2X

2n̂1Xaþ 3
4
n̂2a3X3 cosðXsÞ

� �
ð20Þ

Fig. 2 Stability of fixed point and limit circle: a cos(s)\0, b cos(s)=0, c cos(s)[0
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aD1u ¼ �
1

2X
ra� 3

4
n̂2a3X3 sinðXsÞ þ A2

� �
ð21Þ

It is found that the nonlinearity merely appear in the phase equation. Hence, one
can guess that there are still exist a fixed point and a periodic orbit. Depending on
whether the radius of limit circle is over the break point, there are two possibilities:
a \ 1 and a C 1. In either case, no new dynamical behaviour emerges.

Case 3 e = 0 and f = 0

The situation becomes more complicated. For a steady-state response, condi-
tions of D1a = 0 and D1u = 0 have to be met. Therefore,

f̂ cos u ¼ � ra� 3
4
n̂2a3X3 sinðXsÞ þ A2

� �
ð22Þ

f̂ sin u ¼ � 2n̂1Xaþ 3
4
n̂2a3X3 cosðXsÞ

� �
ð23Þ

To analyse the stability of steady state primary resonance, linearizing Eqs. (15)
and (16) with respect to u and a and combining (22) and (23) yield

D1Da ¼ � n̂1 þ
9
8
n̂2a2X2 cosðXsÞ

� �
Daþ 1

2X
ra� 3

4
n̂2a3X3 sinðXsÞ þ A2

� �
Du

ð24Þ

D1Du ¼ 1
a
� 1

2X
r� 1

2X
A02 þ

9
8
n̂2a2X2 sinðXsÞ

� �
Da

� 1
2Xa

2n̂1Xaþ 3
4

n̂2a3X3 cosðXsÞ
� �

Du

ð25Þ

where A2 ¼ 1
p ðau0 � sin u0Þ and A02 ¼ 1

p u0 þ a du0

da
� du0

da
cos u0

� �
.

From the Routh–Hurwitz criterion, the steady-state vibration is asymptotically
stable if and only if the following two inequalities hold simultaneously

R1 ¼
def

2n̂1 þ
3
2
n̂2a2X2 cosðXsÞ[ 0 ð26Þ

and

R2 ¼
def

S1S4 � S2S3 [ 0 ð27Þ

As a matter of fact, if only condition (26) stands up but inequality (27) does not
hold, the response is unstable due to the occurrence of saddle-node bifurcation.
Actually, the stability boundary R1 = 0 indicates the critical condition that the
sign of real parts of both roots of characteristic equation changes. The Hopf
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bifurcation may occur at the boundary. If Hopf bifurcation does not happen,
R1 \ 0 indicates that the dynamic response of vibration system will diverge
whether (27) holds or not, as shown in Fig. 4b.

4 Stable Feedback Parameter Combinations

Naturally, the task of this section is to find suitable feedback parameters which can
give stable frequency responses. Figure 3 shows that the influences of time delay s
on the vibration amplitudes for given systems. The solid line determined by (20)
depicts the variation of amplitude versus the time delay, and the broken line
indicates stability boundary R1. Compared with controlled system with time delay
(s = 0), the controlled system without time delay (s = 0) can produce lower
displacement amplitude, which is consistent with the conclusion of qualitative
analysis using the equivalent damping. On the other hand, from the comparison
between two figures, it is clear that the stronger feedback gain n2 brings down the
vibration amplitude, but shrinks the stable region. In the case of n2 = 0.1
(Fig. 3b), some parts of the responses are rounded up in unstable regions. Figure 4
shows the time responses of the systems with different time delays. When the time
delay varies cross the boundary, what does the steady-state periodic orbit. There
are two possibilities: either the amplitude of the periodic solution goes to infinity
or it becomes a more complicated bounded motion. In our study, the former
happens in Fig. 4b.

For a vibration isolation system, the maximum displacement amplitude usually
should be suppressed under a target level. Since the maximum displacement
depends on the feedback parameters, how to choose gain n2 and feedback time
delay s will be expatiated by the following example. Assume that for the given
system with parameters (f = 0.1786; e = 0.6, X = 1) the dimensionless amplitude
limit ad equals 1.2.

Firstly, it is straightforward to determine the division line in parameter plane
(n2,s) in Fig. 5 by using the frequency response (20). In this figure, the dash-
dotted, broken and solid lines represent the division of ad = 1.2 corresponding to
dimensionless linear damping coefficients n1 = 0.03, 0.05 and 0.07. The whole
plane is divided into two parts by the division line, and on the upper plane, the
displacement amplitude governed by parameter pair (n2, s) is less than the spec-
ified limit value. Therefore, the upper plane represents the feasible parameter
combinations. However, not all parameter pairs located in the upper part can
satisfy the stability conditions. Hence, it is necessary to identify the corresponding
stability boundaries which could exclude those feedback parameters falling in the
unstable region. In the figure, the solid lines respectively with triangle, square and
circle are three stability boundaries corresponding to linear damping coefficient
n1 = 0.03, 0.05 and 0.07.
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5 Some Simple Illustrations on Transmissibility

The following discussion focuses on influence of n1, n2 and s on vibration isolation
performance which is evaluated by the force transmissibility. The Runge-Kutta
algorithm is employed to estimate force transmissibility. The results are given in

Fig. 3 Effect of the time delay on vibration amplitude for the system with different feedback
gains. (Hp1, Hp2, Hp3 and Hp4 indicate the points where the bifurcation may occur, and the solid
lines between Hp1–Hp2 and Hp3–Hp4 are unstable response branches)

Active Vibration Isolation Via Nonlinear Velocity 81



Figs. 6, 7, 8 and 9. Figure 6 shows the variation of transmissibility as the linear
damping coefficient increases. As one might expect, the increase of linear damping
reduces the transmissibility peak and consequently suppress the vibration in res-
onance region. However, the dilemma occurs that the increase of n1 is detrimental
for vibration isolation in frequency band where isolation is required. For controlled
system without time delay, Fig. 7 compares the effect of feedback gain on the force
transmissibility between three cases of n2 = 0, 0.8 and 4.0. It is manifest that the
increase of feedback gain can not only reduce transmissibility and suppress
vibration in resonance region but keep them unchanged over higher frequency
range. Therefore, cubic velocity feedback breaks through the barrier existing in the
passive vibration isolation system with linear damping.

When the time delay is considered, the situation becomes a little complicated,
as shown in Figs. 8 and 9. As be discussed in Sect. 3.2, the time delay can also
affect the equivalent stiffness, and consequently the resonance peak shifts towards

Fig. 4 Numerical responses of the system with different time delays. a s = 1.0. b s = 3.0
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to higher frequency as the time delay increases. Meanwhile, force transmissibility
peak rises. Furthermore, jump phenomenon will appear in the case of s = 3p/8. In
fact, there are two potential cases in terms of system’s resonance response.

The first is that the maximum frequency response is below the critical dis-
placement point, i.e. a \ 1. In this case, the increase of time delay produces

Fig. 5 Design illustration of feedback gain and time delay. (Dash-dotted, broken and solid lines
correspond to the case of n1 = 0.03, 0.05 and 0.07 respectively. Solid lines with triangle, square
and circle are corresponding stability boundaries determined by (26))

Fig. 6 Effects of linear damping on vibration transmissibility in case of a \ 1
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adverse influences on the force transmissibility, as shown in Fig. 8 and thus the
control scheme with very small time delay is preferable to control vibration. The
second situation is that the discontinuous point of the stiffness can be crossed, i.e.
a C 1, and hence the softening stiffness property is exhibited. In this case, the time

Fig. 7 Effects of feedback gain on vibration transmissibility in case of a \ 1

Fig. 8 Effect of time delay on vibration transmissibility for the controlled systems in case of
a \ 1
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delay can exhibit its favorable effect on the vibration transmissibility. In Fig. 9, the
dot line shows the emergence of jump phenomenon induced by the piecewise
linear stiffness. As can be seen interestingly, the jump disappears as s = p/4.

6 Conclusions

This paper combines cubic nonlinearity with time-delayed feedback to achieve the
improvement of the vibration isolation for a bilinear system. The average equa-
tions of the controlled system have been found analytically by utilising the multi-
scale method and subsequently local dynamical behaviours were analysed. To
control the resonance level under a specified value, the feedback parameters were
determined by the frequency response together with stability boundaries which
must be utlised to exclude the unstable parameter combinations. Although this
paper allows for a series of satisfying parameters, the optimum feedback param-
eters for vibration isolation are still unknown and will be sought in future.

Lastly, the force transmissibility of the controlled system was studied, and it is
concluded that the gain can not only reduce the whole force transmissibility level
and greatly suppress vibration in the resonance region, but also can keep the
transmissibility unchanged over higher frequency range where vibration isolation
is required, and the larger feedback gain is beneficial to the vibration isolation.
Besides, the jerk induced by sudden change of damping force in conventional
skyhook cannot occur due to the smoothly imposed control force.

Fig. 9 Effect of time delay on vibration transmissibility for the controlled systems in case of
a C 1
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Project of Mechanical VVA Systems
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Abstract This paper presents some results of the project of innovative mechanical
variable valve actuation (hereafter VVA) systems, developed for high performance
motorcycle engines, at University of Napoli Federico II, Department of Industrial
Engineering–Section Mechanics and Energy (hereafter DiME). In addition to a
first simple (and limited) system used just as a model for the previous analysis, the
work has evolved through three basic steps leading to three types of VVA systems,
all mechanical systems (as defined in literature and described later). The study has
been conducted implementing a numerical procedure specifically designed to
determine cam profile and kinematic and dynamic characteristics of the whole
system, starting from some data (as described in the paper). The model has been
validated against the conventional timing system using kinematic simulations.
Results of the numerical procedure verify the validity of the VVA systems and
particularly a better performance of the last one, in spite of its higher complexity.
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1 Introduction

The first step of the present work is represented by the study of different VVA
mechanical systems in use to achieve the proposed objectives. The main strategies
currently used in automotive field are: timing variation, duration variation, max-
imum lift variation, combined but not independent variation of timing, duration
and lift (reference of the same authors for details [1–5]. The combined variation of
the above parameters could enable several advantages in terms of performance,
emissions and consumption. Even if complex, a mechanical system capable to
implement this strategy is feasible (an example is the BMW Valvetronic). Gen-
erally this solution does not enable to reach independent variation of the three
parameters (timing, duration and lift).

DiME is involved in study and manufacturing of new mechanical VVA (Var-
iable Valve Actuation) systems to satisfy demands of weight and size for appli-
cation on modern motorcycle engines designed by MotoMorini. This research aims
to the design of a new mechanical VVA system for application on a single-cylinder
motorcycle engine, to reach high performance, low specific consumption and low
emissions [6–18].

2 A New Mechanical VVA System

The first proposed scheme (shown in Fig. 1 and studied just for its simplicity) is
defined as a ‘‘3 elements-sliding system’’, because of its working: it enables the
valve lift variation thanks to a sliding element (this first system has been designed
to be applied on intake valve) and because it is a mechanical VVA system that
consists of three elements: cam, main rocker arm with fixed fulcrum and secondary
rocker arm with mobile fulcrum. This system enables valve lift variation through a
simple sliding of one of the three elements (the secondary rocker arm). In this
system (Fig. 1), fulcrum C of the auxiliary arm can slide from point A (maximum
valve lift) to point B (minimum valve lift) along the segment AB.

The studied system presents a peculiarity: when valve is closed, fulcrum C
sliding direction is parallel to the upper surface of the main rocker arm. This
feature has two important consequences:

• Also the upper surface s of the secondary arm is plane and parallel to the sliding
direction. The surface s must have a specific shape because it is necessary to
keep contact between the working surfaces, during the fulcrum C sliding:
between upper surface of the secondary arm and cam; between surface of the
secondary arm and upper surface of the main arm. As shown in Fig. 1, the
surface s is defined by forcing contact between surface s and base circumference
of cam, when fulcrum moves, at closed valve. This contact is necessary to avoid
unexpected valve lift and to ensure a closed valve configuration, when fulcrum
is moving.
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• When fulcrum moves, valve lift law changes, but timing does not change: the
start point of intake valve opening is the same (and also the start point of intake
valve closing, since this type of distribution system characterized by constant
angular duration of law).

The proposed VVA system 1 has been studied to be actuated by a DC engine:
we evaluated to use a DC engine with an average power of 8 W and a maximum
power of 45 W to reach a complete actuation. Performance obtained by this first
VVA system in terms of valve lift law consists just in a variation of lift, when
fulcrum of the auxiliary arm moves (with a maximum displacement of 20 mm).

3 Mathematical Model

The study began with the implementation of a numerical procedure (implemented
in a program written by Mathcad) specifically designed to determine (in closed
loop) cam profile and kinematic and dynamic characteristics of the whole system,
starting from the following input data: rocker arm geometry, relative positions and
inertial data of elements, spring stiffness and preloading, camshaft speed and valve
lift law. The model was validated against the conventional timing system, using
kinematic simulations, as described in this paper.

The input data for mathematical procedure are: geometric data of the system
and valve lift law for maximum lift. Valve lift law is built starting from the
maximum point: first we impose a cam inclination at constant speed (first by a
polynomial acceleration, then by a polynomial valve lift law—in seventh grade. A
maximum lift of 10 mm is imposed; maximum and minimum acceleration values
are contained within the standard range recommended in the literature.

Starting from the valve lift law (Fig. 2) in terms of displacement (mm), speed
(mm/rad) and acceleration (mm/rad2), the cam profile is obtained in closed loop
using the mathematical procedure: cam profile regularity is ensured by a contin-
uous profile with continuous tangent and radius of curvature (Fig. 3).

Fig. 1 Scheme of a
preliminary system
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Starting from input data, by the numerical procedure, it is possible to obtain
contact forces between valve lifter and main rocker-arm (N0); between the two
rocker-arms (N1); and between cam and auxiliary rocker-arm (N2) at a crankshaft
speed of 8,500 RPM (hereafter we consider always this speed for study). The
system is simplified and dynamic effects and vibrations due to components elas-
ticity are not analyzed. All the equations have been solved considering non-
deformable elements.

Starting from geometry and contact forces, it is possible to determine Hertzian
pressure in contact areas, as function of camshaft angular position: Hertzian
pressure is perfectly acceptable and compatible with the use of a good stainless
steel.

The reactions of main and auxiliary arm pivots were calculated [3–6]. All the
sliding speeds of the system were evaluated to estimate the power dissipated by the
mechanism.

Starting from sliding speed among elements and from contact forces, it is
possible to estimate global and instantaneous friction power absorbed by the

Fig. 2 Valve lift

Fig. 3 Cam profile
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mechanism for the actuation of each valve. The absorbed power is referred to a
friction coefficient equal to one: the diagrams are omitted for brevity. The results
show that with a medium friction coefficient value of 0.04 there is a peak of
friction power equal to 1.2 kW (=30 kW 9 0.04) and a global power necessary to
actuate each valve equal to 0.2 kW (=5 kW 9 0.04). The instantaneous total
power required for actuation of each valve can be evaluated as sum of the power
required to move inertial masses and to deform springs and the power dissipated
by friction, supposing an average coefficient of friction equal to 0.04. Since in ideal
case of no friction total power (of each valve) is equal to zero (as the system is
conservative), total power absorbed in real case coincides with power dissipated
by friction (approximately 0.2 kW in this case). The energetic dissipation of a
conventional actuation system is linked to the number of surfaces in contact and
the relative speed. In this case we estimate a dissipation increase of about 10 %,
largely recoverable by the advantages of variable actuation. The main cause of
dissipation is the contact between cam and component, also in conventional
systems.

A kinematic simulation of the system, to validate the mathematical procedure,
was performed by Catia (Fig. 4): we used the first geometry and cam profile
obtained with our model. Cam profile was exported as ASCI files by points (with a
1,000 points/rev resolution) and imported into Catia, then the profile was rebuilt by
a ‘‘spline’’ function (to ensure profile regularity with its derivative). Simulation
results are quite satisfying as shown in diagram of Fig. 5, which show comparison
between kinematic parameters in the model (from which cam profile derived) and
parameters obtained from simulation (based on cam profile derived from the
model).

4 Results of the Preliminary System

The preliminary study of geometric, cinematic and dynamic features of the ‘‘3
elements—sliding VVA system’’, performed by means of the developed algorithm,
conducted to results already reported in papers of the same authors [1–5] (refer-
ence for details). These results confirmed the potentiality of the ‘‘3 elements VVA
system’’ and allowed to proceed to the design of the same system to be applied to
the engine into account, providing for a maximum speed of 8,500 RPM. However,
as already reported in [1–5], fluid dynamics analysis of the performance of the
proposed system (‘‘3 elements VVA system’’), performed both at full load and at
partial load of the considered engine, revealed limited possibilities to reduce
consumption. In fact the system, although able to achieve especially at partial
loads an increase of combustion speed (thanks to increased turbulence in the
combustion chamber), it still requires a pumping work almost unaffected, that
allows just slight advantages in terms of consumption. Analysis revealed, as it was
to be expected, that the next step to a more effective mechanism must be able to
vary, over lift, duration and timing.
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5 3 and 4 Elements VVA Systems

In spite of its limited potential, the preliminary study has represented the essential
starting point to address the study to new and more performance VVA systems.
They are always operated by a mechanical cam, which can vary not only the
maximum lift, but also the duration of valve law, in order to overcome the pre-
vious limitations.

In a 3 elements-VVA system, driven by a camshaft, the movement duration of a
generic element in contact with the cam (our auxiliary rocker arm) is set by the
cam profile itself and it is independent of its fulcrum position. For this reason,
the only way to reduce the duration of valve lift is to achieve a free motion of the
auxiliary rocker arm to the main one. A possible solution is to adopt a specific
profile for the main rocker arm: a circular part concentric with the auxiliary rocker
arm fulcrum (in condition of closed valve); an appropriate second part to produce
the valve movement and to vary the starting point of the auxiliary rocker arm
stroke. In the system A of Fig. 6 it is possible to achieve a simultaneous reduction
of valve lift and duration by imposing the main rocker arm a circular motion

Fig. 4 3D Model of the
preliminary VVA system

Fig. 5 Simulated versus
imposed valve lift
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around the fulcrum of the auxiliary rocker arm. The system B of Fig. 7 operates in
a similar way of system 1: the difference is that it is not the main rocker arm
fulcrum to move, but the camshaft support can rotate around a fixed fulcrum.
Another system capable of variable lift and duration can be achieved by adopting a
mechanism consisting of 4 elements in series, such as shown in Fig. 8 (system C).
From the functional point of view, this system shows the advantages of both
previous systems, but it also presents some problems due to increased complexity,
size and losses. The system C, consisting of cam, main rocker arm, auxiliary
rocker arm 1, auxiliary rocker arm 2, offers more potentialities, in terms of valve
lift, duration and timing variation. The effect to achieve a simultaneous variation

Fig. 6 System A: 3 elements
VVA

Fig. 7 System B: 3 elements
VVA
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of valve lift and duration is obtained by imposing to the auxiliary rocker arm
fulcrum a movement on a trajectory belonging to an arc of a circle.

For all systems mentioned above, the first problem is the choice of a junction
curve between the circular section and the straight one of the main rocker arm. To
ensure continuity and regularity of the function of the angular velocity of the main
rocker arm, the connection must necessarily have a radius of curvature greater than
the local radius of the auxiliary rocker arm, at every point.

After geometric/mathematical analysis (the discussion is omitted), the result is
that to ensure the continuity of angular acceleration law of the main rocker arm
(and so the continuity of linear acceleration of the valve), it is necessary that the
upper surface of the main rocker arm is made up of a class C2 curve (the curvature
changes continuously along the profile). The continuity of the acceleration is
necessary to ensure the continuity of inertial forces and consequently of contact
forces, and the reduction of vibration phenomena. The easiest way to get a con-
nection with the above properties is to use a cubic spline curve type.

6 The Problem of Accelerations

A common problem in the studied three systems is represented by the increase of
maximum and minimum accelerations in condition of partial valve lift. A method
to control acceleration values is to adopt a cam profile to ensure constant angular
velocity to the auxiliary rocker arm along a sufficient portion of contact zone,
followed by deceleration to reach the maximum valve lift. In this way, fixed
maximum lift law, you can get the required lift law thanks to an appropriate top
surface of the main rocker arm and of the cam. In fact, the contact area will always

Fig. 8 System C: 4 elements
VVA
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be at constant angular velocity or during deceleration of the auxiliary rocker arm:
the maximum acceleration of the valve will be (in the worst hypothesis) equal to
the maximum acceleration at maximum lift. The objectives were fully achieved, in
fact not only the maximum value of acceleration is contained in configuration of
maximum lift, but also the minimum value of the acceleration decreases when the
maximum lift decreases.

A common problem of the three studied systems is represented by the increase
(in absolute value) of maximum and minimum accelerations of the valve in
condition of partial lift.

The problem will be described in the following just for the system B (of the
previous Fig. 7): the treatment is similar for all the systems.

There is an increase of maximum and minimum acceleration, referring to the
system B with a straight profile of the main rocker arm (Fig. 9), where the same
colors of lift and acceleration diagrams correspond to the same actuations of the
system.

In this case there is an excessive acceleration value when the valve reverses its
motion and closes (zone with negative acceleration) and the inertial forces (in
the direction opposite to the acceleration but proportional to it) disagree with the
reaction of the valve spring. This condition can cause a detachment of the valve
tappet (flicker phenomenon).

The described problem depends on the not direct controllability of maximum
and minimum accelerations (when the lift law is varying): in the particular case,
these accelerations overly grow (in absolute value) when the maximum lift is
decreasing.

A method to control acceleration values is to adopt a cam profile to ensure
constant angular velocity to the auxiliary rocker arm along a sufficient portion of
contact zone, followed by deceleration to reach the maximum valve lift (Fig. 10).
In this way, fixed maximum lift law, you can get the required lift law thanks to an
appropriate top surface of the main rocker arm and of the cam. In fact, the contact
area will always be at constant angular velocity or during deceleration of the
auxiliary rocker arm: the maximum acceleration of the valve will be (in the worst
hypothesis) equal to the maximum acceleration at maximum lift.

Fig. 9 System B with straight profile of the main rocker arm
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However, the system presents the same problem on the minimum accelerations
which are too high in absolute value. The problem can be explained in this way:
when the maximum lift decreases, the compression of the valve spring (and then
the total elastic force that opposes the phenomenon of detachment) decrease: in
this condition, it would be desirable that the minimum value of the acceleration
was reduced.

To overcome this problem, different solutions may be used, including:

1. to adopt an uniformly decreasing angular speed law of the auxiliary rocker arm
(at constant deceleration after a first acceleration ramp in the neutral zone, until
reaching the maximum oscillation), so that when the angle of the implemen-
tation of auxiliary rocker arm 1 gradually increases, the contact between the
rocker arm in the useful zone occurs at increasingly reduced speed.

2. to make the deceleration of the auxiliary rocker 2 more gradual (by reducing the
gradient by increasing the angular duration on the camshaft).

The first solution immediately has given very encouraging results (Fig. 11) and
it has been chosen as the right way for the kinematic study of the three systems in
object. The objectives have been fully achieved: in fact, not only the maximum
value of the acceleration is contained in maximum value imposed by the config-
uration required for maximum lift, but also the minimum value of the acceleration
decreases with decreasing of maximum lift.

7 4 Elements VVA System Design and Performance

In order to evaluate system C performance in terms of variability of the valve lift
law, we used the kinematics module of software Catia. The simulations were
performed up to a maximum of 11� of rotation of a rod (an element built in Catia
to simulate rotation of the rocker arm in a simple way) corresponding to the
maximum valve lift. A scheme of the followed procedure is shown in Fig. 12.

The results (shown in Fig. 13 just in terms of lift) are very encouraging: our
mechanical VVA system enables the simultaneous variation of valve lift and
duration. However, the proposed configuration has just been used to validate the

Fig. 10 System B with ‘‘constant speed’’ profile of the main rocker arm
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analytical model, which will be used in future studies aimed to reach more adaptable
configurations of 4 elements-systems able to give better performance on engines.

8 Test Bench

The results have led to design and construction of a prototype of the 4 elements-
VVA system (system C). The rig consists of the engine Morini M638, modified to
install VVA system, support plates and electrical actuator, as shown in Fig. 14.

In order to test the VVA system and evaluate its performance, a test bench has
been designed and realized, with oscillating case motor controlled by an inverter.

Fig. 11 System B with
‘‘constant acceleration’’
profile of the main rocker
arm: lift and acceleration

Fig. 12 The algorithm

Fig. 13 System C:
performance in terms of valve
lift variation
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The test bench will be equipped with: load cell, encoder, position sensor on the
actuator piston, high frequency position sensor for valve position, data acquisition
system. With the described equipment the aim will be to evaluate the VVA system
performance (reliability, torque, average and instantaneous power absorbed by the
system, etc.) and to check the correspondence of the obtainable valve laws with the
project ones.

9 Conclusion and Future Work

After this study, we concluded that the preliminary system presents advantages in
terms of design and simplicity of manufacturing, but certainly it presents disad-
vantages in terms of use at high rotational speed and concerning impossible
complete closing valve. DIME research group is performing simulations to verify
and optimize VVA system object of study: results represent a basis for develop-
ment of the project. A disadvantage of this new system is: if this VVA is not used
in combination with a VVT, there are no significant advantages in terms of con-
sumption. The advantages refer to an increase of turbulence and a consequent
increase of combustion speed.

The future developments are about the opportunity to combine this VVA sys-
tem with other systems capable to change duration and timing. In this way it would
be possible to use different turbulences generated by the different lift laws under
the best conditions of timing. This solution would lead to a greater efficiency of the
system and to a significant reduction in terms of consumption.

Currently we are proceeding to build a prototype to test to verify the corre-
spondence between numerical and experimental activities.

Fig. 14 Assembly system on
engine
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Performance Evaluation of the Valveless
Micropump with Piezoelectric Actuator

Chiang-Ho Cheng

Abstract To meet the rising need in biological and medical applications, the
innovative micro-electro-mechanical systems (MEMS) technologies have realized
an important progress of the micropump as one of the essential fluid handling
devices to deliver and control precise amounts of fluids flowing along a specific
direction. This paper aims to present the design, fabrication and test of a novel
piezoelectrically actuated valveless micropump. The micropump consists of a
piezoelectric actuator, a vibration plate, a stainless steel chamber plate with
membrane and integrated diffuser/nozzle bulge-piece design, an acrylic plate as
the top cover to form the channel with the channel plate and two glass tubes for
delivery liquid. The chamber and the vibration plate were made of the stainless
steel manufactured using the lithography and etching process based on MEMS
fabrication technology. The experimental results demonstrate that the flow rate of
micropump accurately controlled by regulating the operating frequency and
voltage. The flow rate of 1.59 ml/min and back pressure of 8.82 kPa are obtained
when the micropump is driven with alternating sine-wave voltage of 240 Vpp at
400 Hz. The micropump proposed in this study provides a valuable contribution to
the ongoing development of microfluidic systems.

Keywords Actuator � Diffuser � Micropump � Nozzle � Piezoelectric � Valveless

1 Introduction

Microfluidic devices, such as micropumps, play a key role in micro-electro-
mechanical systems (MEMS), particularly in the fields of biological, chemical,
medical, and electronics cooling [1–3]. Micropumps exploit the MEMS technology
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to provide the advantages including low cost, small size, low power consumption,
reduction in the amount of reagents needed and small dead volume [4–6]. Various
kinds of micropumping techniques have thus been developed. Nguyen et al. [7],
Laser and Santiago [8], Iverson and Garimella [9] and Nabavi [10] have made the
detailed reviews covering the fabrications, pumping mechanisms, actuations,
valves, and operation characteristics of micropumps.

The actuation forms can be divided into two categories: mechanical and non-
mechanical actuation in general. Since there are no moving elements, the structure
of non-mechanical micropumps is simpler than that of mechanical micropumps.
But the performance of non-mechanical micropumps are sensitive to the properties
of working liquids, as discussed in the studies related to electrohydrodynamic
(EHD) [11], magnetohydrodynamic (MHD) [12], electroosmotic [13] and elec-
trochemical micropump [14]. Mechanical micropumps are relatively less sensitive
to the liquid properties as compared to those non-mechanical micropumps; con-
sequently, they may have much wider applications. The actuation mechanisms of
mechanical micropumps include electrostatic [15], piezoelectric [16], electro-
magnetic [17], thermal pneumatic [18], bimetallic [19], shape memory alloy [20]
and phase change [21] types. Due to the advantages of high stiffness, high
frequency and fast response, piezoelectric actuation is very suitable to actuate
micropumps especially.

In designing the vibrating displacement micropumps, a pumping chamber
connected to the inlet and outlet microvalves is needed for flow rectification.
Microvalves can be classified into check valve [16] and valveless [22–24] types. In
check valve pumps, mechanical membranes or flaps are used with the concerned
issues of wear, fatigue, and valve blocking in this type, resulting in limitation of its
applications. The valveless micropumps, first introduced by Stemme and Stemme
[22], implement diffuser and nozzle elements to function as a passive check valve.
In addition, the peristaltic pumps or impedance pumps [4–6, 25, 26] and the Tesla-
type pumps [27, 28] do not need passive check valves. The peristaltic pump
consists of three chambers linked sequential. By creating peristaltic motion in
these chambers, fluids can be pumped in a desired direction. Flow rectification can
be also accomplished in Tesla microvalves by inducing larger pressure losses in
the reverse direction compared to those in the forward direction assuming the same
flow-rates. The above pump concepts have the major problems of requiring the
complex design and fabrication processes. Thus, the valveless nozzle/diffuser
micropumps are of particular interest for various microfluidic applications because
of their simple configuration and low fabrication cost.

In order to characterize and optimize the performance of the valveless nozzle/
diffuser micropumps, previous numerical and experimental studies have presented
that the geometric design of the nozzle/diffuser elements can significantly affect
the performance of valveless micropump. In this investigation, we proposed a high
performance piezoelectric valveless micropump adopting an integrated nozzle/
diffuser bulge-piece design. The micropump consisted of a stainless-steel struc-
tured chamber to strengthen its long-term reliability, low-cost production, and
maximized liquid compatibility. A piezoelectric disc was also utilized to push
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liquid stream under actuation. In simulating the inherently complex flow phe-
nomena of pumping flowfield, the commercial computational fluid dynamics
(CFD) software ESI-CFD ACE+� was used for numerical calculations [29].

2 Design

Figure 1 shows a novel valveless micropump proposed in this study and its cross-
section view of the structure are shown in Fig. 2. The working principle of the
proposed micropump is similar to that of the most contemporary valveless nozzle/
diffuser micropumps. The flow is rectified owing to different pressure drops across
the nozzle and the diffuser in changed flow directions. The pump cycle is divided into
the supply and pump modes. During the supply model, the inlet and outlet regions
operate as a diffuser and a nozzle respectively for the liquid flowing into the pump
chamber. As a result, there is more fluid entering the chamber from the inlet side than
that from the outlet side. Alternatively, the inlet region works as a nozzle and the
outlet works as a diffuser, causing more fluid being expelled to the outlet side during
the pump model. In this manner, net flow rate is generated from the inlet to the outlet.
Figure 3 shows the schematic diagrams of operational principle in the supply and
pump mode. In Fig. 4a, the dimensions of the etched pumping chamber were 8 mm
in diameter and 70 lm in depth, respectively. Functioning as the flow-rectifying
elements, the inlet width, length, height and divergence angle of the diffuser/nozzle
were 800 lm, 3.1 mm, 70 lm and 10�, respectively. A 6 mm diameter and 70 lm
high bulge-piece shown in Fig. 4b was right on the back side of the pumping
chamber, as depicted in Fig. 4b. In this study, there were three bulge-piece diameters
of 2, 4 and 6 mm at the same height tested to measure the delivered volumetric flow
rates and pressures for evaluating the pumping performance in operations.

3 Fabrication

3.1 Piezoelectric Actuator

The piezoelectric disc with 200 lm thick was prepared by the commercial
available piezoelectric powder (ARIOSE Company, B6 type) through the dry
powder pressing technique, as illustrated in Fig. 5. The sintering process was
performed in a tube furnace under a quiescent air atmosphere at a heating rate of
90 �C/min to the peak temperatures of 1,300 �C for maintaining a duration of 3 h,
which followed by a 90 �C/min cooling rate to the room temperature. The poling
electrodes were patterned using a screen-printing technique with silver paste. For
poling the piezoelectric, the poling electric field was 2.5 V/lm under the tem-
perature of 100 �C in 10 min.
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3.2 Chamber and Vibration Plate

The chamber and vibration plate were made of the stainless steel manufactured
using the MEMS-based lithography and etching process. The chamber plate mainly
included a pumping chamber (on the front side) and a bulge-piece diaphragm (on

Cover plate       

Chamber plate

Vibration plate

Piezoelectric

Glass tubes

Top view

Bottom view

Fig. 1 Schematic of the
novel valveless micropump

Glass tubes Cover plate       Chamber plate        

Vibration plate        Piezoelectric       

Fig. 2 The cross-section
view of micropump

Fig. 3 The diagrams of
operational principle in
supply and pump mode
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the back side) made of a stainless-steel substrate (in 25 9 25 mm2) left after wet
etching processes. An etchant having 46-g ferric chloride (FeCl3), 33-g hydrogen
peroxide (HCl) and 54-g de-ionized (DI) water was used to obtain smooth uniform
flow channels on stainless-steel substrates. At the start, the AZ 9260 photoresist was
coated on the stainless-steel substrate by spin coater with both spreading step and
thinning step. The photoresist on the substrate was baked on a hot plate or in an
oven, and then exposed by a standard UV mask aligner (Karl Suess MA-6). The UV
exposure process was performed under the hard contact mode with an intensity of
6 mW/cm2 at a wavelength of 365 nm. The exposed photoresist was then devel-
oped in an immersion process via AZ400 K diluted developer. Finally, the samples
that were wet etched were immersed in the etchant at 53–58 �C. Figure 6 presents a
simple overview of the major steps performed in the fabrication procedure (not to
scale). Figure 7a, b illustrate the schematic diagram and pictures of a vibration and
a chamber plate, respectively. The chamber plate mainly included a pumping
chamber (on the front side) and a 4-mm bulge-piece diaphragm (on the back side).
Figure 8 is the SEM picture of the chamber plate (close view of diffuser channel).

(a) (b)

Unit:µm

Fig. 4 The dimensions of a pumping chamber, and b bulge-piece of the micropump

Fig. 5 The fabricated
piezoelectric disc
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Fig. 6 Fabrication process of an etching stainless-steel micropump (not to scale)

Fig. 7 schematic diagram and pictures of a a vibration, and b a chamber plate

Fig. 8 SEM picture of the chamber plate (close view of diffuser channel)
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3.3 Assembly

At first, applying epoxy adhesive (CIBA-GEIGY, AV 119) on the attached sur-
faces by screen printing, two components (chamber and vibration plate) with
aligned marks were assembled by a CCD aligning system. The adhesive was cured
in the oven kept at 120 �C for 2 h. Then, the piezoelectric actuator was attached by
another epoxy adhesive (3 M, DP-460) cured at a lower temperature of 60 �C for
2 h to avoid depolarization. Finally, the inlet and outlet tubes were connected to
the micropump inlet and outlet ports. The instant adhesive (LOCTITE, 403) was
also employed to suppress permeating of epoxy adhesive into the glass tube and
acrylic gap. Figure 9 shows the photo of the assembled micropump device.

4 Experimental Apparatus

The actuated displacements of the samples were measured by the 2-dimensional
scanning laser vibrometer (Polytec MSV300), as displayed in Fig. 10. Each
obtained data is the average value from the three measured samples with the same
conditions. Figure 11 exhibits the schematic diagram of the experimental appa-
ratus for flow rate measurements of the valveless micropump. Two silicone tubes
were connected to the inlet and outlet of a micropump during the experiments. The
volumetric flow rates were measured via reading the moving distance of the DI
water column in the silicone tube per unit time. In the meantime, and the volu-
metric flow rates were determined from the mass change of the outlet reservoir [by
a precision electronic balance (Precisa XS 365 M)] divided by the water density.
The measurements were also conducted under various back pressures varied by
lifting up the height of the downstream tube. In the tests, the piezoelectric disc was
operated at the driving sinusoidal voltage of 160 Vpp and frequency ranging within
100–550 Hz from an electrical signal controller (Agilent 33120A function gen-
erator and Trek 50 Amplifier) with the electrical signals verified by an oscilloscope
(Agilent 54622A). As the micropump was filled with DI water, gas bubble trap-
ping was carefully eliminated to circumvent the inaccuracy in flow-rate
measurements.

5 Theoretical Analysis

Simulations were conducted using the ESI-CFD ACE+� computer software to
examine the internal flow field inside a micropump. The theoretical model was
based on the transient, three-dimensional continuity and Navier-Stokes equations
for incompressible laminar flows with a negligible temperature variation over the
computational domain. The governing equations are stated as below.
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Fig. 9 The assembled valveless micropump

Optic fiber

PolytecOFV511Fiber

Polytec MSV-Z-040

Interferometer

Polytec 072/076

Microscope Adapter
Agilent 3320A

Function Generator

Polytec OFV3001

Vibrometer Controller

Agilent 54622A
Testing Sample Scanner Controller

Oscilloscope

Trek50 Amplifer

Computer

Fig. 10 Configuration of instruments for measuring the actuated displacement of the
piezoelectric actuator

108 C.-H. Cheng



r � ~V ¼ 0: ð1Þ

o

ot
ðq~VÞ þ qð~V � rÞ~V ¼ �rpþ q~gþ lr2~V: ð2Þ

The symbol ~V is the velocity vector; whereas, p, q and l represent the pressure,

density, and dynamic viscosity of the fluid. The term qg
*

denotes the gravitational
force. In this study, the ambient pressure outside the micropump was 1 atm. The
no-slip condition and a zero normal pressure gradient were imposed on the solid
walls of the micropump. Using the pure water as the working fluid in the exper-
iments, the resultant values of the density and viscosity were 997 kg/m3 and
8.55 9 10-4 N-s/m2, respectively. The motion of the vibrating bulge-piece dia-
phragm was treated as the moving boundary under an applied driving voltage
signal by prescribing the axial displacement on the diaphragm surface. The cor-
responding displacement was determined through the finite-element computer
software ANSYS� to set the properties of the piezoelectric and stainless-steel
materials as Young’s moduli of 9.1 9 1010 and 2.13 9 1011 N/m2, Poisson’s
ratios of 0.33 and 0.3, and densities of 7,900 and 7,780 kg/m3. When considering a
6-mm-diameter and 70-lm thick bulge-piece diaphragm, a fixed boundary con-
dition of the diaphragm was employed in the ANSYS� transient investigation for a
case in which air and water were filled from two sides. The predictions showed
that the displacement responded as a sinusoidal waveform having the same fre-
quency of 400 Hz. The computed displacements were verified with the measured
data from a Polytec scanning vibrometer (Polytec-MSV300�). The ANSYS�

simulations and measurements indicated that the peak-to-peak amplitude of the
bulge-piece diameters of 2, 4 and 6 mm at the voltage and frequency of 160 Vpp

and 400 Hz were 10.8, 10.2 and 9.8 lm (5.4/5.1/4.9 lm outward and 5.4/5.1/
4.9 lm inward), respectively. The simulations were carried out using the user-
defined-function (UDF) module in the ESI-CFD ACE+� software for prescribing
the moving boundary of the bulge-piece diaphragm displacement and inlet/outlet
boundary conditions. In calculations, the zero gauge pressure was specified at the
inlet with the measured back pressure (Pb) values ranging from 0 to 5.3 kPa set at
the outlet, and the volumetric flow rates were computed by averaging the cyclical
volumetric flow rates over one period.

Fig. 11 Schematic diagram
of the experimental setup for
flow rate measurements of the
micropump

Performance Evaluation of the Valveless Micropump 109



6 Results and Discussion

To simulate the flow behavior of the valveless micropump, Fig. 12 showed the
numerical grids of a full-size valveless micropump model. The mesh system
included three major structured portions: the pumping chamber, nozzle/diffuser,
and inlet and outlet tubes. In constructing the model, finer grids were disposed in
the regions near the nozzle and diffuser throats as well as the moving and fixed
wall boundaries. The average cell length in the chamber was about 45.3 lm with
the smallest spacing of 1.2 lm for resolving the steep variations of flow properties.
Calculations were also done on the total grids of 166,672, 191,673 and 216,677
points at CFL = 0.5 and 0.25. During transient calculations, the normalized
residual errors of the flow variables (u, v, w and p) converged to 10-5 with the
mass conservation check within 0.5 % for each time step. The calculated center-
line velocity profiles across the pumping chamber at different grids and CFL
values indicated that satisfactory grid independence could be achieved using a
mesh setup of 191,673 grids with CFL = 0.5. A complete simulation for devel-
oping a pumping flow field (with the cycle-to-cycle variation of the delivered
volumetric flow rates under 0.2 %) generally requires around 140 h of central
processing unit (CPU) time on an Intel-Core2 Duo E6750-2.66 GHz personal
computer.

To validate the present theoretical model, numerical calculations were con-
ducted using the ESI-CFD ACE+� software by comparing the predictions with
experimental data. The performance of a piezoelectric valveless micropump is
essentially dependent on the frequency and voltage of excitation signals for the
same geometric configuration. Figure 13 illustrates the measured and computed
volumetric flow rates of the bulge-piece diameters of 2, 4 and 6 mm for (a) varied
frequencies from 100 to 550 Hz at a zero back pressure, and (b) different back
pressures at the frequency of 400 Hz with the sinusoidal voltage of 160 Vpp

applied. A precision electronic balance was also used to compute the volumetric
flow rates from the mass variations of the outlet reservoir. Both the predictions and
measurements indicate that the maximum volumetric flow rate was 1.2 ml/min at
the driving frequency of 400 Hz. A decay of volumetric flow rate was observed
when the input frequency was shifted away from the optimal frequency. The
maximum difference between the predictions and experiment results was below
9.1 %, showing that the CFD code can simulate the pumping process of piezo-
electric valveless micropumps with a reasonable accuracy. Moreover, the maxi-
mum volumetric flow rates were substantially increased by 50 and 75.1 % when
the bulge-piece diameters were enlarged from 2 to 4 mm and 4 to 6 mm,
respectively.

In practice, a piezoelectric valveless micropump was operated to deliver a
specified level of flow rate at a desired pressure head. Figure 13b illustrates the
volumetric flow rates with respect to the back pressures for the micropumps having
different bulge-piece diaphragms. In the experimental process, the volumetric flow
rates were measured for different back pressures varied by changing the height of
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an outlet tube. The maximum pumping back pressure at a zero volumetric flow rate
was determined by directly measuring the fluid height difference between the inlet
and outlet tubes. Both the measured and simulated results showed that the volu-
metric flow rate decreased nearly linearly with the back pressure at the frequency
of 400 Hz with the sinusoidal voltage of 160 Vpp applied. Enlargement of the
bulge-piece diameter can essentially augment either the maximum volumetric flow
rate or the maximum back pressure. The maximum back pressures were sub-
stantially increased by 23.3 and 32.9 % when the bulge-piece diameters were
enlarged from 2 to 4 mm and 4 to 6 mm, respectively.

Figure 14 illustrates the volumetric flow rates with respect to the back pressures
for the micropumps having different voltages at 6 mm bulge-piece diaphragms.
Their pump characteristics are similar phenomenon, but their values have some
different. Figure 14 shows the volumetric flow rate gradually rises as voltages
increases in a good designed pump. The resultant maximum volumetric flow rate
and back pressure were 1.59 ml/min and 8.82 kPa for a 6-mm bulge-piece
diameter at the driving voltage and frequency of 240 Vpp and 400 Hz.

The position accuracy of a feed drive system was primarily influenced by the
thermal deformation of a ball screw. A high-speed ball screw system can generate
vast heat after long-term operations, with greater thermal expansion formed, and
thereby negatively impact the positioning accuracy of the feed drive mechanism.
In this research, the computational approach was applied using the FEM to sim-
ulate the thermal expansion development for solving the deformation of a ball
screw. In simulations, we implemented the multi-zone heat loads to treat the heat
generation sources from the frictions between the nut, bearings and the ball screw
shaft to emulate reciprocating movements of the nut at a top speed of 40 m/min
relative to the shaft in a time period of 3.43 s. We also employed a three-
dimensional unsteady heat conduction equation to determine the steady and time-

Fig. 12 Numerical grids of
the valveless micropump:
stereogram and top view
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dependent temperature distributions, as well as the temperature increases for
calculating the thermal deformations of the screw shaft. Simulations were exten-
ded to consider the composite operating conditions involving various spindle
speeds and moving spans of the nut on the temperature rises and thermal defor-
mations of a ball screw shaft. Both the FEM-based simulations and measurements
found that the thermal deformations increased with the axial distance. The asso-
ciated deformations can be up to 152 lm at 0.8 m in composite operating situa-
tions, and in turn depreciated the positioning accuracy. The computational and
experimental results also indicated that the significant deterioration of the posi-
tioning accuracy due to massive heat production at high speeds of a shaft must be
thermally compensated for a ball screw system in operations.

Fig. 13 Measured and
computed volumetric flow
rates of the bulge-piece
diameters of 2, 4 and 6 mm
for a varied frequencies from
100 to 550 Hz at zero back
pressure, and b different back
pressures at the frequency of
400 Hz with the sinusoidal
voltage of 160 Vpp applied
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7 Conclusion

The proposed piezoelectric valveless micropump with an integrated diffuser/noz-
zle bulge-piece design was developed, fabricated and tested to demonstrate an
effective pumping performance. The micropump consisted of a stainless-steel
structured chamber to strengthen its long-term reliability, low-cost production, and
maximized liquid compatibility. The resultant maximum volumetric flow rate and
back pressure were 1.59 ml/min and 8.82 kPa for a 6-mm bulge-piece diameter at
the driving voltage and frequency of 240 Vpp and 400 Hz. When the back pressure
was set at 3.9 kPa, the pump could still deliver a volumetric flow rate of 0.92 ml/
min. The flow pattern inside the pumping chamber was examined via numerical
calculations and experimental observations. We have investigated the time-
recurring flow behavior in the chamber and its relationship to the pumping per-
formance. It was found that the micropump with the 6-mm bulge-piece diameter
produced a higher suction velocity, and led to a larger upstream and downstream
vortex pair during the supply phase, as compared to the outcomes for the bulge-
piece diameters of 2 and 4 mm.
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Role of Offset Factor in Offset-Halves
Bearing

Amit Chauhan

Abstract The present paper aims at presenting the influence of offset factor on the
thermal characteristics of offset-halves journal bearing profiles. To study the effect
of offset factor, an attempt has been made to the solve the Reynolds’s equation and
energy equation using finite difference method on the performance characteristics
such as oil-film temperatures, thermal pressures, load carrying capacity, power
loss, and Sommerfeld’s number of offset-halves journal bearing. To carry the
numerical solution of Energy equation, the author has used Parabolic Temperature
Profile Approximation technique in order to achieve faster computation. It has
been observed that at constant radial clearance, a decrease in oil-film temperature,
thermal pressure, load carrying capacity and an increase in Sommerfeld’s number
obtained with an increase in offset factor. During the study, it has been concluded
that the offset factor significantly affects the performance parameters of the bearing
under study and may be kept equal to around 0.4 to get the desired thermal
characteristics.

Keywords Load carrying capacity � Offset-halves bearing � Offset factor �
Oil-film temperature � Sommerfeld number � Thermal pressure

Nomenclature

e Eccentricity, m
OB Bearing centre
Oj Journal centre
OL Lower-lobe centre
OU Upper-lobe centre
P Film pressure, Pa
R Journal radius, mm
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r Bush radius, mm
T Lubricating film temperature, �C
U Relative velocity between journal and bearing surface, m/s
u, w Velocity components in X- and Z-directions, m/s
uL Velocity of lower bounding surface, m/s
uU Velocity of upper bounding surface, m/s
h Angle measured from horizontal split axis in direction of rotation
x Angular velocity of shaft, rad/s
u Attitude angle
e Eccentricity ratio

1 Introduction

Hydrodynamic journal bearings are extensively used in high speed running
machinery. These journal bearings operate under hydrodynamic lubrication regime
in which a thick film of lubricant separates the bounding surfaces. Under the normal
operating conditions, hydrodynamic journal bearings usually experiences a con-
siderable variation in oil-film temperature due to viscous heat dissipation. This rise in
oil-film temperature significantly affects the bearing performance since the lubricant
viscosity is a strong function of temperature and, consequently, can lead to failure of
the bearing. Computation of oil-film temperature is of great importance to predict
bearing performance parameters. The non-conventional journal bearings, like lobed
bearings and tilting pad bearings have a common feature that these bearings operate
with more than one active oil film which accounts for superior stiffness and damping
characteristics of these bearings as compared to the conventional circular bearings.
The importance of thermal characteristics of such bearings has been explained in the
number of studies reported in Refs. [1, 2, 3, 4]. The offset-halves journal bearing is
commonly used as a lobed bearing in which two lobes are obtained by orthogonally
displacing the two halves of a cylindrical bearing (Fig. 1) and frequently used in gear
boxes connecting turbine and generator in power generation industries. In the design
of offset-halves halves bearing, offset factor play an important role and is defined as
the ratio of the minimum clearance to the radial clearance. The offset-halves journal
bearing under study may also be called as horizontally displaced journal bearing
since the two halves are horizontally shifted.

Offset-halves journal bearings show stiffness and damping properties which
permit light loads at high rotational speeds [1]. The importance of thermal effects
in hydrodynamic journal bearings has been long recognized, but very limited study
about thermal effects in lobed bearing especially offset-halves bearing has been
reported in literature. Chauhan et al. [2] has carried out a comparative study for
rise in oil-film temperatures, thermal pressures and load capacity for three different
commercially available grade oils.
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The authors have reported that with increase in speed, oil-film temperature,
thermal pressure and load carrying capacity rises for all grade oils under study.
Also, Chauhan et al. [3] have analyzed thermal performance of elliptical and
offset-halves bearings by solving energy equation while assuming parabolic
temperature profile approximation across the fluid film. Authors have been found
that offset-halves journal bearing runs cooler with minimum power loss and good
load capacity. Booker and Govindachar [5] have compared the performance of
different bearing configurations namely offset-halves, lemon-bore, three-lobe and
four-lobe bearing at the same load capacity and speed. During the comparison, the
authors have considered the steady state and stability characteristics.

An attempt was made by Suganami and Sezri [6] to formulate a thermohy-
drodynamic model of film lubrication which is valid in both laminar and super-
laminar flow regimes. The authors stated that energy equation retains heat
conduction in direction of sliding motion, and is applicable even at large eccen-
tricities. Boncompain et al. [7] have presented a general thermohydrodynamic
theory. The authors have solved generalized Reynolds equation, energy equation
in film and heat transfer equation in bush and shaft simultaneously. Read and Flack
[8] have developed a test apparatus on which an offset-halves journal bearing of
70 mm diameter journal was tested at five vertical loads and two rotational speeds.
Indulekha et al. [9] have solved three dimensional momentum and continuity
equations, and three dimensional energy equations to obtain pressure, velocity and
temperature field in the fluid of a hydrodynamic circular journal bearing using
finite element method. Authors have computed attitude angle, end leakage and
power loss, for a wide range of eccentricity ratios. Hussain et al. [10] have pre-
dicted temperature distribution in non-circular journal bearings (namely two-lobe,
elliptical and orthogonally displaced). The work is based on a two-dimensional
treatment following Mc Callion’s approach (an approach in which Reynolds and
energy equations in oil-film are decoupled by neglecting all pressure terms in

Fig. 1 Schematic diagram of
offset-halves journal bearing
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energy equation). Sehgal et al. [11] have presented a comparative theoretical
analysis of three types of hydrodynamic journal bearing configurations namely:
circular, axial groove, and offset-halves. It has been observed by the authors that
the offset-halves bearing runs cooler than an equivalent circular bearing with axial
grooves. A computer-aided design of hydrodynamic journal bearing is provided
considering thermal effects by Singh and Majumdar [12]. In this design, Reynolds
equation has been solved simultaneously along with energy equation and heat
conduction equations in bush and shaft to obtain steady-state solution and a data
bank is generated that consists of load, friction factor and flow rate for different L/D
and eccentricity ratios. Sharma and Pandey [13] have carried out a thermohydro-
dynamic lubrication analysis of infinitely wide slider bearing assuming parabolic
and Legendre polynomial temperature profile across film thickness. Authors have
observed that temperature profile approximation across the film thickness by
Legendre Polynomial yields more accurate results in comparison to Parabolic
Temperature Profile approximation (PTPA).

In present paper, the thermal studies of offset-halves have been presented using
thermohydrodynamic approach. Variation in Offset factor has been carried out
while evaluating oil-film temperatures, thermal pressures, load carrying capacity,
power loss, and Sommerfeld’s number in the fluid film of an offset-halves journal
bearing for the Mak Multigrade oil using PTPA. Mak Multigrade oil is recom-
mended for use in heavy duty commercial vehicles, light commercial vehicles and
multi-utility vehicles fitted with high speed naturally aspirated or turbo charged
diesel engines operating at low speed and high torque conditions [2, 14].

2 Governing Equations

Reynolds equation:
For steady-state and incompressible flow, Reynolds equation is [10]:

o

ox

h3

l
op

ox

ffi �
þ o

oz

h3

l
op

oz

ffi �
¼ 6U

oh

ox
ð1Þ

This equation is then set into finite differences by using central difference
technique. The final form is reproduced here.

Pði; jÞiso ¼ A1Pðiþ 1; jÞiso þ A2Pði� 1; jÞiso þ A3Pði; jþ 1Þiso þ A4Pði; j� 1Þiso � A5

Pði; jÞth ¼ E11Pðiþ 1; jÞth þ E22Pði� 1; jÞth þ E33Pði; jþ 1Þth þ E44Pði; j� 1Þth � E55

The equations above give isothermal pressures and thermal pressures respec-
tively. The coefficients appearing in these equations have been given here as:
where,
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The same forms have also been presented by the author in [2–4, 14]. The
variation of viscosity with temperature and pressure has been simulated using
following relation:

l ¼ lref e
aP�c T�T0ð Þ ð2Þ

Energy Equation:

The energy equation for steady-state and incompressible flow is given as [13]:
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The term on left hand side in above equation represents energy transfer due to
convection, whereas first term on right hand side represents energy transfer due
to conduction and second term on right hand side represents energy transfer due to
dissipation. The variation of temperature across film thickness in Eq. (3) is
approximated by parabolic temperature profile for faster computation of temper-
atures [13]. The temperature profile across film thickness is represented by a
second order polynomial as:

T ¼ a1 þ a2yþ a3y2 ð4Þ

In order to evaluate constants appearing in Eq. (4), following boundary conditions
are used:
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At y ¼ 0; T ¼ TL;

Tm ¼
1
h

Zh

0

Tdy

At y ¼ h; T ¼ TU ;

Thus, temperature profile expression (written in Eq. 4) takes the following
form:

T ¼ TL � 4TL þ 2TU � 6Tmð Þ y
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� �
þ 3TL þ 3TU � 6Tmð Þ y

h

� �2
ð5Þ

where, TL; TU , and Tm represent temperatures of lower bounding surface, upper
bounding surface, and mean temperature across film respectively.

Substitution of ‘u’, ‘w’, and ‘T’ expressions (Eqs. 4–6) in to energy Eq. (3) and
subsequently integrating energy equation across film thickness from limit ‘0’ to ‘h’
yields following form of energy equation.
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The film thickness (h) equations for offset-halves journal bearing are given as [11]:

h ¼ cm
1þ d
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ffi �
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2d

ffi �
cos h� e sin /� hð Þ

� �
ð180\h\360Þ ð8Þ

3 Computational Procedure

Numerical solution of Reynolds’s and energy equations has been obtained for
offset-halves journal bearing through finite difference approach. The temperature
of upper and lower bounding surfaces have been assumed constant throughout and
have been set equal to oil inlet temperature for first iteration. A suitable initial
value of attitude angle is assumed. During solution of Reynolds’s equation over
relaxation with relaxation factor of 1.7 has been taken for error convergence
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whereas under relaxation factor of 0.7 has been taken in numerical solution of
energy equation for error convergence. The load carrying capacity is obtained by
applying Simpson’s rule to pressure distribution. In computation, wherever reverse
flow arises in domain, upwind differencing has been resorted. The boundary
conditions used in the solution of governing equations are same as reported in
Chauhan et al. [2, 4] which are

P ¼ 0 at x ¼ 0 and x ¼ l

u ¼ uL at y ¼ 0 and 0� x� l

u ¼ 0 at y ¼ h and 0� x� l

T ¼ T0 at x ¼ 0 and 0� x� h

T ¼ TL at y ¼ 0 and 0� x� l

T ¼ TU at y ¼ h and 0� x� l

Tð0; yÞ ¼ T0; Tðx; 0Þ ¼ T0 ; koil
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oy
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�ks
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oxs
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�ks
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oxs
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xs¼l

¼ hc Ts l; ysð Þ � Tað Þ; ks
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ozs
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where Ks denotes thermal conductivity of bearing, hc denotes convection heat
transfer coefficient of bush,l denotes length of the bearing, s denotes bearing
surface, t denotes thickness of bearing, b denotes width of bearing, and Ta ambient
temperature. The solution of governing equations has been achieved by satisfying
the convergence criterion given below:

For pressure:
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For temperature:
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n
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where, n represents number of iterations.
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4 Results and Discussion

Input parameters and properties of oil used in computer simulations are given in
Table 1. From computer simulation, various performance characteristics have
been obtained and are discussed as [14]:

1. The variation of oil-film temperature and thermal pressure with offset factor
(which is defined as the ratio of minimum clearance to the radial clearance) has
been presented in Figs. 2 and 3 respectively. From Figs. 2 and 3, it has been
observed that oil-film temperatures and thermal pressures decrease with
increase in offset factor while keeping radial clearance constant which can be
well explained with help of Fig. 1. However, oil-film temperatures and thermal
pressures have been obtained same with variation in offset factor while keeping
minimum clearance constant. Further, values of oil-film temperature and
thermal pressures has been observed nearly same when offset factor is 0.4 for

Table 1 Input parameters
[14]

Outer diameter of bearing, OD 85 mm
Inner diameter of bearing, ID 65 mm
Length, l 65 mm
Radial clearance, C 500 lm
Minimum clearance, Cm 200 lm
Oil inlet temperature, T0 33 �C
Ambient temperature, Ta 30 �C
Viscosity, l 0.200 Pas
Density of oil, q 885 Kg/m3

Barus viscosity-pressure index, a 2.3e-8
Temperature viscosity—coefficient, c 0.034

Fig. 2 Variation of oil-film temperature with circumferential angle for Mak Multigrade oil with
different offset factor at speed = 5,000 rpm for offset-halves profile bearings
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both the cases. Hence, in further analysis the radial clearance has been kept
constant only.

2. The load carrying capacity (Fig. 4) and power losses (Fig. 5) have been
observed of decreasing nature with an increase in offset factor while keeping
radial clearance constant. The Sommerfeld’s number has been found of
increasing nature with an increase in offset factor while keeping radial clear-
ance or minimum clearance constant (Fig. 6). Further, values of load carrying
capacity and power losses has been observed same when offset factor is 0.4
while keeping the radial clearance or minimum clearance constant and a
slightly higher Sommerfeld’s number has been observed when radial clearance
is kept constant.

Fig. 3 Variation of thermal pressure with circumferential angle for mak multigrade oil with
different offset factor at speed = 5,000 rpm for offset-halves profile bearings

Fig. 4 Variation of load capacity with offset factor for mak multigrade oil at speed = 5,000 rpm
for offset-halves profile bearings
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5 Conclusion

The paper deals with the evaluation of different performance parameters of offset-
halves journal bearing using various governing equations. The study on the effects
of variation in offset factor on various performance characteristics of offset-halves
journal bearing has been presented in the paper. From the results and discussion, at
constant radial clearance, the oil-film temperatures and thermal pressures are
found to decrease with increase in offset factor. However, oil-film temperatures
and thermal pressures have been obtained same with variation in offset factor
while keeping the minimum clearance constant. Keeping the radial clearance
constant, the load carrying capacity and power losses have been observed of
decreasing nature with an increase in offset factor. The Sommerfeld’s number has
been found of increasing nature with an increase in offset factor while keeping the
radial clearance or minimum clearance constant. Finally, it has been concluded
that during the design stage of offset-halves journal bearing, the value of offset

Fig. 5 Variation of power loss with offset factor for mak multigrade oil at speed = 5,000 rpm
for offset-halves profile bearings

Fig. 6 Variation of
sommerfeld’s number with
offset factor for mak
multigrade oil at
speed = 5,000 rpm for
offset-halves profile bearings
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factor may be kept near to 0.4 to get desired characteristics. The paper presents
different performance parameters like oil film temperature, thermal pressures, load
carrying capacity, and power losses which will help the designer to design this
type of non-circular journal bearings as well as analyze its performance. Presently
the available design data/handbooks do not provide any direct analytical methods
for the design and analysis of this non-circular journal bearing so the present
methodology to a large extent will benefit the designer.

6 Scope for Future Work

The present work can further be extended to standardize the different equations for
the offset-halves journal bearing and an attempt to develop the design charts
should be made by conducting experimental work to find oil-film temperature and
thermal pressure developed in the bearing under normal operating conditions.
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Relative Position Computation of Links
in Planar Six-Bar Mechanisms with Joints
Clearance and Complex Chain

Mohamad Younes and Alain Potiron

Abstract The presence of clearance in the mechanical joints leads to small position
variation of the mechanism elements. The goal of this work is to model and analyze
the equilibrium positions of elements in planar six-bar mechanisms with complex
chain. To solve this subject, it is necessary to use a mathematical optimization code
in order to obtain the optimal solution of the problem. To show the effectiveness of
the proposed method, examples are presented and the numerical results obtained
show that a good convergence was obtained in each case.

Keywords Complex chain � Joint clearance � Loaded link �Mechanical elements
position � Optimization � Six-bar mechanism analysis

1 Introduction

The existence of clearance in the joints is necessary to allow the possibility of
relative movements in the joints with satisfactory values of contact pressures.
However, the presence of clearance induces errors in positioning the various
components in the structure.

To minimize these errors, it is essential to take into account the presence of
joint clearance for an accurate calculation of the elements’ positions. This aims to
give an optimal result of the mechanisms’ studies.
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Potiron et al. [1] proposed a new method of static analysis in order to determine
the arrangement of the various components of planar mechanisms subjected to
mechanical loadings. This study concerns the planar mechanism with closed chain
and parallel joints. The study takes into account the presence of linkage clearance
and allows for the computation of the small variations of the parts position
compared to the large amplitude of the movements useful for the power
transmission.

It appears that a rather small number of research tasks were carried out in this
particular field. Funabashi et al. [2] tackled the problem by carrying out a dynamic,
theoretical and experimental study of some simple mechanisms. In order to specify
the influence of the clearance in the links on machine operations, they derived the
equations of the movement of links including parts stiffnesses, viscous friction and
Coulomb’s friction in joints. The results are interesting for the specific models
suggested but they don’t lead to a general usable method suited for the study of
complex mechanisms.

A model of mechanism with joint’s clearance was defined by Giordano et al. [3]
when researching the dimensional and geometrical tolerances associated with
machine elements. The method is based on the definition of small rigid-body
displacements and the use of closed loops equations for the associated kinematic
chains.

To improve the quality of manufactured products and reduce their total cost,
Gao et al. [4] and Chase et al. [5] have developed a method for the tolerance
analysis of two and three-dimensional mechanical assemblies. This method is
carried out by a direct linearization of a geometrical non-linear problem. It was
implemented in a commercial C.A.D. code, in order to extract from the results,
acceptable tolerances and the dimensions of the related parts. In the same topic,
Chase and Parkinson [6] presented an outline on recent research in the analysis of
mechanical tolerances, from which it is possible to have an idea of how to handle
the study of the joints’ clearance in mechanisms.

In the study of Erkaya and Uzmay [7] a dynamic response of mechanism having
revolute joints with clearance is investigated. A four-bar mechanism having two
joints with clearance is considered as a model of mechanism. A neural network
was used to model several characteristics of joint clearance. Kinematic and
dynamic analyses were achieved using continuous contact mode between journal
and bearing. A genetic algorithm was also used to determine the appropriate values
of design variables for reducing the additional vibration effect due primarily to the
joint clearance.

Hsieh [8] has proposed a method allowing for the kinematic description of
mechanisms containing prismatic, revolute, helical and cylindrical joints. Unfor-
tunately, it cannot be directly applied to mechanical systems containing spherical
pairs.

Younes and Potiron [9] presented a method for modeling and analyzing the
position of planar six-bar mechanisms with clearance in the joints.

In this work, a method is proposed to analyze the six-bar mechanisms with
complex chain. Given a geometrical position, resulting from the great amplitude of
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movements in the mechanism, it will be possible to compute the equilibrium
positions of the various parts in the six-bar mechanisms with complex chain by
taking into account the joint clearance. The main idea is to define and minimize an
objective function and to take into account the geometrical constraints imposed by
the clearance on infinitely small displacements in the joints.

During these studies, we suppose that the joints in the mechanism are carried
out with clearances, the solids are undeformable, the solids are geometrically
perfect, i.e. the defects due to the tolerances of forms and of positions are ignored
and the gravity force is neglected.

2 Six-Bar Mechanism with Complex Chain

The mechanism is constituted by six bars linked one with the other by a seven
simple revolute joints Li having a clearance joint Ji and an origin Oi (i = 1,…,7).
To show the influence of the presence of clearances in the mechanism, the scale of
these clearances are much large compared with the mechanism dimensions as
shown in Fig. 1.

Since the solid S0 is connected to S1, S5 and S3 and this latter is connected to S0,
S2 and S4, the chain mechanism is complex. The joints between the elements of
six-bar mechanism are shown in the Fig. 2.

The relative positioning of parts can be reduced to the study of the relative
positions of the references associated with each piece of mechanism.

Consider R1(O1, X1, Y1, Z1) the fixed reference connected to frame ‘‘S0’’. The
origin O1 is theoretically the geometric center of the joint L1 between the two
solids ‘‘S0’’ and ‘‘S1’’.

The other references Ri(Oi, Xi, Yi, Zi) (i = 2,…,7) are movable. The point Oi is
the geometric center of the joint Li.

In our work, the abscissa axes Xi (i = 1,…,7) are parallel. Also, Yi axes are
parallel.

3 Design Variables of Six-Bar Mechanism

Consider Ai (i = 1,…,7) as the points which coincide initially with the origins Oi.
If the mechanism is stressed by a mechanical load, the points Ai move into the
empty space of clearances joints. In the two-dimensional study and in the fixed
coordinate system (O1, X1, Y1, Z1), each solid of the mechanism has the possibility
of two translation along the X1 and Y1 axes and rotation relative to the Z1 axis.

In the local coordinate system (Oi, Xi, Yi, Zi) (i = 1,…,7), each point Ai has
three degrees of freedom. It has the possibility of two displacements ui and vi

respectively along the Xi and Yi axes and a rotation ci with respect to the Zi axis.
These parameters represent the relative movements of the solid with respect to
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Fig. 1 Six-bar mechanism
schematization

Fig. 2 Joints between the
elements of six-bar
mechanism
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each other and they are the design variables of the problem. In the absence of great
amplitude movements, the displacement and rotation of solid S1 compared to S0 in
the point A1 are defined in the motion vector as follows:

DA1ðS1=S0Þ ¼
u1

v1

c1

8<
:

9=
; ð1Þ

Similarly, other parameters are contained in the following vectors:

DA2ðS2=S1Þ ¼
u2

v2

c2

8<
:

9=
;; ð2aÞ

DA3ðS3=S2Þ ¼
u3

v3

c3

8<
:

9=
;; ð2bÞ

DA4ðS3=S0Þ ¼
u4

v4

c4

8<
:

9=
;; ð2cÞ

DA5ðS3=S4Þ ¼
u5

v5

c5

8<
:

9=
;; ð2dÞ

DA6ðS4=S5Þ ¼
u5

v5

c5

8<
:

9=
;; ð2eÞ

DA7ðS5=S0Þ ¼
u7

v7

c7

8<
:

9=
; ð2fÞ

Therefore, the six-bar mechanism has 21 design variables: the components ui, vi

and ci, of the vectors DA1ðS1=S0Þ; DA2ðS2=S1Þ; DA3ðS3=S2Þ; DA4ðS3=S0Þ;
DA5ðS3=S4Þ; DA6ðS4=S5Þ and DA7ðS5=S0Þ which are the unknowns of the problem.
The vector x contains these 21 design variables:

x ¼ u1 v1 c1 u2 v2 c2 u3 v3 c3 u4 v4 c4 u5 v5 c5 u6 v6 c6 u7 v7 c7f gT

ð3Þ
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4 Method for Search the Equilibrium Position of Six-Bar
Mechanism

4.1 Optimization Method

From a mathematical point of view, the optimization problem consists of mini-
mizing the objective function Obj(x) subjected to constraints imposed by the
problem. It follows that the problem can be defined as:

Minimize ObjðxÞ ð4Þ

Subjected to the following optimization constraints:

giðxÞ� 0 i ¼ 1; . . .;m ð5Þ

hj xð Þ ¼ 0 j ¼ 1; . . .; n ð6Þ

gi(x) and hj(x) are respectively the constraints of inequality and equality equations
of the problem.

The purpose of this study is the computation of the equilibrium positions of
various elements in spatial mechanisms with parallel joints subjected to
mechanical loadings. The values of the design variables being initialized, the
initial values of the objective function and the constraints are calculated.

The resolution of this problem is considered here by using mathematical algo-
rithms and iterative methods which require the calculation of the derivative, or the
sensitivity, of the objective function and the constraints with respect to the design.
This stage of calculation is integrated into the optimization process. The imple-
mented optimization method is the sequential quadratic programming method [10].

The algorithm is based upon an iterative process in which, at each stage, the
design parameters take new values, allowing for the convergence towards
the optimal solution. In the case of non-convergence, new values are assigned to
the design variables and a new iteration is carried out. This process is repeated
until convergence is reached.

The design variables are limited by the geometry:

� Ji

2
� ui�

Ji

2
; ð7aÞ

� Ji

2
� vi�

Ji

2
; ð7bÞ

�1� ci�1; i ¼ 1; . . .; 7: ð7cÞ
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4.2 Objective Function

The objective function is the potential energy of the six-bar mechanism calculated
by means of a kinematically admissible field.

The potential energy V(x) of a body, resulting from a kinematically admissible
displacement-field is defined by Germain and Muller [11]:

VðC0Þ ¼WðC0Þ �
ZZZ

fk:U
0
k dv�

ZZ
Tk:U

0
k ds ð8Þ

Then, the objective function is given by:

ObjðxÞ ¼ �
X Fix

Fiy

Ciz

8<
:

9=
;

uBi2Si=S0

vBi2Si=S0

cBi2Si=S0

8<
:

9=
; ð9Þ

Bi is the application point of the mechanical load defined by Fix and Fiy along
the Xi and Yi axes and by the torque Ciz with respect to Zi axis. Components
uBi2Si=S0

vBi2Si=S0
and cBi2Si=S0

are respectively the X and Y displacements and the
rotation with respect to Z of Bi belonging Si in the global reference.

4.3 Inequality Constraints

In the local reference (Oi, Xi, Yi, Zi), the point Ai can move in the inner surface of

the circle with center Oi and radius Ji

2 :

0� u2
i þ v2

i �
Ji

2

ffi �2

i ¼ 1; . . .; 7ð Þ ð10Þ

Since the origins O3, O4 and O5 belong to the same solid S3, inequality con-
straints must be imposed. Indeed, the movements of A3 and A5 belonging to S3

with respect to S0 depends on the displacement of A4 belonging to S3 with respect

to S0. These are between � J4
2 and J4

2 .

� J4
2

� J4
2

( )
� uO32ðS3=S0Þ

vO32ðS3=S0Þ

� �
�

J4
2
J4
2

( )
ð11Þ

� J4
2

� J4
2

( )
� uO52ðS3=S0Þ

vO52ðS3=S0Þ

� �
�

J4
2
J4
2

( )
: ð12Þ
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4.4 Equality Constraints

Based on Fig. 2, relations between the different movements vectors, defined
before, are:

DA1ðS1=S0Þ þ DA2ðS2=S1Þ þ DA3ðS3=S2Þ � DA4ðS3=S0Þ ¼ ~0
n o

ð13Þ

DA7ðS5=S0Þ þ DA6ðS4=S5Þ þ DA5ðS3=S4Þ � DA4ðS3=S0Þ ¼ ~0
n o

ð14Þ

These relationships should be reduced to the same point. The development
gives six linear equations. In matrix form, we obtain:

1 0 0
0 1 0

YO1 � YO4 XO4 � XO1 1
1 0 0
0 1 0

YO2 � YO4 XO4 � XO2 1
1 0 0
0 1 0

YO3 � YO4 XO4 � XO3 1
�1 0 0
0 1 0
0 0 �1

2
6666666666666666664

3
7777777777777777775

T u1

v1

c1

u2

v2

c2

u3

v3

c3

u4

v4

c4

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>;

¼ ~0
n o

ð15Þ

and

�1 0 0
0 �1 0
0 0 �1
1 0 0
0 1 0

YO5 � YO4 XO4 � XO5 1
1 0 0
0 1 0

YO6 � YO4 XO4 � XO6 1
1 0 0
0 1 0

YO7 � YO4 XO4 � XO7 1

2
6666666666666666664

3
7777777777777777775

T u4

v4

c4

u5

v5

c5

u6

v6

c6

u7

v7

c7

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>;

¼ ~0
n o

: ð16Þ
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5 First Numerical Application

Consider the case where the geometry of the mechanism and the applied load are
symmetrical with respect the plan O4Y4Z4. The middle of two solids S1 and S2 are
subjected to identical negative forces F1x and F2x following the opposite direction
of the X axis. Two other forces F4x and F5x are applied in the middle of elements
S4 and S5 having the same modules of F1x and F2x but in the opposite direction.

The initial coordinates of joint centers are:

O1 ¼
�200 mm

�400 mm

� �
; O2 ¼

�300 mm

�200 mm

� �
; O3 ¼

�200 mm

0

� �
; O4 ¼

0

0

� �
;

O5 ¼
200 mm

0

� �
; O6 ¼

300 mm

�200 mm

� �
; O7 ¼

200 mm

�400 mm

� �
:

The clearances in the joints are identical:

J1 ¼ J2 ¼ J3 ¼ J4 ¼ J5 ¼ J6 ¼ J7 ¼ 0:2 mm

The proposed optimization algorithm requires an iterative calculation for the
convergence of the design variable x to the optimal solution. The final numerical
values are placed beside each joint origin. In this case, the equilibrium position of
the six-bar mechanism is (Fig. 3):

Since the studied mechanism has a symmetrical geometry and loading case with
respect to the plane O4Y4Z4, the displacements of A1, A2 and A3 are respectively
symmetrical with respect to the movement of A7, A6 and A5. In addition, we find
that the solid S3 has no displacement along the X-axis or rotation relative to the Z
axis.

Since u2
i þ v2

i ¼ Ji=2ð Þ2, all the points Ai lie on the circle representing the joints
clearances.

6 Second Numerical Application

In this section, another form of six-bar mechanism will be processed. The two
elements S1 and S5 are vertical while the other elements S2, S3 and S4 are hori-
zontal. The clearance joint of L1 is equal to the sum of the clearances in the joints
L2 and L3 (J1 = J2 ? J3). In the same way, the clearance J7 is the sum of J5 and J6.

A horizontal force is applied to the middle of the bar S1 in the negative
direction of the X axis while the middle of bar S5 is loaded by another force having
the same modulus of the first but in opposite direction.
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Fig. 3 Equilibrium position of six-bar mechanism after loading in the first numerical application

Fig. 4 Displacements of the links after loading in the second numerical application
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The initial coordinates of the joint centers are:

O1 ¼
�200 mm

�400 mm

� �
; O2 ¼

�200 mm

0

� �
; O3 ¼

�100 mm

0

� �
; O4 ¼

0

0

� �
;

O5 ¼
100 mm

0

� �
; O6 ¼

200 mm

0

� �
; O7 ¼

200 mm

�400 mm

� �
:

The clearances of the joints L2, L3, L4, L5 and L6 are identical
(J2 = J3 = J4 = J5 = J6 = 0.2 mm) while others are: J1 = J7 = 0.4 mm (Fig. 4).

The results show that there is no movement of point A4. For the elements S1, S2,
S3, S5 and S6, there is no rotation movement relative to the Z. This is normal because
J1 = J2 ? J3 and J7 = J5 ? J6 but these elements move only along the X axis.

7 Conclusion

To provide accurate relative movement and to minimize geometrical errors in a
mechanism, it is essential to control the clearance in joints between parts. The
purpose of this study is to propose an analytical method for determining the static
equilibrium positions of the various components of six-bar mechanisms with
complex chain and subjected to mechanical loads. The study takes into account the
presence of the joint clearance in the mechanism. The method is based on the
minimization of potential energy, taking into account the constraints imposed by
the geometry of the joints. The results show the effectiveness of the method.

Acknowledgment This work was carried out under the support of the research program of
Lebanese University

References

1. A. Potiron, P. Dal Santo, M. Younes, Étude bidimensionnelle du positionnement relatif des
éléments de mécanismes avec jeu dans les liaisons par une méthode d’optimisation.
Mécanique Ind. 4, 229–238 (2003)

2. H. Funabashi, K. Ogawa, M. Horie, A dynamic analysis of mechanisms with clearance. Bull
JSME 21(161), 1652–1659 (1978)

3. M. Giordano, collective, Modèle de détermination des tolérances géométriques, in
Conception de produits mécaniques, chapter 13, ed. by M. Tollenaere (HERMES, Paris,
1998)

4. J. Gao, K.W. Chase, S.P. Magleby, General 3-D tolerance analysis of mechanical assemblies
with small kinematic adjustments. IIE Trans. 30, 367–377 (1998)

5. K.W. Chase, J. Gao, S.P. Magleby, General 2-D tolerance analysis of mechanical assemblies
with small kinematic adjustments. J. Des. Manuf. 5, 263–274 (1995)

6. K.W. Chase, A.R. Parkinson, A survey of research in the application of tolerance analysis to
the design of mechanical assemblies. Res. Eng. Des. 3, 23–37 (1991)

Relative Position Computation of Links in Planar Six-Bar Mechanisms 139



7. S. Erkaya, I. Uzmay, Investigation on effect of joint clearance on dynamics of four-bar
mechanism. Nonlinear Dyn. 58(1–2), 179–198 (2009)

8. J.-F. Hsieh, Numerical analysis of displacements in spatial mechanisms with spherical joints
utilizing an extended D-H notation. Trans. Can. Soc. Mech. Eng. 34(3–4), 417–431 (2010)

9. M. Younes, A. Potiron, in Influence of Clearance Joints on the Elements Position of Planar
Six-Bar Mechanisms with Complex Chain. Lecture notes in Engineering and Computer
Science: Proceeding of The World Congress on Engineering (WCE 2013), London, UK, 3–5
July 2013, pp. 1899–1903

10. G.N. Vanderplaats, Numerical optimization techniques for engineering design with
applications (Mc Graw-Hill Book Company, New York, 1984)

11. P. Germain, P. Muller, in Introduction à la mécanique des milieux continus (Masson, Paris,
1980)

140 M. Younes and A. Potiron



Flutter Analysis of an Aerofoil Using
State-Space Unsteady Aerodynamic
Modeling

Riccy Kurniawan

Abstract This paper deals with the problem of the aeroelastic stability of a typical
airfoil section with two-degree of freedom induced by the unsteady aerodynamic
loads. A method is presented to model the unsteady lift and pitching moment
acting on a two-dimensional typical aerofoil section, operating under attached flow
conditions in an incompressible flow. Starting from suitable generalisations and
approximations to aerodynamic indicial functions, the unsteady loads due to an
arbitrary forcing are represented in a state-space form. From the resulting equa-
tions of motion, the flutter speed is computed through stability analysis of a linear
state-space system.

Keywords Aeroelasticity � Aerodynamics � Aerofoil � Dynamics � Flutter �
Incompressible � Modeling � Stability � State-space � Unsteady

1 Introduction

Aeroelasticity is the complex interaction among aerodynamic, elastic and inertia
forces acting on a structure. Structures subject to an air-flow are not entirely rigid,
so they deflect under aerodynamic forces. Meanwhile, the aerodynamic forces
depend on structural deformation, so a coupled problem arises, the equations of
motion for both the structure and fluid must be solved simultaneously.

Flutter is the dynamic aeroelasticity phenomenon whereby the inertia forces can
modify the behavior of a flexible system so that energy is extracted from the
incoming flow. The flutter or critical speed VF is defined as the lowest air speed at
which a given structure would exhibit sustained, simple harmonic oscillations.
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VF represents the neutral stability boundary: oscillations are stable at speeds below
it, but they become divergent above it.

The aeroelastic analysis and hence the flutter computation heavily relies on an
accurate description of the unsteady aerodynamics. Unsteady flow arises for three
reasons: the body is in unsteady motion (vibrating aerofoil), the incident flow
contains unsteady disturbances (gust and turbulence), and the body wake in
unsteady (von Karman vortex street, for instance). The main feature of wakes is
that they contain shear layers. These shear layers are usually unstable causing them
to roll up into concentrated vortices and tending to imprint dominant frequencies
of unsteady motion into the flow.

Theodorsen [1] obtained closed-form solution to the problem of an unsteady
aerodynamic load on an oscillating aerofoil. This approach assumed the harmonic
oscillations in inviscid and incompressible flow subject to small disturbances.
Wagner [2] obtained a solution for the so-called indicial lift on a thin-aerofoil
undergoing a transient step change in angle of attack in an incompressible flow.
The indicial lift response makes a useful starting point for the development of a
general time domain unsteady aerodynamics theory. A practical way to tackle the
indicial response method is through a state-space formulation in the time domain,
as proposed, for instance by Leishman and Nguyen [3].

The main objective of this chapter is to investigate the flutter analysis of a typical
aerofoil section with two-degree of freedom induced by the unsteady aerodynamic
loads defined by the Leishman’s state-space model. This paper will discuss
extended the state-space unsteady aerodynamics modeling on flutter analysis in [4].

2 Aeroelastic Model Formulation

The mechanical model under investigation is a two-dimensional typical aerofoil
section in a horizontal flow of undisturbed speed V, as shown in Fig. 1. Its motion
is defined by two independent degrees of freedom, which are selected to be the
vertical displacement (plunge), h, positive down, and the rotation (pitch), a. The
structural behaviour is modeled by means of linear bending and torsional springs,
which are attached at the elastic axis of the typical aerofoil section. The springs in
the typical aerofoil section can be seen as the restoring forces that the rest of the
structure applies on the section.

The equations of motion for the typical aerofoil section have been derived in
many textbooks of aeroelasticity, and can be expressed in non-dimensional form as

r2
a€aþ xa

b
h
::
þx2

ar2
aa ¼ 2

j
p

V

b

ffi �2

CMðtÞ ð1Þ

xa€aþ 1
b

h
::
þx2

h

b
h ¼ j

p
V

b

ffi �2

CLðtÞ ð2Þ
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where CM(t) and CL(t) denote the coefficients of the aerodynamic forces corre-
sponding to pitching moment and lift, respectively. For a general motion, where an
aerofoil of chord c ¼ 2b is undergoing a combination of pitching and plunging
motion in a flow of steady velocity V, Theodorsen [1] obtained the aerodynamic
coefficients

CMðtÞ ¼ �
p

2V2

1
8
þ a2

ffi �
€a� ab h

::
� �

þ p aþ 1
2

ffi �
CðkÞaqs

� p
2V2

V
1
2
� a

ffi �
_a

� � ð3Þ

CLðtÞ ¼
pb

V2
V _aþ h

::
�ba€a

� �
þ 2pCðkÞaqs ð4Þ

The first term in (3) and (4) is the non-circulatory or apparent mass part, which
results from the flow acceleration effect. The second group of terms is the circu-
latory components arising from the creation of circulation about the aerofoil.
Theodorsen’s function CðkÞ ¼ FðkÞ þ iGðkÞ is a complex-valued transfer function
which depends on the reduced frequency k, where

k ¼ xb

V
ð5Þ

Theodorsen’s function C(k) is expressed in terms of Hankel functions, H, with the
reduced frequency k as the argument, where

CðkÞ ¼ FðkÞ þ iGðkÞ ¼ Hð2Þ1 ðkÞ
Hð2Þ1 ðkÞ þ iHð2Þ0 k

ð6Þ

The Hankel function is defined as Hð2ÞV ¼ JV � iYV with JV and YV being Bessel
functions of the first and second kind, respectively. Implicitly recognizing that
each Bessel function has an argument k, then the real or in-phase (<) part and
imaginary or out-of-phase (=) can be written as

Fig. 1 A typical aerofoil
section with two degrees of
freedom
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<CðkÞ ¼ F ¼ J1ðJ1 þ Y0Þ þ Y1ðY1 � J0Þ
ðJ1 þ Y0Þ2 þ ðJ0 � Y1Þ2

ð7Þ

and

=CðkÞ ¼ G ¼ � Y1Y0 þ J1J0

ðJ1 þ Y0Þ2 þ ðJ0 � Y1Þ2
ð8Þ

The amplitude and phase of Theodorsen’s function are given by

CðkÞj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2 þ G2

p
and / ¼ tan�1 G

F

ffi �
ð9Þ

aqs represents a quasi-steady aerofoil angle of attack, i.e.

aqs ¼
_h

V
þ aþ b

1
2
� a

ffi �
_a
V

ð10Þ

Theodorsen’s theory is formulated in the frequency domain, as a function of the
parameter k, which is implicit in the solution since it depends on the frequency of
oscillation. However, a theory formulated in the time domain is more generally
applicable. For incompressible flow, Wagner [2] obtained a solution for the
indicial lift on a thin aerofoil undergoing a step change in angle of attack.

The indicial response method is the response of the aerodynamic flowfield to a
step change in a set of defined boundary conditions such as a step change in
aerofoil angle of attack, in pitch rate about some axis, or in a control surface
deflection (such as a tab of flap). If the indicial aerodynamic responses can be
determined, then the unsteady aerodynamic loads due to arbitrary changes in angle
of attack can be obtained through the superposition of indicial aerodynamic
responses using the Duhamel’s integral.

Assuming two-dimensional incompressible potential flow over a thin aerofoil,
the circulatory terms in (3) and (4) can be written as

CðkÞaqs ¼ aqsð0ÞuwðsÞ þ
Zs

0

daqs

dt
uwðs� tÞdt ð11Þ

where s is the non-dimensional time, given by

s ¼ 1
b

Z t

0

V dt ð12Þ

which represents the relative distance traveled by the aerofoil through the flow in
terms of semi-chords during a time interval t.

Wagner’s function, which accounts for the influence of the shed wake, as does
Theodorsen’s function. In fact, both Wagner’s and Theodorsen’s function
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represents a Fourier transform pair. Wagner’s function is known exactly in terms
of Bessel functions (see [2] for details), but for practical implementation it is
useful to represent it approximately. One of the most useful expressions is an
exponential of the form

uwðsÞ � 1� A1e�b1s � A2e�b2s ð13Þ

One exponential approximation is given by Jones [5] as

uwðsÞ � 1:0� 0:165e�0:0455s � 0:335e�0:3s ð14Þ

One of the most fundamental concepts associated with the description of any
dynamic system, aerodynamic or otherwise, is the state of the system. The state
describes the internal behavior of that system and simply the information required
at a given instant in time to allow the determination of the outputs from the system
given future inputs. The state-space formulation of an nth-order ODEs system with
m inputs and p outputs is of the form

x
: ¼ Ax þ Bu ð15Þ

with the output equations

_y ¼ Cx þ Du ð16Þ

where x = xi, i = 1, 2,…,n are the states of the system. The inputs are denoted by
u = ui, i = 1, 2,…,m and the outputs are denoted by y = yi, i = 1, 2,…,p. The
state-space constant matrices A, B, C, and D can be found from the transfer
function using a method described by Franklin et al. [6].

The state-space equations describing the behavior of a 2-D unsteady aerofoil
can be obtained through application of Laplace transform methods to the indicial
response. Consider the indicial response, u, which is to be approximated by the
exponential function given previously by Eq. (13). This function can be written in
the time domain as

uðtÞ ¼ 1:0� A1e�b1
2V
cð Þt � A2e�b2

2V
cð Þt ð17Þ

Initially, let (0) = 0 = 1 - A1 - A2. Then the corresponding impulse response,
h(t), is given by

hðtÞ ¼ A1b1
2V

c

ffi �
e�b1

2V
cð Þt þ A2b2

2V

c

ffi �
e�b2

2V
cð Þt ð18Þ

The Laplace transform of the impulse response is

L½hðtÞ� ¼ A1b1
2V
cð Þ

pþ b1
2V
cð Þ
þ A2b2

2V
cð Þ

pþ b2
2V
cð Þ

ð19Þ
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which can be arranged to yield the transfer functions as the Padé approximant

L½hðtÞ� ¼ A1b1 þ A2b2ð Þ 2V
cð Þpþ A1 þ A2ð Þ b1b2ð Þ 2V

cð Þ
2

p2 þ b1 þ b2ð Þ 2V
cð Þpþ b1b2ð Þ 2V

cð Þ
2 ð20Þ

From this transfer function, the response to an input aqs can be directly written in
state-space form as

_z1

_z2

� �
¼

0 1

�b1b2
V

b

ffi �2

�ðb1 þ b2Þ
V

b

2
4

3
5 z1

z2

� �
þ 0

1

� �
aqs ð21Þ

with the outputs

CðkÞaqs ¼ b1b2
2

V

b

ffi �2

ðA1b1 þ A2b2Þ
V

b

ffi �� �
z1

z2

� �
þ 1

2
aqs ð22Þ

The main benefit of the state-space formulation is that the equations can be
appended to the equations of motion directly, very useful in aeroservoelastic
analysis. Furthermore, it permits the straightforward addition of more features to
the model, such as gust response and compressibility.

The indicial approach and the state-space formulation lead to a dynamic matrix
that governs the behaviour of the system and enables future prediction. The
analysis of flutter in this case is straightforward and it can be performed in the
frequency domain, since the eigenvalues of the dynamic matrix directly determine
the stability of the system. If, for a given velocity, any of the eigenvalues has a
zero real part, the system is neutrally stable, i.e., it defines the flutter onset.

3 Results and Discussion

In this section, the stability analysis of the state-space aeroelastic equation is
presented. The results have been validated against published results. Theodorsen
and Garrick [7] presented a graphical solution of the flutter speed of the two-
dimensional aerofoil for the flexture-torsion case. In order to validate the present
model, a flutter speed computation is performed with varying combinations of
aeroelastic parameters, as used by Theodorsen and Garrick, as shown in Table 1.

Figure 2 shows the comparison of the flutter margin from Theodorsen and
Garrick’s work with the present computation. In the graph, non-dimensional flutter
speed VF* is presented as a function of the frequency ratio xh=xa. As can be seen,
the present method provides a good agreement with the published figures only for
low frequency ratios. In fact, as the ratio approaches unit value, the actual curve
drifts to generally lower speeds.
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This discrepancy is probably due to numerical inaccuracies in the curves pre-
sented in the original work. Zeiler [8] found a number of erroneous plots in the
reports of Theodorsen and Garrick and provided a few corrected plots. In order to

Table 1 Aeroelastic
parameters for the validation

Case xa j a r2
a

a 0.2 1/3 -0.4 0.25
b 0.2 1/4 -0.2 0.25
c 0 1/5 -0.3 0.25
d 0.1 1/10 -0.4 0.25

(a)
(b)

(c)

(d)

Fig. 2 Comparison of flutter
boundaries from Theodorsen
and Garrick [7] with present
computations

(a)

(b)(c)

(d)

Fig. 3 Comparisons of flutter
boundaries from Zeiler [8]
and Theodorsen and Garrick
[7] with present
computations. The parameters
used are a = -0.3, j = 0.05,
ra

2 = 0.25, b = 0.3.
(a) xa = 0, (b) xa = 0.05,
(c) xa = 0.1, and (d) xa = 0.2
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verify the validity of Zeiler’s statement, the numerical computation of the flutter
speed is conducted using the aeroelastic parameters used by Zeiler.

Figure 3 shows some of the results obtained by Zeiler, compared to the figures
obtained by Theodorsen and Garrick and those obtained using the present state-
space method. As can be observed, the agreement with Zeiler is very good,
whereas Theodorsen and Garrick’s results deviate considerably. This confirms the
validity of Zeiler’s statement and provides evidence of the validity of the results
obtained here.

4 Conclusion

A model to determine the flutter onset of a two-dimensional typical aerofoil
section has been implemented and then validated. A traditional aerodynamic
analysis, based on Theodorsen’s theory and Leishman’s state-space model was
used. The validation was performed by solving Theodorsen and Garrick’s problem
for the flexture-torsion flutter of a two-dimensional typical aerofoil section. The
stability curves obtained are in close agreement with the results reported by more
recent solutions of the same problem, whereas the original figures from
Theodorsen and Garrick are found to be biased, as was previously reported by
Zeiler.
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WRS-BTU Seismic Isolator Performances

Renato Brancati, Giandomenico Di Massa, Stefano Pagano,
Ernesto Rocca and Salvatore Strano

Abstract This paper describes an experimental investigation conducted on
WRS-BTU seismic isolators that are constituted by a wire rope spring coupled
with a ball transfer unit. The device can be considered rigid along the vertical
direction while the horizontal stiffness can be independently chosen to shift the
natural period away from the period range having the most of earthquake energy.
Two kinds of tests were carried out: the first ones regard the isolator character-
ization; then, to evaluate the isolation efficiency, a small laboratory structure was
equipped with four isolators and several tests on a shake-table were performed.
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1 Introduction

A new type of seismic isolator was developed and realized at the Department of
Industrial Engineering (DII) of the University of Naples Federico II; it is consti-
tuted (Fig. 1) by the coupling of a ball transfer unit (BTU) with a wire rope spring
(WRS).

BTU is an omni-directional load-bearing spherical balls mounted inside a
restraining fixture, having the task to bear the structure weight with a neglecting
vertical deformation (Fig. 2); it allows the structure to translate along any hori-
zontal direction with low friction.

The isolator restoring force is provided by a wire rope spring (WRS) constituted
by several ropes connecting the two plates of the device.

WRSs are widely adopted in industrial field as they are particularly effective in
vibration isolation and energy absorption. In fact they dissipate energy through
friction forces acting among the wires of each rope due to their relative movement;
the produced thermal energy is easily exchanged with the environment thanks to
favourable heat exchange surface of the ropes.

Compared with the best known elastomeric seismic isolators, WRSs have a
longer service life since they are not very sensitive to temperature changes and
resists aggressive environments caused by the presence of ozone, oil, grease and
salt spray.

The most common WRS are helical type (Fig. 3a) or circular type (Fig. 3b).
These springs are sometimes called ‘‘cable isolators’’ even if the term cable
generally refers to a flexible tension member (rope) which, in addition to a strength
member, includes power and/or signal conductors within its structure.

The WRS-BTU isolator can be obtained by coupling the two main component,
not necessarily integrated into a unique support; the two main component can be
chosen in function of the vertical load acting on the BTU and of the WRS hori-
zontal stiffness required to shift the natural period away from the period range
having the most of earthquake energy; the choices are facilitated by the numerous

Fig. 1 WRS-BTU isolator
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technical catalogues available on the web and no additional costs are required for
the devices characterization.

The WRS-BTU prototype [1, 2], developed at the DII, adopts a simple WRS
characterized by the possibility to easily change the rope length or the ropes with
others having different diameter or different rope configuration.

WRSs provide a restoring force due to the deflection of the ropes; if the upper
plate is in the centred position the ropes, are stressed by bending moment due to
the curvature imposed during isolator assembly (Fig. 4a).

With reference to Fig. 4b, it can be noted that an upper plate displacement
along the x direction, induces:

Fig. 2 Ball transfer unit
(BTU) scheme

Fig. 3 Commercial wire
rope springs: a helical type;
b polygonal type

x-ropey-rope

BTU

BTU

x-ropey-rope

x

(a)

(b)

Fig. 4 Isolator
configurations: a equilibrium
configuration; b deformed
configuration
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• torque and bending in the y-ropes;
• a change of the curvature of the x-ropes that induces an increase or a decrease of

the bending moment depending on the length of the rope.

While the additional deflection of y-ropes induces a positive restoring force, the
change of the bending moment in x-ropes can even determine a set of forces that
take away the plate from the central position if the ropes are long enough (negative
stiffness). Shortening the ropes the bending stiffness becomes positive and all the
ropes (x and y) contribute to re-centre the upper plate.

The BTU, is mounted in ball-up configuration, i.e. with the main ball in contact
with the intrados of the upper plate so that dust or debris cannot settle on the
rolling surface and cannot affect the regular rolling of the ball.

The isolator is characterized by a hysteretic non-linear behaviour; a specific
hysteresis model, able to describe its behaviour, is reported in [3].

The present paper describes some tests conducted at the DII; the first set of test
regards the isolators characterization and hence the force-displacement diagram
obtained superimposing and a periodic relative horizontal displacement with a
constant vertical load and the friction force exerted by the BTU.

To verify the insulation efficiency, a light structure was realized and was
insulated by means of four WRS-BTU isolators. The experimental tests were
conducted by fixing the structure on the moving platform of the shake-table
developed at the DII; it is driven by a servo-hydraulic actuator able to simulate a
wide range of simulated ground motions including the reproductions of recorded
earthquakes time-histories.

2 BTU Friction

The isolator is constituted by 8 ropes, each having a length of 90 mm and a
diameter of 5 mm.

To characterize the BTU friction coefficient, some tests were performed on a bi-
axial press (Fig. 5). The apparatus consists of a 800 kN hydraulic press equipped
with a slide that can translate on two linear duct trolleys and rails in a horizontal
direction. A mechanical actuator moves the slide with a harmonic motion of
assigned amplitude and frequency. The instrumentation enables the slide position
and the force transmitted by the actuator to be detected.

The tests were conducted by fixing the isolator lower plate onto the horizontal
slide and the upper one to a vertical slide onto which the vertical load is applied;
the slide was driven to perform a horizontal harmonic movement with an ampli-
tude of 20 mm (i.e. a stroke of 40 mm) and a frequency of 0.05 Hz.

To characterize the BTU rolling resistance, the isolator without wire ropes was
fixed onto the bi-axial press and by superimposing the above defined harmonic
motion, the horizontal force was detected; the contribution exerted by the BTU
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was obtained subtracting the slide friction force previously determined detecting
the force required to move the slide with different masses fixed on the slide.

The tests, conducted for two different levels of rolling surface mechanical
finishing, are reported in Fig. 6; the upper curve regards the ‘‘rough’’ rolling
surface (without surface finishing) whereas the lower one was obtained finishing
the rolling surface (Ra roughness equal to about 1.5).

3 Shear Tests on the WRS-BTU Isolator

The shear tests were performed using the isolator testing machine (BPI) available
at the DII laboratory (Fig. 7). The BPI mainly consists of a movable horizontal
platform driven by a hydraulic actuator that allows to impose periodic shear
deformations to the device under test, simultaneously loaded with a constant
vertical compression [4].

The platform motion is constrained to a single horizontal axis by means of
recirculating ball-bearing linear guides.

The removal of the reaction structures (Fig. 7) allows the testing machine to be
used as a shake-table able to verify the seismic performances of isolated structures [5].

Fig. 5 Isolator on the bi-
axial press for the BTU
friction coefficient evaluation
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Fig. 6 Friction test results

WRS-BTU Seismic Isolator Performances 153



Since the BPI was designed to characterize more rigid isolators [6], the sen-
sitivity of the load cell and the friction forces of the platform linear guides do not
allow to make accurate investigation for the isolator described in the present paper.
For this reason a suitable device was realized (Figs. 8, 9) constituted by a slide
horizontally connected to the BPI platform by means of a load cell and vertically
supported by four BTUs; the slide is laterally guided by two couples of rolling
bearing.

When BPI platform moves, the isolator restoring force can be obtained by the
load cell signals, subtracting the platform inertia force and the friction force
exerted by the four supporting BTUs.

The inertia force is given by the measurement of the platform horizontal
acceleration and the by its mass.

Figures 10, 11 and 12 show the results of some tests carried out by imposing
sinusoidal shear deformation for different values of frequency (f) and amplitude
(A). Moreover, the tests were conducted with and without the BTU contact in order
to appreciate its effect on the restoring force.

Figure 10 shows two hysteresis cycles obtained without BTU contact for two
different platform motion amplitude and with the same frequency.

Fig. 7 Isolator testing
machine (BPI)

Fig. 8 Slide on the BPI
platform
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The results reported in Fig. 11 show the influence of the excitation frequency
on the restoring force. Also in this case the cycles were obtained without the BTU
contact.

To highlight the influence of the BTU contact, Fig. 12 compares two cycles
obtained with and without the BTU contact; the two tests were performed keeping
constant the vertical distance between the isolator plates and so with the same rope
deformations. In the BTU contact case, a vertical load of 1,220 N was applied on
the isolator (smaller than the maximum allowed, equal to 1,400 N).

Fig. 9 Scheme of the system adopted to measure the isolator restoring force

Fig. 10 Hysteresis cycles,
f = 0.5 Hz, A = 0.02 m
(dashed line), A = 0.04 m
(solid line), without BTU
contact
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The detected cycles show that the device has a hardening behaviour and the
hysteresis cycle area increases with the forcing frequency.

To study the isolator dynamic properties, the nonlinear energy dissipation
represented by the preview hysteresis cycles was approximated with the one
corresponding to an equivalent linear spring-damper system [7].

In Table 1 the main results of the sinusoidal shear tests in terms of the
equivalent shear stiffness keq, the equivalent damping coefficient req and the
equivalent damping ratio neq, are summarized.

The equivalent shear stiffness was obtained considering the following relation:

keq ¼
Fmax � Fmin

dmax � dmin

ð1Þ

where Fmax and Fmin are the maximum and minimum values of horizontal force,
dmax and dmin are the horizontal displacement corresponding to Fmax and Fmin. The
equivalent damping coefficient was determined by means of the equation:

req ¼
2DW

p2f ðdmax � dminÞ2
; ð2Þ

Fig. 11 Hysteresis cycles,
A = 0.04 m, f = 0.1 Hz
(dashed line), f = 1 Hz (solid
line), without BTU contact

Fig. 12 Hysteresis cycles,
A = 0.03 m, f = 0.1 Hz,
without BTU contact (dashed
line), with BTU contact (solid
line)
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where DW is the area enclosed by one hysteresis cycle. The equivalent damping
ratio is given by:

neq ¼
2DW

p keqðdmax � dminÞ2
: ð3Þ

The results reported in Table 1, concerning the BTU without contact, clearly
show the increasing of keq with the increasing of the shear deformation amplitude
A; moreover, keq decreases with the increasing of the forcing frequency f. The
equivalent damping coefficient req decreases with the increasing of f. Another
observation is that req changes with respect to A, while in the case f = 1 Hz, its
value seems to be almost constant. The results also show that the parameter neq

increases with the increasing of f and decreases with the increase of A.
In the case of BTU contact, it is possible to note only a slight variation of keq,

while the results clearly highlight the increasing of req and neq. The effect of the
BTU contact on the isolator dissipated energy, represented by the hysteresis cycle,
is more relevant for small frequency values.

4 Shake-Table Tests of a Structure with WRS-BTU
Isolators

WRS-BTU isolators were adopted to insulate a laboratory cabinet (Figs. 13, 14)
constituted of a rigid steel frame (0.60 9 0.70 9 1.20 m) on which may be fixed
additional masses to modify the inertial properties.

In Fig. 13 it is possible to note that the shaking table tests were performed with
the BPI used as a shake-table.

Table 1 Results of the shear tests

Frequency
(f) (Hz)

Amplitude
(A) (m)

BTU
contact

Equivalent shear
stiffness (keq)
(N m-1)

Equivalent damping
coefficient (req)
(N s m-1)

Equivalent
damping ratio
(neq) (–)

0.1 0.02 No 1,443 584 0.13
0.1 0.03 No 1,841 505 0.09
0.1 0.03 Yes 1,880 913 0.15
0.1 0.04 No 2,416 519 0.06
0.5 0.02 No 1,209 166 0.21
0.5 0.03 No 1,563 142 0.14
0.5 0.03 Yes 1,736 213 0.19
0.5 0.04 No 2,323 152 0.10
1 0.02 No 1,148 142 0.39
1 0.03 No 1,416 142 0.31
1 0.03 Yes 1,482 177 0.37
1 0.04 No 1,884 138 0.23
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The tests were conducted with the cabinet overall mass of 165 kg. The addi-
tional masses were arranged in the lower part of the cabinet to avoid the cabinet
overturning.

The performance of the isolated cabinet was evaluated by means of the
acceleration response of the isolated structure and its relationship with the ground
acceleration.

Harmonic and sweep excitations were used to investigate the dynamic char-
acteristics of the isolated cabinet; furthermore, an earthquake record was used to
evaluate the seismic behaviour of the cabinet in presence of a realistic seismic
excitation [8].

4.1 Harmonic Type Excitations

This kind of tests were conducted for two different amplitude values (0.005 and
0.010 m) and adopting a forcing frequency in the 0.5–5.0 Hz range; the acceler-
ations of the platform and of the cabinet were detected and the two time histories
were compared.

For each test, a frequency analysis of the two time histories (platform and
cabinet accelerations) was performed and the amplitudes of the components,
synchronous with that one imposed to the platform, were compared; their ratio,

Fig. 13 Cabinet on the
shake-table

Fig. 14 Additional masses
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reported as function of the forcing frequency (Fig. 15), shows that the cabinet
acceleration is amplified in the neighbourhood of 1 Hz and that the system is
isolated for forcing frequencies greater than about 1.5 Hz.

An approximation of the isolated cabinet natural frequency can be easily
obtained considering an equivalent linear mass-spring-damper system [9]; hence,
the cabinet was modelled as a single degree of freedom system with four linear
spring-damper devices.

Since the shear tests have shown that it is not possible to find constant values of
stiffness and damping for the considered system, the isolator equivalent shear
stiffness keq, adopted in the natural frequency calculation, was chosen equal to the
mean of the 12 values reported in Table 1, so that:

fn ¼
1

2p

ffiffiffiffiffiffiffiffi
4keq

m

r
¼ 1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � 1695

165

r
¼ 1:02 Hz ð4Þ

where m is the cabinet mass.
The value obtained in (4) is in agreement with the experimental results reported

in Fig. 15.
The dependence of the dynamic response of the isolated cabinet on the intensity

of the ground motion highlights the nonlinear property of the WRS-BTU isolator.
It must be noted that the system under test is characterized by two vertical planes

of symmetry and that the cabinet center of mass lies on the same vertical axis of the
isolators stiffness center; therefore the three cabinet planar modes are uncoupled
and the platform motion along the x (longitudinal) direction does not excite cabinet
yaw rotation whose natural frequency can be estimated considering that the
structure mass moment of inertia, with respect to its vertical symmetry axis, is equal
to about 35 kgm2 and that the yaw stiffness, provided by the isolators, is equal to:

kw ¼ 4 keqb2 ¼ 1,186 Nm=rad ð5Þ

Fig. 15 Acceleration ratio
versus forcing frequency
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being b the distance between each isolators and the vertical symmetry axis. The
yaw natural frequency is therefore:

fw ¼
1

2p

ffiffiffiffiffi
kw

I

r
¼ 0:92 Hz ð6Þ

Finally it can be notated that each isolator realizes an unilateral vertical con-
strain for the cabinet as it is unable to exert a downward reaction, until the ropes
are not strained; for this reason the acceleration must not exceed the maximum
value amax for which a couple of devices exert null vertical reaction (Fig. 16).
From a simple equilibrium condition it follows:

amax ¼
g

2
p

h
ð7Þ

being p the distance between the BTUs along the motion direction and h the heigh
of the center of mass.

The minimum cabinet p/h ratio is equal to 1.8 and therefore: amax = 0.9g, that
is greater than the maximum seismic acceleration (0.5g is a very high level seismic
acceleration).

4.2 Sweep Responses

Driving the platform with a frequency sweep motion characterized by a constant
amplitude equal to 5 mm and a frequency increasing with a rate of 0.01 Hz/s until
3 Hz both, platform and cabinet accelerations have been detected; reporting in the

Fig. 16 BTU vertical reactions
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same diagram the corresponding frequency spectrum curves, it can be noted that
while the acceleration platform amplitude grows with parabolic trend the cabinet
acceleration achieves a peak in correspondence of a frequency value slightly
greater than the horizontal natural frequency for which the cabinet acceleration
exceeds the platform one; for excitation frequencies higher than 1.5 Hz the iso-
lation system reduces the amount of acceleration transmitted to the cabinet.

Figure 17 shows that the cabinet acceleration is limited in all the tested fre-
quency range.

4.3 Earthquake Responses

Figure 18 shows the cabinet and the platform acceleration for an earthquake
ground excitation (Friuli, Italy 1976). In this case, the cabinet overall mass was
chosen equal to 185 kg.

Fig. 17 Acceleration
frequency spectrum for the
sweep motion

Fig. 18 Comparison
between the ground and the
cabinet acceleration
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The isolation system reduces the acceleration transmitted to the cabinet by 52 %
over the ground acceleration.

5 Conclusion

An experimental investigation of the performances of a WRS-BTU seismic iso-
lator was presented. The proposed isolator is cheap and easy to realize by coupling
a BTU with WRS springs; both the components are of normal industrial produc-
tion and are already characterized by the manufacturers.

The tests on the WRS-BTU isolator were performed with a multi-purpose
machine able to execute both shear tests on seismic isolators and shake-table tests
on seismically isolated structures.

The results concerning the shear tests showed a nonlinear behaviour of the
device. Moreover, shake-table experiments conducted on a laboratory cabinet,
equipped with four WRS-BTU isolators, demonstrated their nonlinear dynamic
characteristic and, at the same time, highlighted their good seismic isolation
performance in terms of ground acceleration reduction.
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A CFD Study of a pMDI Plume Spray

Ricardo F. Oliveira, Ana C. Ferreira, Senhorinha F. Teixeira,
José C. Teixeira and Helena Cabral-Marques

Abstract Asthma is an inflammatory chronic disease characterized by airway
obstructions disorders. The treatment is usually done by inhalation therapy, in which
pressurized metered-dose inhalers (pMDIs) are preferred devices. The objective of
this paper is to characterize and simulate a pMDI spray plume by introducing realistic
factors through a computational fluid dynamics (CFD) study. Numerical simulations
were performed with Fluent� software, by using a three-dimensional ‘‘testbox’’ for
room environment representation. A salbutamol/HFA-134a formulation was used
for characterization, whose properties taken as input for the CFD simulations. Spray
droplets were considered to be composed by ethanol, salbutamol and HFA-134a.
Propellant evaporation was taken into consideration, as well as, drag coefficient
correction. Results showed an air temperature drop of 3.3 �C near the nozzle. Also,
an increase in air velocity of 3.27 m/s was noticed. The CFD results seem to be in
good agreement with Dunbar (1997) data on particle average velocity along the axial
distance from the nozzle.
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1 Introduction

The inhalation therapy is a cornerstone in the treatment of airway diseases. Asthma
is a chronic inflammatory disorder associated with airway hyper responsiveness,
which can be characterized by episodes of wheezing, breathing difficulties, chest
tightness and coughing [1]. More than 300 million worldwide are affected by this
disease which is responsible for the death of 220 thousand per year, growing at a
rate of 50 % per decade [2]. Anti-inflammatory and bronchodilator drugs are used
with the objective of reducing the inflammation of the pulmonary tissue, which
causes the diameter reduction of the bronchus [3].

Pressurized metered-dose inhalers (pMDIs) are one of the major aerosol-
generating devices used for aerosol delivery of bronchodilators in ambulatory
patients [4]. Drug dose effectiveness in inhaled delivery is difficult to measure due
to the fact that only a small fraction of the pMDI nominal dose reaches the lower
respiratory tract. The pMDI is a small, cost-effective and very portable device
containing between 100 and 400 doses. This device comprises a disposable can-
ister with a pressurized mixture of propellants, surfactants, preservatives, flavoring
agents and active drugs. This mixture is released from the canister through a
metering valve [4].

The particle size of the aerosol produced by a pMDI depends on the pressure of
the propellant mixture, ambient temperature, valve design, drug concentration and
actuator orifices. In fact, there is a relationship between the actuator nozzle
diameter and the particle size distribution, as well as, the ethanol concentration [5].

Moreover, the effectiveness of pMDIs is deeply associated with how the metering
valve delivers, in an accurately and reproducibly manner, a measured volume and
how it forms a propellant-tight seal for high pressure. According to Dhand [4], high-
vapor-pressure propellants produce finer aerosol sprays, whereas increasing the drug
concentration increases aerosol particle size. The actuator nozzle controls the
atomization process in order to guarantee the formation of a spray plume. The can-
ister, typically made of aluminum, holds a high internal pressure of 3–5 atm [6–8].

The application of computational fluid dynamics (CFD) in the design of aerosol
drug delivery technologies has been proved to be a valuable tool when inhaler
performance is investigated. The pMDI actuation is a complex phenomenon which
involves turbulent flow, multiple phases, heat and mass transfer between the
droplets and the environment. Several studies have been developed in order to
model, numerically, pharmaceutical aerosols as a multi-phase flow, in which
inhaled air is the continuous phase and the particles or droplets the discrete phase.

Dunbar et al. [9], performed a theoretical investigation of a pMDI spray by a
CFD study consisting on the construction of actuator flow from the metered
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chamber to the nozzle, which was based on a quasi-steady-state for flow analysis
during a single actuation. The objective was to examine droplet formation and its
trajectory during the inhaler actuation. The predicted results were validated against
experimental data obtained using Phase Doppler Particle Anemometry (PDPA).
Comparing the numerical results with the experimental data, it was observed that
at a distance of 25 mm from the spray orifice, the droplet velocity and size dis-
tributions are in agreement, although such correlation does not hold further
downstream [9].

Kleinstreuer et al. [10], experimentally validated a computational fluid-particle
dynamics model developed to simulate the airflow, droplet spray transport and
aerosol deposition in a pMDI considering several conditions, including different
nozzle diameters and the use of a spacer. Also, the properties of both chloro-
fluorocarbon (CFC) and hydrofluoroalkane-134a (HFA) were investigated. The
results indicated that the use of HFA, smaller valve orifices and the inclusion of
spacers yields the best performance in terms of droplets deposition. Smyth et al.
[11] also performed a spray pattern analysis for pMDIs, studying the influence of
orifice size, particle size, and droplet motion correlations.

Recently, Ruzycki et al. [12] presented a comprehensive review in the use of
CFD in inhaler design. The authors enlightened that the application of CFD
modeling techniques for pMDIs, nebulizers and DPIs improves the aerosol
transport and deposition understanding and, therefore, allows for an intuitive
optimization of inhaler technologies whereas saving time and resources.

Previous studies in the simulation of the pMDI spray plume were made by
the authors [13–16]. After an extensive review of the pMDI properties and char-
acteristics, a CFD simulation was made but considering the particles to be solid
(i.e. made of active pharmaceutical ingredient) [15].

This work aims to characterize and simulate a pMDI spray by means of a
commercial CFD software (i.e. Fluent� v14.0 from ANSYS�). A pMDI salbuta-
mol formulation was used for characterization. CFD simulations were performed
in a three-dimensional ‘‘testbox’’. Spray droplets were injected and tracked
accounting for propellant evaporation, aerodynamic size distribution, gravity,
Brownian motion, drag coefficient corrections, turbulence and energy exchange.
The input injection file was created using a Python language script.

2 Spray Characterization

2.1 Spray Dynamics

The spray dynamics can be effectively evaluated through images obtained by using
a high speed digital video camera. This technique is able to record up to 10,000
frames per second, which is very suitable for understanding and capturing details of
transient phenomena despite the difficulties related with the illumination required.
Specifically for the delivery of aerosol drugs, the potential of such technique is
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suitable due to the very nature of the spray exiting from a high pressure canister.
Nevertheless, the greatest advantage of this technique is its ability to capture the
transient nature of the aerosol formation over the delivery time.

Using a high-speed camera (FASTCAM-APX RS 250KC), a puff event from
the pMDI HFA-134a spray was recorded. Images were captured with an interval of
0.02 s (see Fig. 1). Those were taken at a rate of 6,000 frames per second,
allowing to confirm the duration of the spray (0.1 s) and to calculate the spray
angle (approximately 17�) by visual analysis.

2.2 Aerodynamic Size Distribution

Particle size distribution can be characterized either as Probability Density
Function (PDF) or as a Cumulative Distribution Function (CDF). A particle size
distribution is usually denoted by an independent variable, x, and two additional
adaptable parameters [17].

The spray particle/droplets have been described through different mathematical
distributions, being the Log-Normal, Rosin-Rammler and Nukiyama-Tanasawa the
most cited. Amongst these distributions, it is well accepted that the pharmaceutical

Fig. 1 High speed images of a puff taken from a salbutamol HFA-134a pMDI. These images
were treated with greyscale and inverted colors after application of a threshold filter for easier
visualization of the plume
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aerosols can be reasonably represented by the Log-Normal distribution fitting the
measured data to the CDF as shown by Eq. (1). The Log-Normal PDF (Eq. 2) was
derived from the normal distribution [17].

F x; l; rð Þ ¼ 1
2

erfc � ln x� l

r
ffiffiffi
2
p

� �
ð1Þ

f x; l; rð Þ ¼ 1

xr
ffiffiffiffiffiffi
2p
p e� ln x�lð Þ2=2r2 ð2Þ

where r is the geometric standard deviation (which shall be = 0), l represents the
mean diameter and erfc is the complementary error function. Using the laser
diffraction analysis technique (Malvern 2,600 particle sizer), a pMDI spray plume
of HFA-134a formulation of salbutamol was measured. Data were fitted to the
Log-Nornal CDF distribution model (1) using the least-squares method. Through
the calculation of the Pearson coefficient of determination (i.e. R2-squared value)
and its maximization (R2 = 0.993), the distribution parameters were obtained:
l = 2.55 and r = 0.634. Such values are in agreement with those usually reported
in the literature. The experimental results and its Log-Normal CDF curve are
shown in Fig. 2.

2.3 Axial Velocity

The velocity of the droplets decreases along the axial distance from the nozzle, due
to the momentum exchange with the air. As reported by Dunbar [18], using PDPA
measurements of a HFA-134a spray plume during an actuation, values were taken

Fig. 2 Graphical representation of the pMDI HFA-134a salbutamol experimental data and their
fitting for the log-normal CDF distribution. Measurements were obtained at 100 mm from the
laser beam
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at different distances from the nozzle of the actuator. Consistent with their mea-
surements, Dunbar concluded that a HFA propellant formulation produces a spray
with higher velocities than a CFC formulation. This feature is due to the higher
vapor pressure used in the HFA formulation. The plume behaves like a spray up to
a distance of 75 mm from the nozzle and as an aerosol downstream that distance,
where the droplet motion is being influenced by the gas [18].

2.4 Particle Shape and Size

Using an optical microscope (Leica DM2500 M) for the visual analysis of the
particle shape and size, a set of images were taken. After a single puff being
discharged against a glass plate, it was observed under the microscope at two
different magnifications (see Fig. 3). It is possible to observe that the particles
present a very irregular shape, although a limitation of the technique is the reduced
depth of field. Also, it can be noticed that some particles present a solid craggy
surface (i.e. salbutamol sulfate crystals) and others are encapsulated within a
smooth spherical droplet of propellant that did not evaporate.

3 Spray Simulation

The pMDI formulation mainly consists of salbutamol, which is the most frequently
prescribed short-acting b-agonist (SABA) [7, 19, 20].

This CFD study accounts for the temperature, velocity, turbulence, droplet
tracking and evaporation of its propellant, as well as, its concentration in the air.

Fig. 3 pMDI spray particles and droplets observed through the optical microscope at two
different magnifications
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3.1 Spray Injection Properties

The most important characteristics of the pMDI spray for the simulation are: spray
cone angle (see Sect. 2.1); initial velocity (considered 100 m/s [8, 21]); aerody-
namic size distribution; components present in the formulation; nozzle diameter
(i.e. 0.25 mm [8, 10, 11, 21]); temperature (i.e. 215 K [22]); and mass flow rate.
The aerodynamic size distribution parameters, discussed above in Sect. 2.2, used
to configure the injection input file ranged from 1.22 to 49.5 lm, distributed along
80 intervals. From the knowledge of the drug dose delivered per puff labeled
by the manufacturer (i.e. 100 lg) and the puff duration discussed in Sect. 2.1
(i.e. 0.1 s), a spray mass flow rate of 1.0E-6 kg/s was estimated.

For the creation of the input injection file, a Python language script was pro-
grammed. Into this file, the injections are placed, by a uniform random distribu-
tion, within the nozzle area. Properties such as diameter, temperature, and mass
flow rate are attributed to each injection. After that assignment, the corresponding
velocity components for each injection are calculated. They are calculated
according to their distance to the center of the nozzle, so that their initial velocity
vectors form a solid cone. The algorithm also calculates the corresponding mass
flow rate value for each injection, as a function of its diameter assuming a Log-
Normal distribution. It is ensured that the sum of all mass flow rates in the file
equals the total mass flow rate defined initially. The total number of injections on
the file was 16,200.

The formulation properties of the pMDI spray droplets were assumed to be
composed by partial factions of HFA-134a (91.1 % w/w), ethanol (8.5 % w/w)
and salbutamol (0.4 % w/w) [23]. The properties for each component are listed in
Table 1.

The spray parameters used to configure the solver were obtained from various
references, though some caution is required.

3.2 Geometry and Grid

The domain geometry was taken as a ‘‘testbox’’ consisting of a simple parallele-
piped form with the dimensions of 0.2 9 0.2 9 0.3 m representing a fraction of a
room environment. The pMDI actuator and canister were included in the middle of

Table 1 Thermo-physical properties of the formulation

Properties HFA-134a Ethanol Salbutamol

Density (kg/m3) 1,311 790 1,230
Specific heat (J/kg K) 982 2,470 –
Latent heat (J/kg) 182,000 855,237 –
Boiling point (K) 247 351 –
Binary diffusivity (m2/s) 9.709E-6 1.370E-5 –
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it. The spray injection point, the actuator’s nozzle, is located in the origin point,
see Fig. 4. The geometry was drawn using an external design program and then
loaded into the ANSYS� platform.

The numerical grid, by discretization of the domain, was generated, consisting
in tetrahedral and wedge elements, with sizes ranging from 0.1 to 20.0 mm. That
resulted in a computational grid of 3,060,339 elements and 1,022,403 nodes.
Several refinements, close to the wall zones of high proximity and curvature, were
included (as shown in Fig. 5). The grid quality reports showed a good quality
according to the Skewness parameter, with an average value of 0.21.

The boundary conditions were defined as: a ‘Velocity Inlet’ (see Fig. 4 ‘‘A’’),
forcing air to move uniformly inside the domain at 0.01 m/s and with a temper-
ature of 293 K; and an ‘Outflow’ (see Fig. 4 ‘‘B’’), enabling the freely motion of
the air, as well as particles. For the remaining four external walls, a ‘Symmetry’
boundary condition was assumed. The pMDI actuator and canister boundaries
were considered ‘Wall’, trapping all the particles that collide with them.

Fig. 4 A ‘‘testbox’’
representation where, the red
plane (A) is the boundary
condition ‘velocity inlet’ and
the green plane (B) is the
boundary ‘outflow’

Fig. 5 3D domain grid
representation, focusing the
pMDI walls refinements for
proximity and curvature
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3.3 CFD Configuration

To account for the transient effects of a real pMDI spray plume, an unsteady
simulation was made using a time step of 0.01 s for the flow field and 0.005 s for
the particle tracking. The solution of the differential equations for mass and
momentum was done in a sequential manner, using the SIMPLE algorithm [24–26].
The standard discretization scheme was used for the pressure and the second order
upwind scheme for the energy, turbulence, momentum and air species concentra-
tion equations.

For the turbulence calculation, the SST k–x model was used. This model is
adequate for low-Re simulations and it has been used in the literature for this type
of flow [10, 27–29].

Convergence was reached in the simulation by using a criterion value of 1.0E-5
for the continuity (pressure), velocity components, turbulence, species and a value
of 1.0E-10 for the energy.

Droplets were considered as being multi component, as described above, where
only the HFA is evaporating into the environment. This is initially simulated
without any HFA gas, as well as, the air entering by the ‘‘velocity Inlet’’ boundary.
As the HFA fraction is evaporating, it drastically reduces the diameter of the
droplet, and changes its trajectory. On the other hand, the HFA concentration in
the environment increases, making it harder for more particles to evaporate in
areas of high concentration. The gravitational acceleration was assumed 9.81 m/s2

along the -y axis direction. For the configuration of the Discrete Phase Model
(DPM) droplet tracking model, the drag between both phases, Brownian motion
for small particles and turbulence exchange were accounted. Through a User
Defined Function (UDF), a customized drag law was included in the solver. This
law was based in the work of Clift and his collaborators plus a correction for
particles below 1 lm known as the Cunningham correction slip factor [28, 30].

The total number of particle streams injected during the simulation was
approximately 323,200.

4 Results

4.1 Contour Fields

Figures 6, 7 and 8 show the contours for air velocity magnitude, air temperature
and spray mass concentration, respectively, taken at a XY plane located at z = 0
and t = 0.1 s. The air velocity field (see Fig. 6) ranges from 0.0 to 3.27 m/s, being
the lowest value found in almost all domain, because the ambient air was assumed
stagnant. The maximum value is found at the nozzle exit, resulting from
momentum exchange imposed by the high velocity spray particle injection.
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Observing the air temperature (see Fig. 7), it can be concluded that it ranges
from 289.89 to 293.15 K, where the higher variation can be found at the spray
plume formation zone. A sudden drop of 3.3 K occurs at the nozzle exit, due to the
injection of droplets with an initial temperature of 215.15 K [22]. This temperature
drop results from the energy exchange needed to evaporate the propellant.

Analyzing the HFA mass fraction present in the air (see Fig. 8), it can be
perceived that its value is between 0 and 2.9E-3. The higher concentration zone,
at the end of the injection period (t = 0.1 s), is located ahead of the nozzle, more
specifically at the exit of the pMDI actuator mouthpiece. It has the shape of a spray
plume. As expected, the droplets evaporate more in the periphery of the actuator
zone, where HFA diffusion into the air is more effective.

4.2 Particle Trajectory

As shown in Fig. 9, the particle velocity magnitude in the spray plume ranges from
approximately 100 m/s (as described in Sect. 3.1) to 0.01 m/s (the input air
velocity as described in Sect. 3.2). The particles located downstream the actuator
mouthpiece decelerate rapidly until they match the air velocity. Larger particles

Fig. 6 Air velocity
magnitude contours took at
the XY plane (z = 0 and
t = 0.1 s)

Fig. 7 Air temperature
contours took at the XY plane
(z = 0 and t = 0.1 s)
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travel further into the still air than smaller ones. The influence of the gravitational
acceleration is noticeable for higher particles when the slip velocity equals zero.

After post-processing of the CFD results, at different nozzle distances, results
were obtained (see Figs. 10, 11).

In Fig. 10, the average velocity of the drug particles/droplets, at the spray
plume centerline, as a function of the distance from the nozzle, is reported. The
results are then compared against data reported by Dunbar [18] for a formulation

Fig. 8 HFA mass fraction
contours took at the XY plane
(z = 0 and t = 0.1 s)

Fig. 9 Representation of the
particle streams at the end of
the injection (t = 0.11 s),
with particles colored by its
velocity magnitude. The
particle streams are draw as
spheres with proportional size
scaled 20 times more than the
real diameter

Fig. 10 Comparison of
Dunbar [18] data with our
CFD results, in terms of
particle averaged velocity
along the axial distance from
the nozzle of a pMDI using a
formulation only with
HFA-134a
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containing only HFA 134a. A good agreement between the CFD and the experi-
mental results was found.

Figure 11 reports the mass median aerodynamic diameter (MMAD), which is a
common pharmaceutical measure to evaluate the size distribution of particles. This
was calculated by considering the mass in the cumulative form and plotted against
its corresponding diameter. Then, the diameter for which the mass fraction reached
50 % of the total was calculated. The results show that the value of MMAD
increases with the distance from the nozzle, which can be indicative that particles
of higher diameter travel further than the smaller ones.

5 Conclusions and Future Work

The study herein reported the characterization of a pMDI spray plume, of a sal-
butamol/HFA-134a formulation. The spray plume showed to be a transient jet,
with effects that are dependent on the canister pressure. There is no constant
delivery of the spray plume, but almost all the dose is aerosolized in the first 4/10
of the spray duration.

Microscopy showed that particles do not present a regular shape when in solid/
dry state, although if they are involved in propellant they are almost spherical. The
existence of a multi-component droplet confirmed the need for that approach in the
simulation.

The aerodynamic size distribution of the pMDI sprays are usually accurately
fitted by Log-Normal distribution. This was confirmed showing a good coefficient
of determination for the experimental data obtained by laser diffraction analysis.

The spray characteristics were introduced in the CFD model and the spray
droplets trajectory calculated in still air. Results showed that air temperature can

Fig. 11 Representation of
the mass median
aerodynamic diameter along
the axial distance from the
nozzle
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drop over 3.3 K and increase its velocity 3.27 m/s, in the proximities of the
actuator’s nozzle.

A good agreement between the CFD and the experimental data from Dunbar
[18] was found, regarding the average velocity along the axial distance. Also, it
was found that the MMAD value increases with the axial distance.

Spray characteristics used contributed to a correct configuration of the spray in
the CFD software.
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Harmonic Decomposition of Elastic
Constant Tensor and Crystal Symmetry

C� iğdem Dinçkal

Abstract This paper presents a new outlook on harmonic decomposition method
for elastic constant tensor. Harmonic decomposition method is developed in such a
way that it is applied to anisotropic engineering materials exhibiting different
crystal symmetry. The explicit results for each crystal symmetry types are pre-
sented. Numerical examples serve to illustrate and verify the developed method.
This new representation of elastic constant tensor is compared with other theories
such as orthogonal and non-orthogonal irreducible decompositions in literature.
The results demonstrate that there are significant relationships between harmonic,
non-orthogonal irreducible and orthogonal irreducible decomposition methods.
While in harmonic and non-orthogonal irreducible decomposition methods,
decomposition of total scalar part is not orthogonal. It is proposed that it is possible
to make these parts orthogonal to each other.

Keywords Anisotropic engineering materials � Crystal symmetry � Elastic con-
stant tensor � Harmonic decomposition method � Non-orthogonal irreducible
decomposition method � Orthogonal irreducible decomposition method �
Orthogonal

1 Introduction

Most of the elastic materials in engineering are anisotropic; metal crystals, fiber-
reinforced composites, polycrystalline textured materials, biological tissues and
rock structures. In order to gain a clear understanding the physical properties of
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those materials, use of tensors by decomposing them is inevitable. Tensors are the
most significant mathematical entities which describe direction dependent physical
properties of solids and the tensor components characterizes physical properties
which must be specified without reference to any coordinate system.

The well-known linear relation between the stress tensor rij and the strain
tensor ekl is the generalized Hooke’s law

rij ¼ Cijklekl ð1Þ

where rij, ekl are second-order tensors and Cijkl is of fourth order and Cijkl is the
elastic constant tensor (elastic coefficients). Each of the indices i, j, k and l takes all
the values 1, 2 and 3. So the tensors are of dimension 3.

Elastic constant tensor must satisfy three important symmetry restrictions which
are

Cijkl ¼ Cjikl Cijkl ¼ Cijlk Cijkl ¼ Cklij: ð2Þ

These restrictions indicate the symmetry of the stress tensor, the symmetry of
the strain tensor and the elastic strain energy. As a result, number of independent
elastic constants is reduced from 81 to 21 [1]. In an anisotropic material, elastic
constant tensor generally contains 21 independent (non-zero) coefficients. When
the material has some kind of crystal symmetry, for instance orthorhombic or
trigonal, the number of independent elastic constants is reduced if the coordinate
axes coincide with symmetry axes for the material.

The indices are abbreviated according to the replacement rule given in Table 1.
In literature, the decomposition methods under the name of irreducible

decomposition method had been studied extensively. To name few; [2, 3] and
quoted by [4–9] carried out non-orthogonal irreducible decomposition for elastic
constant tensor. Moreover, according to Sirotin [9], elastic constant tensor was
decomposed with respect to general linear group and then orthogonal group O(3).
He derived certain results for the irreducible tensors in their natural form. Besides
Jerphagnon et al. [10] derived certain results for the irreducible tensors in their
natural form. Andrews and Ghoul [11] followed the technique of Jerphagnon et al.
[10] and gave the reduction of a fourth rank Cartesian tensor into irreducible parts
under the three-dimensional rotation group. On the other hand Dinçkal [12]
developed the work of Andrews and Ghoul [11] and realized orthogonal irre-
ducible decomposition for construction materials such as tool steel and rock types
by use of orthogonal decomposed parts.

Besides that there are also other works for harmonic decomposition of tensors.
Firstly Backus [13] proposed a representation of elastic constant tensor in terms of
harmonic tensors. These are based on an isomorphism between the space of
homogeneous harmonic polynomials of degree q and the space of totally sym-
metric tensors of order q. Baerheim [14] followed Backus [13] and developed the
method. Forte and Vianello [15] decomposed elastic constant tensor by use of
harmonic decomposition method.
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This work is an extension of the study of Dinçkal [16]. It elaborates on
harmonic decomposition method and new aspects are also presented. Main outline
of the paper is summarized as; the method is described briefly, it is applied to
various crystal symmetry types such as triclinic, monoclinic, trigonal, tetragonal,
cubic and isotropic. Numerical examples are presented for each symmetry types.
Developed method here, is compared with the other theories in literature. Finally,
conclusions and future works pertinent to this work are stated.

One of the purposes of this work is to develop harmonic decomposition method
and apply to various anisotropic materials from crystal symmetry types (excluding
those presented in [16]) explicitly. For the first time in the literature, this
decomposition process is applied to elastic constants of materials possessing
anisotropic crystal symmetry types such as isotropy, cubic, tetragonal, trigonal,
monoclinic and triclinic.

Another purpose is to figure out the relations between the results of the
developed method and others (under the title of irreducible and harmonic
decomposition methods) in the literature.

2 Harmonic Decomposition

The action of SO(3) on a vector space is irreducible when there are no proper
invariant subspaces. This infers that there is a decomposition of the space of elastic
constant tensors (Ela) into a direct sum of orthogonal subspaces on which the
action of SO(3) is irreducible. An important theorem of group representation
theory is that every space on which the group of rotations acts irreducibly is
isomorphic through an SO(3)-invariant map spaces of harmonic tensors (See for
instance [5, 15]).

Moreover, there is an SO(3)-invariant isomorphism between Ela and the direct
sum R� R�Dev�Dev�Hrm.

In harmonic decomposition, elastic constant tensor with fourth rank in three
dimensions can be expressed as:

C ¼ Sþ A ð3Þ

S denotes the symmetric part of elastic constant tensor and it is defined as

Sijkl ¼
1
3
ðCijkl þ Ciklj þ CiljkÞ ð4Þ

Table 1 Abbreviation of indices

Four index notation 11 22 33 23.32 13.31 12.21
Double index notation 1 2 3 4 5 6
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A denotes asymmetric part and it is defined as

Aijkl ¼ Cijkl � Sijkl ¼
2
3

Cijkl �
1
3

Ciklj �
1
3

Ciljk ð5Þ

The total symmetric part can be expressed in terms of H and Hij.

Sijkl ¼ Hijkl þ dijHkl þ dklHij þ dikHjl þ djlHik þ dilHjk þ djkHil

ffi �
þ H dijdkl þ dikdjl þ dildjk

� � ð6Þ

The total asymmetric part can be rewritten in terms of h and hij as

Aijkl ¼ dijhkl þ dklhij �
1
2
dikhjl �

1
2
djlhik �

1
2

dilhjk �
1
2
djkhil þ hðdijdkl �

1
2
dikhjl

� 1
2
dilhjkÞ

ð7Þ

By adding Eqs. 6 and 7 comes at harmonic decomposition of elastic constant
tensor for anisotropic materials exhibiting triclinic symmetry. In this method, the
notation of Baerheim [14] is used.

The details of harmonic decomposition for triclinic, monoclinic, trigonal,
tetragonal, cubic and isotropic symmetry are presented respectively.

For triclinic symmetry:
The representation of elastic constant tensor in terms of harmonic tensors is

Cijkl ¼ Hijkl þ dijHkl þ dklHij þ dikHjl þ djlHik þ dilHjk þ djkHil

ffi �
þ H dijdkl þ dikdjl þ dildjk

ffi �

þ dijhkl þ dklhij �
1
2
dikhjl �

1
2

djlhik �
1
2
dilhjk �

1
2

djkhil þ h dijdkl �
1
2

dikdjl �
1
2

dildjk

� �

ð8Þ

where H ¼ 1
45 Cppqq þ 2Cpqpq

� �
, h ¼ 1

9 Cppqq � Cpqpq

� �
;

Hij ¼
1

21
Cijkk �

1
3

Cjjkkdij þ 2 Cikjk �
1
3

Cjkjkdij

� �� �
;

hij ¼
2
3

Cijpp � Cipjp

� �
� 2

9
dij Crrpp � Crprp

� �
:

The total scalar (isotropic) part is obtained from Eq. 8 and it is expressed as

S ¼ dijdkl

15
2Cppqq � Cpqpq

� �
þ

dikdjl þ dildjk

� �
30

3Cpqpq � Cppqq

� �
ð9Þ

where, first and second parts are respectively

S1
ijkl ¼

dijdkl

15
2Cppqq � Cpqpq

� �
ð10Þ
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S2
ijkl ¼

dikdjl þ dildjk

� �
30

3Cpqpq � Cppqq

� �
ð11Þ

Moreover the total deviator part or second rank traceless tensor consists of
summation of the linear combination of second order tensors (Hij and hij) presented
in Eq. 8.

D ¼ 1
7
dkl 5Cijpp � 4Cipjp

� �
þ 1

7
dij 5Cklpp � 4Ckplp

� �
þ 1

7
dik 3Cjplp � 2Cjlpp

� �

þ 1
7
dil 3Cjpkp � 2Cjkpp

� �
þ 1

7
djl 3Cipkp � 2Cikpp

� �
þ 1

7
djk 3Ciplp � 2Cilpp

� �

þ dikdjl þ dildjk

� � 4
21

Cpprr �
2
7

Crprp

� �
þ dijdkl

8
21

Crprp �
10
21

Cpprr

� �
:

ð12Þ

Similarly, from Eq. 8 harmonic part can be obtained as

H ¼ 1
3

Cijkl þ Ciklj þ Ciljk

� �
� ½dkl Cijmm þ 2Cimjm

� �
þ dij Cklmm þ 2Ckmlmð Þ

þ djl Cikmm þ 2Cimkmð Þ þ dik Cjlmm þ 2Cjmlm

� �
þ djk Cilmm þ 2Cimlmð Þ

þ 1
21

dil Cjkmm þ Cjmkm

� �
� þ 1

105
dijdkl þ dikdjl þ dildjk

� �
ð13Þ

For monoclinic symmetry (classes: 2, m, 2/m):
In the case of monoclinic symmetry, there are five decomposed parts which are

two scalars, two deviators and one harmonic part. By considering the symmetry
condition of monoclinic symmetry, scalar parts in Eqs. 10 and 11 become

S1
ijkl ¼

b
15

dijdkl; ð14Þ

S2
ijkl ¼

dikdjl þ dildjk

� �
30

a; ð15Þ

The deviators parts are found by rearranging the Eq. 12 and these parts are

D1
ijkl ¼

1
15
ð2o dikdjl þ dildjk

� �
þ 2pþ rð Þ d1id1kdjl þ d1jd1kdil þ d1id1ldjk þ d1jd1ldik

� �
þ r � oð Þ d2id2kdjl þ d2jd2kdil þ d2id2ldjk þ d2jd2ldik

� �
Þ þ sð2d1id1jd1kd3l

þ 2d1id1jd3kd1l þ 2d3id3jd1kd3l þ 2d3id3jd3kd1l þ 2d3id1jd1kd1l þ 2d1id3jd1kd1l

þ 2d1id3jd3kd3l þ 2d3id1jd3kd3l � d1id2jd3kd2l � d1id2jd2kd3l � d2id1jd3kd2l � d2id1jd2kd3lÞ;

ð16Þ
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D2
ijkl ¼

1
105
ð�4v dikdjl þ dildjk

� �
þ 10vdijdkl � 4qþ 2yð Þðd1id1kdjl þ d1jd1kdil

þ d1id1ldjk þ d1jd1ldikÞ þ ð4vþ 2qÞðd2id2kdjl þ d2jd2kdil þ d2id2ldjk þ d2jd2ldikÞÞ
þ 5y� 5vð Þ d2kd2ldij þ d2id2jdkl

� �
þ 5q� 5vð Þ d1kd1ldij þ d1id1jdkl

� �
þ zðd1id1jd1kd3l þ d1jd1kd3kd1l þ d3id1jd1kd1l þ d1id3jd1kd1l þ 5d2id2jd1kd3l

þ 5d2id2jd3kd1l þ 5d1id3jd2kd2l þ 5d3id1jd2kd2l þ d3id3jd1kd3l þ d3id3jd3kd1l

þ d1id3jd3kd3l þ d3id1jd3kd3l � 2d2id3jd1kd2l � 2d2id3jd2kd1l � 2d3id2jd1kd2l

� 2d3id2jd2kd1l � 2d1id2jd2kd3l � 2d1id2jd3kd2l � 2d2id1jd2kd3l � 2d2id1jd3kd2lÞ;
ð17Þ

Rearranging Eq. 13 gives harmonic part for monoclinic symmetry. This part is
explicitly shown as

Hijkl ¼
1

35
ð� aþ bð Þ dikdjl þ dildjk þ dijdkl

� �
þ 3aþ 2bð Þdijdkl þ b� cð Þðd1id1kdjl

þ d1jd1kdil þ d1id1ldjk þ d1jd1ldikÞ � b� dð Þðd2id2kdjl þ d2jd2kdil þ d2id2ldjk

þ d2jd2ldikÞ þ 2e� 3aþ 3cð Þ d2kd2ldij þ d2id2jdkl

� �
þ 2f � 3aþ 3dð Þðd1kd1ldij

þ d1id1jdklÞ þ 35ðC12 þ C33 þ 2C66 � C23 � C13 � 2C44 � 2C55Þðd1id1jd2kd2l

þ d2id2jd1kd1lÞ þ 35 C11 þ C33 � 2C13 � 4C55ð Þd1id1jd1kd1l

þ ð35ðC33 þ C22 � 2C23 � 4C44Þd2id2jd2kd2lÞ
þ g d1id1jd1kd3l þ d1id1jd3kd1l þ d1id3jd1kd1l þ d3id1jd1kd1l

� �
þ hðd2id2jd1kd3l þ d2id2jd3kd1l þ d1id3jd2kd2l þ d3id1jd2kd2l þ d3id2jd1kd2l

þ d3id2jd2kd1l þ d2id3jd1kd2l þ d2id3jd2kd1l þ d1id2jd3kd2l þ d1id2jd2kd3l

þ d2id1jd3kd2l þ d2id1jd2kd3lÞ þ iðd3id3jd3kd1l þ d3id3jd1kd3l þ d3id1jd3kd3l

þ d1id3jd3kd3lÞ
ð18Þ

where

b ¼ C11 þ C22 þ C33 þ 4C12 þ 4C13 þ 4C23 � 2C44 � 2C55 � 2C66;
a ¼ 2 C11 þ C22 þ C33ð Þ þ 6 C44 þ C55 þ C66ð Þ � 2 C12 þ C13 þ C23ð Þ;
p ¼ 2C11 � C22 � C33 � 2C44 þ C55 þ C66;
r ¼ 2C22 � C11 � C33 þ C44 � 2C55 þ C66;
o ¼ �p� r;
s ¼ 3 C15 þ C46 þ C35ð Þ;
q ¼ 2C11 � C22 � C33 þ 5C12 þ 5C13 � 10C23 þ 8C44 � 4C55 � 4C66;
y ¼ 2C22 � C11 � C33 þ 5C12 � 10C13 þ 5C23 � 4C44 þ 8C55 � 4C66;
v ¼ �q� y;
z ¼ 3 C15 þ C35 þ 5C25 � 4C46ð Þ;
c ¼ C11 � 4C22 � 4C33 � C12 � C13 þ 9C23 þ 18C44 � 2C55 � 2C66;
d ¼ C22 � 4C11 � 4C33 � C12 þ 9C13 � C23 � 2C44 þ 18C55 � 2C66;
a ¼ �c� d;
e ¼ �b� c;
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f ¼ �b� d;
g ¼ 5 4C15 � 3C35 � C25 � 2C46ð Þ;
h ¼ 5 2C25 � C35 � C15 þ 4C46ð Þ;
i ¼ �g� h;

For trigonal symmetry (Classes: 3, �3):
For trigonal materials, there are five parts (two scalars, two deviators and one

harmonic part). By taking into account the symmetry condition of trigonal sym-
metry, scalar parts are same as those found in Eqs. 14 and 15.

Deviator parts are obtained by arranging Eq. 12, these parts are illustrated as

D1
ijkl ¼

j

30
2dikdjl þ 2dildjk � 3d3id3kdjl � 3d3jd3kdil þ d3id3ldjk þ d3jd3ldik

� �
;

ð19Þ

D2
ijkl ¼

k

105
ð�4dikdjl � 4dildjk þ 10dijdkl � 15d3id3jdkl � 15d3kd3ldij þ 6d3id3kdjl

þ 6d3jd3ldik þ 6d3jd3kdil þ 6d3id3ldjkÞ
;

ð20Þ

According to symmetry conditions of trigonal materials, Eq. 13 becomes

Hijkl ¼
l

35
ðdikdjl þ dildjk þ dijdkl � 5d3id3jdkl � 5d3kd3ldij � 5d3id3kdjl � 5d3jd3kdil

� 5d3id3ldjk � 5d3jd3ldik þ 35d3id3jd3kd3lÞ þ C14ðd1id1jd2kd3l þ d1id1jd3kd2l

þ d3id2jd1kd1l þ d2id3jd1kd1l þ d3id1jd2kd1l þ d3id1jd1kd2l þ d1id3jd2kd1l

þ d1id3jd1kd2ld1id2jd1kd3l þ d1id2jd3kd1l þ d2id1jd1kd3l þ d2id1jd3kd1l

� d2id2jd2kd3l � d2id2jd3kd2l � d3id2jd2kd2l � d2id3jd2kd2lÞ
ð21Þ

where j ¼ 3C11 � 2C33 � 2C44 � C12; k ¼ 7C12 � C33 � C11 � 5C13 þ 4C44

l ¼ C11 þ C33 � 2C13 � 4C44:

For tetragonal symmetry (Classes: 4mmm, �42m; 422; 4=mmm):
In the case of tetragonal symmetry, elastic constant tensor can be represented in

terms of five parts (two scalars, two deviators and one harmonic part). By con-
sidering the symmetry condition of tetragonal symmetry, scalar parts in Eqs. 10
and 11 take the following forms respectively:

S1
ijkl ¼

c

15
dijdkl; ð22Þ

S2
ijkl ¼

dikdjl þ dildjk

� �
30

d; ð23Þ
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Similarly rearranging Eq. 12 gives the following deviator parts respectively

D1
ijkl ¼

e

15
2dikdjl þ 2dildjk � 3d3id3kdjl � 3d3jd3kdil þ d3id3ldjk þ d3jd3ldik

� �
;

ð24Þ

D2
ijkl ¼

f

105
ð�4dikdjl � 4dildjk þ 10dijdkl � 15d3id3jdkl � 15d3kd3ldij þ 6d3id3kdjl

þ 6d3jd3ldik þ 6d3jd3kdil þ 6d3id3ldjkÞ;
ð25Þ

With use of tetragonal symmetry conditions, Eq. 13 takes the following form

Hijkl ¼
1

35
ðg dikdjl þ dildjk þ dijdkl

� �
� ðgþ hÞ d3id3jdkl þ d3kd3ldij

� �
� ðgþ hÞ d3id3kdjl þ d3jd3kdil þ d3id3ldjk þ d3jd3ldik

� �
þ 35ðC33 þ C12 þ 2C66 � 2C13 � 4C44Þd3id3jd3kd3l

þ 35 C11 � C12 � 2C66ð Þ d1id1jd1kd1l þ d2id2jd2kd2l

� ��
ð26Þ

where

c ¼ 2C11 þ C33 þ 4C12 þ 8C13 � 4C44 � 2C66;
d ¼ 2 2C11 þ C33ð Þ þ 6 2C44 þ C66ð Þ � 2 C12 þ 2C13ð Þð Þ;
e ¼ C11 � C33 � C44 þ C66;
f ¼ C11 � C33 þ 5C12 � 5C13 þ 4C44 � 4C66;
g ¼ 9C12 þ 18C66 � 8C11 � 2C13 � 4C44 þ C33;
h ¼ 4C33 þ 3C11 � 8C13 þ C12 � 16C44 þ 2C66:

For cubic symmetry:
There are three decomposed parts which are two scalars and one harmonic part

for cubic materials. According to the symmetry conditions of cubic materials,
Eqs. 10 and 11 become

S1
ijkl ¼

1
5

C11 þ 4C12 � 2C44ð Þ; ð27Þ

S2
ijkl ¼

1
30

dikdjl þ dildjk

� �
6C11 þ 18C44 � 6C12ð Þ; ð28Þ

Harmonic part of cubic symmetry is found similarly by arranging Eq. 13 and
the explicit form of the harmonic part is

Hijkl ¼
c

15
5dijdkldjk � dikdjl � dildjk � dijdkl

� �
ð29Þ
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where

c ¼ C11 � C12 � 2C44

For isotropic symmetry:
There are two independent components for isotropic elastic constant tensor. So

it must have two decomposed parts. By considering the symmetry conditions in
Eq. 2 and matrix structure of isotropic symmetry, Eqs. 10 and 11 are rearranged.
As a result the explicit forms of scalar parts are

S1
ijkl ¼ C12dijdkl ð30Þ

S2
ijkl ¼

1
2

C11 � C12ð Þ dikdjl þ dildjk

� �
: ð31Þ

3 Numerical Examples

To support the analytic results of harmonic decomposition method, numerical
examples are presented for different materials which exhibit triclinic, monoclinic,
trigonal, tetragonal, cubic, isotropic symmetry. All units are in GPa.

Low Albite [17]:
As an example for triclinic symmetry, elastic coefficients of Low Albite have

the following matrix structure:

Cij

ffi �
¼

69:1 34 30:8 5:1 �2:4 �0:9
34 183:5 5:5 �3:9 �7:7 �5:8

30:8 5:5 179:5 �8:7 7:1 �9:8
5:1 �3:9 �8:7 24:9 �2:4 �7:2
�2:4 �7:7 7:1 �2:4 26:8 0:5
�0:9 �5:8 �9:8 �7:2 0:5 33:5

2
6666664

3
7777775

ð32Þ

By applying harmonic decomposition to elastic constant tensor in Eq. 32,
elastic coefficients for Low Albite can be decomposed as

S1 ¼

36:19 36:19 36:19 0 0 0
36:19 36:19 36:19 0 0 0
36:19 36:19 36:19 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

ð33Þ
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S2 ¼

82:32 0 0 0 0 0
0 82:32 0 0 0 0
0 0 82:32 0 0 0
0 0 0 41:16 0 0
0 0 0 0 41:16 0
0 0 0 0 0 41:16

2
6666664

3
7777775

ð34Þ

D1 ¼

�57:147 0 0 0 �1 �3:64
0 32:853 0 1:48 0 �3:64
0 0 24:293 1:48 �1 0
0 1:48 1:48 14:287 �1:82 �0:5
�1 0 �1 �1:82 �8:213 0:74
�3:64 �3:64 0 �0:5 0:74 �6:073

2
6666664

3
7777775

ð35Þ

D2 ¼

0:042 �0:433 0:538 �1:357 0:737 �0:197
�0:433 �0:215 �0:105 �0:271 3:686 �0:197
0:538 �0:105 0:173 �0:271 0:737 �0:986
�1:357 �0:271 �0:271 0:0419 0:394 �1:474
0:737 3:686 0:737 0:394 �0:215 0:543
�0:197 �0:197 �0:986 �1:474 0:543 0:173

2
6666664

3
7777775

ð36Þ

H ¼

7:692 �1:76 �5:931 6:457 �2:137 2:937
�1:76 32:349 �30:589 �5:109 �11:386 �1:963
�5:931 �30:589 36:52 �9:909 7:363 �8:814
6:457 �5:109 �9:909 �30:589 �0:974 �5:226
�2:137 �11:386 7:363 �0:974 �5:932 �0:783
2:937 �1:963 �8:814 �5:226 �0:783 �1:76

2
6666664

3
7777775
ð37Þ

where S1, S2 are scalars, D1, D2 are deviators and H is the harmonic part of elastic
constant tensor for low Albite.

Gypsum [18]:
Gypsum is presented as an example of monoclinic symmetry and its elastic

coefficients are

Cij

ffi �
¼

78:6 41 26:8 0 �7 0
41 62:7 24:2 0 3:1 0

26:8 24:2 72:6 0 �17:4 0
0 0 0 9:10 0 �1:55
�7 3:1 �17:4 0 26:4 0
0 0 0 �1:55 0 10:4

2
6666664

3
7777775

ð38Þ

By applying harmonic decomposition, the matrix in Eq. 38 is represented in
terms of following decomposed parts.
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S1 ¼

32:67 32:67 32:67 0 0 0
32:67 32:67 32:67 0 0 0
32:67 32:67 32:67 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

ð39Þ

S2 ¼

34:61 0 0 0 0 0
0 34:61 0 0 0 0
0 0 34:61 0 0 0
0 0 0 17:31 0 0
0 0 0 0 17:31 0
0 0 0 0 0 17:31

2
6666664

3
7777775

ð40Þ

D1 ¼

10:8 0 0 0 �10:38 0
0 �15:8 0 0 0 0
0 0 4:96 0 �10:38 0
0 0 0 �2:7 0 �5:19

�10:38 0 �10:38 0 3:94 0
0 0 0 �5:19 0 �1:24

2
6666664

3
7777775

ð41Þ

D2 ¼

0:848 9:995 �7:876 0 �0:077 0
9:995 3:151 �2:119 0 �0:386 0
�7:876 �2:119 �3:998 0 �0:077 0

0 0 0 0:848 0 0:154
�0:077 �0:386 �0:077 0 3:151 0

0 0 0 0:154 0 �3:998

2
6666664

3
7777775

ð42Þ

H ¼

�0:334 �1:669 2:003 0 3:457 0
�1:669 8:023 �6:354 0 3:486 0
2:003 �6:354 4:3509 0 �6:94 0

0 0 0 �6:354 0 3:486
3:457 3:486 �6:94 0 2:003 0

0 0 0 3:486 0 �1:669

2
6666664

3
7777775

ð43Þ

where S1, S2 are scalars, D1, D2 are deviators and H is the harmonic part of elastic
constant tensor for Gypsum.

Haematite (Fe2 O3) [18]:
As an example of trigonal symmetry, Haematite is presented and its elastic

coefficients are given
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Cij

ffi �
¼

242 54:9 15:7 �12:7 0 0
54:9 242 15:7 12:7 0 0
15:7 15:7 228 0 0 0
�12:7 12:7 0 85:3 0 0

0 0 0 0 85:3 �12:7
0 0 0 0 �12:7 93:55

2
6666664

3
7777775

ð44Þ

Applying harmonic decomposition to Eq. 44 yields

S1 ¼

35:26 35:26 35:26 0 0 0
35:26 35:26 35:26 0 0 0
35:26 35:26 35:26 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

ð45Þ

S2 ¼

189:09 0 0 0 0 0
0 189:09 0 0 0 0
0 0 189:09 0 0 0
0 0 0 94:54 0 0
0 0 0 0 94:54 0
0 0 0 0 0 94:54

2
6666664

3
7777775

ð46Þ

D1 ¼

5:93 0 0 0 0 0
0 5:93 0 0 0 0
0 0 �11:87 0 0 0
0 0 0 �1:48 0 0
0 0 0 0 �1:48 0
0 0 0 0 0 2:97

2
6666664

3
7777775

ð47Þ

D2 ¼

3:37 16:857 �8:43 0 0 0
16:857 3:37 �8:43 0 0 0
�8:43 �8:43 �6:74 0 0 0

0 0 0 3:37 0 0
0 0 0 0 3:37 0
0 0 0 0 0 �6:74

2
6666664

3
7777775

ð48Þ

H ¼

8:35 2:783 �11:13 �12:7 0 0

2:783 8:35 �11:13 12:7 0 0

�11:13 �11:13 22:26 0 0 0

�12:7 12:7 0 �11:13 0 0

0 0 0 0 �11:13 �12:7

0 0 0 0 �12:7 2:783

2
666666664

3
777777775

ð49Þ
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where S1, S2 are scalars, D1, D2 are deviators and H is the harmonic part of elastic
constant tensor for Haematite.

Zircon (ZrSiO4, metamict) [19]:
Zircon is given as an example of tetragonal symmetry, the elastic coefficients of

Zircon are

Cij

ffi �
¼

284 73 119 0 0 0

73 284 119 0 0 0

119 119 309 0 0 0

0 0 0 77:5 0 0

0 0 0 0 77:5 0

0 0 0 0 0 47:7

2
666666664

3
777777775

ð50Þ

By applying harmonic decomposition, the matrix in Eq. 50 is decomposed as

S1 ¼

114:37 114:37 114:37 0 0 0

114:37 114:37 114:37 0 0 0

114:37 114:37 114:37 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2
666666664

3
777777775

ð51Þ

S2 ¼

156:55 0 0 0 0 0

0 156:55 0 0 0 0

0 0 156:55 0 0 0

0 0 0 78:3 0 0

0 0 0 0 78:3 0

0 0 0 0 0 78:3

2
666666664

3
777777775

ð52Þ

D1 ¼

�14:6 0 0 0 0 0

0 �14:6 0 0 0 0

0 0 29:2 0 0 0

0 0 0 3:65 0 0

0 0 0 0 3:65 0

0 0 0 0 0 �7:31

2
666666664

3
777777775

ð53Þ

D2 ¼

�2:59 �12:9 6:47 0 0 0
�12:9 �2:59 6:47 0 0 0
6:47 6:47 5:17 0 0 0

0 0 0 �2:59 0 0
0 0 0 0 �2:59 0
0 0 0 0 0 5:17

2
6666664

3
7777775

ð54Þ
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H ¼

30:28 �28:44 �1:84 0 0 0

�28:44 30:28 �1:84 0 0 0

�1:84 �1:84 3:68 0 0 0

0 0 0 �1:84 0 0

0 0 0 0 �1:84 0

0 0 0 0 0 �28:44

2
666666664

3
777777775

ð55Þ

where S1, S2 are scalars, D1, D2 are deviators and H is the harmonic part of elastic
constant tensor for Zircon.

Aluminium Antimonide (AlSb) [18]:
As an example of cubic symmetry, the elastic coefficients of AlSb are

presented.

Cij

ffi �
¼

87:7 43:4 43:4 0 0 0

43:4 87:7 43:4 0 0 0

43:4 43:4 87:7 0 0 0

0 0 0 40:8 0 0

0 0 0 0 40:8 0

0 0 0 0 0 40:8

2
666666664

3
777777775

ð56Þ

By employing harmonic decomposition, the matrix in Eq. 56 is decomposed as

S1 ¼

35:9 35:9 35:9 0 0 0

35:9 35:9 35:9 0 0 0

35:9 35:9 35:9 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2
666666664

3
777777775

ð57Þ

S2 ¼

66:68 0 0 0 0 0

0 66:68 0 0 0 0

0 0 66:68 0 0 0

0 0 0 33:34 0 0

0 0 0 0 33:34 0

0 0 0 0 0 33:34

2
666666664

3
777777775

ð58Þ

H ¼

�14:9 7:5 7:5 0 0 0

7:5 �14:9 7:5 0 0 0

7:5 7:5 �14:9 0 0 0

0 0 0 7:5 0 0

0 0 0 0 7:5 0

0 0 0 0 0 7:5

2
666666664

3
777777775

ð59Þ

where S1 and S2 are scalar and H is the harmonic part of elastic constant tensor for
AlSb.
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Reactor Pressure Vessel (RPV) Steel [20]:
Reactor pressure vessel (RPV) steel is presented as an example for the isotropic

material. Especially textured and non-crystalline materials possess isotropic
symmetry. There are two independent elastic constants which are C11, C12. For
RPV steel, the elastic coefficients are

Cij

ffi �
¼

277:001 118:715 118:715 0 0 0
118:715 277:001 118:715 0 0 0
118:715 118:715 277:001 0 0 0

0 0 0 79:143 0 0
0 0 0 0 79:143 0
0 0 0 0 0 79:143

2
6666664

3
7777775

ð60Þ

Applying harmonic decomposition to Eq. 60 gives

S1 ¼

118:715 118:715 118:715 0 0 0
118:715 118:715 118:715 0 0 0
118:715 118:715 118:715 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

ð61Þ

S2 ¼

158:286 0 0 0 0 0
0 158:286 0 0 0 0
0 0 158:286 0 0 0
0 0 0 79:143 0 0
0 0 0 0 79:143 0
0 0 0 0 0 79:143

2
6666664

3
7777775

ð62Þ

where S1 and S2 are scalar parts for RPV steel.

4 Comparing the Decomposition Theories

For comparison purposes, critical relationships between the decomposition theo-
ries are found out.

Recall that there are many works done on non-orthogonal irreducible and
harmonic decomposition method in the literature. All these methods have several
characteristics in common. Elastic constant tensor is decomposed into five parts
which are two scalars, two deviators and the nonor part by irreducible and har-
monic methods. The only difference is the term ‘harmonic’ is used instead of
‘nonor’ in harmonic decomposition. Total scalar, total deviators and nonor part are
identical in all methods. Contrary, the components of scalar and deviator parts in
orthogonal irreducible decomposition are not equal to those in non-orthogonal
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irreducible decomposition and harmonic decomposition methods. Hence it proves
that there is not a unique decomposition for both scalar and deviator parts. In other
words, total scalar and deviator parts can be decomposed into infinitely many
independent components. This is the first relationship between these methods.

In orthogonal irreducible decomposition, components of total scalar parts are
orthogonal to each other [12]. On the other hand, decomposed parts of total scalar
part are not orthogonal to each other in harmonic decomposition method due to the
expression for decomposition of elasticity coefficients given in Eqs. 10 and 11.

Since dijdkl is not orthogonal to dikdjl þ dildjk (which is represented as 2Iijkl). If
dijdkl is replaced with 2Iijkl by the hydrostatic and deviatoric operators.

Ih
ijkl ¼

1
3
dijdkl; Id

ijkl ¼ Iijkl �
1
3

Ih
ijkl; ð63Þ

respectively, then the expressions in Eqs. 6 and 7 in the work of Dinçkal [12] are
obtained in which decomposed parts of total scalar parts are orthogonal to each
other. So the components of total scalar part in harmonic decomposition method

take the form of Cð0;1Þ
ijkl and Cð0;2Þ

ijkl (See [12]). This case is a significant innovation
for the orthogonal irreducible and non-orthogonal irreducible and harmonic
decomposition methods for elastic constant tensor. It is the second relationship
between decomposition theories.

5 Conclusion and Future Work

Consequently, comparison of the decomposition theories reveals the following
major results:

1. Harmonic decomposition method can be made orthogonal only if it converts
into orthogonal irreducible method by defining and using hydrostatic and
deviatoric operators.

2. Components of scalar and deviator parts for both orthogonal irreducible har-
monic and non-orthogonal irreducible decomposition methods are different.
Therefore it proves that there is not a unique decomposition for both deviator
and scalar parts. Those parts can be decomposed into infinitely many inde-
pendent components, while total scalar, total deviator and nonor parts are
identical for all methods.

Representation of elastic constant tensor in terms of harmonic tensors provides
not only a deeper understanding of tensor structure but also simplify immensely
the calculations of sums, products, inverses and inner products. Moreover, har-
monic decomposition method has many applications in different subjects of
physics and engineering (atomic and molecular physics and the physics of
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condensed matter). It has more significant effects on many applications in different
fields such as:

1. Examining material symmetry types in detail. It is possible to decide which
type of symmetry a material has when the elastic constants are measured rel-
ative to an arbitrary coordinate system. A second rank symmetric tensor
associated to the elastic constant tensor can be used to verify if the coordinate
axes are the symmetry axes of the material and determine a symmetry coor-
dinate system.

2. Determination of materials possessing same crystal symmetry type which are
highly anisotropic or close to isotropy by use of norm concept.

3. Understanding the mechanical and elastic behavior of natural composites such
as bone and wood types.

As future works, the following problems can be studied:

• pure shear and pure longitudinal wave propagation in different anisotropic
materials,

• the relation between the decomposed parts and the angle of orientation of fibers,
• the relation between the decomposed parts and the material properties of fibers

and matrix in fiber reinforced composites.
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DLC Coated Piston Skirts Behavior
at Initial IC Engine Start Up

Zahid ur Rehman, S. Adnan Qasim and M. Afzaal Malik

Abstract The diamond-like carbon (DLC) based coating protects the lubricant-

starved dry surface of the piston skirts against wear in a low-load and speed initial

start-up of an internal combustion (IC) engine. Despite a relatively large radial

clearance a physical contact between the skirts and the cylinder liner causes an

elastic deformation of the DLC coated surface producing elastic stress and strains

of noticeable amplitudes. The elastic stress accumulation may facilitate a sub-

sequent de-lamination of the DLC coating. This study develops the numerical

piston dynamics model by incorporating the secondary eccentric displacements of

the piston skirts and their contact with the engine cylinder liner during the 720-

degree crank rotation cycle. The contact zone in the boundary-value problem is

discretized using the finite difference method. The elastic surface displacements,

stresses and strains are determined by applying the theory of elasticity and solving

the Navier’s or Lame’s equation numerically. The nature and extent of the dis-

placements, stresses and strains produced at the interface of a fairly thin DLC

coating with the substrate are analyzed. The results highlight the extent of the

depth of the elastic surface displacements, the stresses and strains produced in the

coating and the substrate materials. The simulation results show that the dry piston

skirts establish a physical contact with the liner in the compression stroke that is

maintained in the expansion and exhaust strokes. The stresses produced at the low
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engine start-up speed are significant, increase beneath the surface and accumulate

at the interface between the coating and the substrate. The elastic displacements of

a fairly thin DLC coating prevents the stress accumulation on the substrate and

protects it from adhesive wear.

Keywords DLC coating � Dry contact � Elasticity � IC engine � Initial engine

start-up � Piston skirt

Nomenclature

a Vertical distance from the top of piston skirt to the piston-pin

b Vertical distance from the top of piston skirt to the piston center of

gravity

Cg Horizontal distance between piston center of mass and piston pin

Cp Distance of the piston-pin from the axis of piston

ёb, ёt Acceleration term of piston skirts bottom and top eccentricities

E1, E2 Young’s modulus of coating and piston

F Normal force acting on piston skirts

Ffc Friction force due to coulombs’ friction

FG Combustion gas force acting on the top of piston

FIC Inertia force due to piston mass

FIP Inertia force due to piston pin mass

G, μ Lam’s constants

Ipis Piston rotary inertia about its center of mass

l Connecting rod length

L Piston skirt length

mpin Mass of piston-pin

mpis Mass of piston

Mf Moment about piston-pin due to friction force

ф Connecting rod angle

r Crank radius

R Radius of piston

s Shear stress

U Velocity of piston

Poisson’s ratio of coating and piston

ω Crankshaft speed

y Distance to the direction of sliding

x Normal to the direction of sliding in depth of coating-substrate

z Normal to the direction of sliding in width of coating-substrate

ψ Crank angle
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1 Introduction

In the last few decades, serious environmental concerns emerged due to an

excessive use of petroleum-based liquid lubricants in the commercial and auto-

motive IC engine applications. The demands at the global level ask for the fuel

economy by minimizing the energy losses inviting an extensive research in

reducing the sliding and viscous friction of the reciprocating engine components.

The DLC coatings offer a promise of reducing friction and accompanying losses

significantly. In a normal IC engine operation the piston skirts act as the piston

assembly brakes to retard the inertial thrust of the flywheel. In the process the

possibility of an excessive heat generation and damage in the form of piston scuffing

cannot be ruled out completely. The DLC based solid coating is expected to behave

as an effective lubricant as a substitute of a petroleum-based engine oil. When an IC

engine starts up a significant amount of energy dissipation in the form of heat occurs

due to the rubbing of the skirts surface against the liner wall during the expansion

stroke of the piston. The presence of a fairly thin surface layer of the DLC coating is

anticipated to act as an effective solid lubricant. The piston skirts of an IC engine

establish a physical contact with the liner in the absence of a liquid lubricant in a few

initial cycles of a low-speed engine start up. It is followed by an appreciable amount

of adhesive wear of the opposing surfaces even if the engine is initially lubricated. It

happens because the hydrodynamic pressures do not develop in a few initial engine

start-up cycles. The dry surfaces of the piston skirts and the cylinder liner contact

each other during the cyclic axial piston motion and its eccentric transverse dis-

placements despite a large radial clearance. Under the thermal loading conditions

due to combustion a physical contact invites the elastic surface displacements,

producing strains and stresses. The stresses and strains accumulate to ultimately

produce the plastic material flow and wear of the surfaces [1, 2].

Tribologists have been working on reducing wear of the tribological surfaces by

applying fairly thick hard laminates on the piston substrate. Many people have

worked on modeling the contact mechanics and the forces associated with it to

study the elastic and plastic deformation of the contacting bodies [3, 4]. The work

was extended to the single-layered coated surfaces to study the action of the con-

centrated normal and tangential forces analytically [4]. Some workers extended the

work on the coated surfaces to 3-D problems employing the theory of elasticity [5].

The bi-layered isotropic coated surfaces were also considered and analytical

solutions were obtained for the stress and displacement fields [6]. In some of the

cases the normal and frictional distributed loads were applied to study the properties

of the stress fields responsible for surface cracks and de-lamination of the coating

[7]. In that context DLC is identified as suitable for improving fuel economy

because of its superior wear resistance and low friction properties. A DLC coating

on the piston may offer advantages such as better scuffing resistance and wear

protection. To study the behavior of the DLC coatings and their response to the

applied loads some researchers developed specific analytical functions but later,

various numerical schemes were adopted to seek the approximate solutions of the
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elastic and elasto-plastic response of the DLC coated surfaces [8]. Apart from using

the finite element formulations some researchers worked on the finite difference

schemes for the single-layered DLC coatings. The mathematical modeling of the

response of the DLC coated skirts surfaces encompasses certain logical assump-

tions like ignoring the thermal effects due to the dry contact initially, apart from the

transient elastic effects. The applied loads are assumed to be uniformly distributed

over the homogeneous and isotropic lamination of the coated skirts surface, free

from the effects of the rough substrate material.

2 Mathematical Model

A single layered DLC coating applied on the piston surface is modeled by

simultaneously solving the piston dynamics model and the solid lubricant coating

model.

2.1 Piston’s Dynamics (Equations of Motion)

The position, velocity and acceleration along the axis of the cylinder of the piston

depend on the crank angle. For the constant low rotational speed of the crankshaft,

the linear or primary motion of the piston is determined by a set of equations [8, 9]:

Y ¼ l þ rð Þ2�C2
P

� �0:5
� l2 � B2
� �0:5�r cosw

U ¼ _Y ¼ rx sinwþ rxB cosw l2 � B2
� ��0:5

Y
:: ¼ rx2 coswþ rxB coswð Þ2 l2 � B2

� ��1:5þ rx coswð Þ2�rx2B sinw
� �

l2 � B2
� ��0:5

ð1Þ
where B ¼ Cp þ rsinW:

During its axial translation, the piston displaces eccentrically in the transverse

direction. The second-order secondary piston displacements along the direction

perpendicular to the axis of the liner are defined by the relationships, which are

incorporated in the mathematical model. To calculate the eccentricities of the top

and the bottom surfaces of the skirts, the forces and the moments are used in the

form of the force and moment with the help of reciprocating inertial forces

equation [9] (Fig. 1, Table 1):

mpin 1� a
L

� �þ mpis 1� b
L

� �
mpin

a
L þ mpis b

L
Ipis
L þ mpisða� bÞð1� b

LÞ mpisða� bÞ b
L � Ipis

L

" #
et
::

eb
::

� �
¼

F þ Fs þ Ff tanU

M þMs þMf

2
4

3
5

ð2Þ
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where

Fs ¼ tan[ðFG þ ~FIP þ ~FICÞ
Ms ¼ FGCp þ ~FICCg

Ff ¼ Ffhþ Ffc F ¼ Fhþ Fc

Mf ¼ MfhþMfc M ¼ MhþMc

:

2.2 Contact Geometry Profile

The skirts get displaced eccentrically during the primary piston motion. The

absence of a liquid lubricant invites a physical contact between the skirts and the

liner during the 4-stroke cycle. Considering the radial clearance C, the equation

representing the contact profile curve as a function of 720-degree cycle is [9, 10]:

h ¼ C þ et tð Þ cos hþ eb tð Þ � et tð Þ½ � y
L

cos h ð3Þ

where h � x
R :

Fig. 1 Forces and moments

on piston [8]

Table 1 Input parameters Parameter Value Parameter Value

mpis 0.295 kg E1 350 GPa

mpin 0.09 kg E2 200 GPa

L 0.133 m v1 0.28

h ¼ h1 þ h2 75˚ v2 0.3

R 0.0415 m L 0.0338 m
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2.3 Calculation of Elastic Displacements

The analytical closed-form solutions of the 3D problems are quite difficult to

achieve due to the complexity of the elasticity field equations. Many solutions are

developed for the reduced-order problems. The two dimensional elastic problem

has been solved using plain strain theory. The desired equilibrium equations in

terms of the surface displacements are the Navier’s or Lame’s equation. The scalar

form of the system of equations in 2-D is [7, 11]:

lr2wþ kþ lð Þ o
oz

ou
ox

þ ow
oz

� 	
¼ 0 ð4Þ

lr2uþ kþ lð Þ o
ox

ou
ox

þ ow
oz

� 	
¼ 0 ð5Þ

The Lame’s system of equations can be represented in the vector form as

[7, 11]:

lr2uþ kþ lð Þr r:uð Þ ¼ 0 ð6Þ
Where the Laplacian is given by [11]:

r2 ¼ o2

ox2
þ o2

oz2
ð7Þ

2.4 Boundary Conditions

Uniformly distributed load is supposed on DLC coated piston surface. Boundary

condition at the top surface of coating is given by:

rx ¼ q; w ¼ 0:

Boundary condition at the sides and bottom is:

w ¼ 0; u ¼ 0:

The continuity conditions at the interface are:

r0x ¼ rx

Which shows the continuity of vertical stress at the interface

r0xz ¼ rxz

Which is the continuity of shear stress at the interface.
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2.5 Strain-Displacement Relations

The relations enable us to calculate the strains produced due to the elastic surface

displacements. The principal strains are calculated as [6, 11]:

ez ¼ ow
oz

ð8Þ

ex ¼ ou
ox

ð9Þ

The shear strain is calculated as [11]:

exz ¼ 1

2

ow
ox

þ ou
oz

� 	
ð10Þ

2.6 Stress–Strain Relations

Using Hook’s Law, the principal and shear stress components are determined as

[6, 12]:

rx ¼ k ex þ ezð Þ þ 2lex ð11Þ
rz ¼ k ex þ ezð Þ þ 2lez ð12Þ

rxz ¼ 2lexz ð13Þ
where l and k are lame’s constants are [6, 11]:

l ¼ E

2 1þ vð Þ ð14Þ

k ¼ Em
1þ vð Þ 1� 2mð Þ ð15Þ

2.7 Discretization

To solve the Navier’s equation numerically a finite difference mesh is generated by

using the 2nd order central differencing scheme. An explicit numerical scheme is

used to determine the displacements at each node of a 21 300 nodes mesh. The

eccentricities et(t) and eb(t) are calculated by solving Eq. (2). It constitutes an

initial value problem for the two non-linear second order or the four first order

differential equations [10]. The values of et, eb, ėt and ėb are assumed at the time
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step considered initially. Such values are considered as the initial values for the

new time step. On the basis of these values the contact geometry between the skirts

and the liner is calculated by solving Eq. (3). When the values of the eccentric

displacement rates ėt, ėb are satisfied and achieved, the piston position at the end of

the current time step is obtained as [9]:

etðti þ DtÞ ¼ etðtiÞ þ Dt _etðtiÞ
ebðti þ DtÞ ¼ ebðtiÞ þ Dt _ebðtiÞ

We compute and satisfy the secondary acceleration terms ёt, ёb. These are

satisfied from the solution of velocities ėt, ėb at the previous and present time steps.

The simulation of second order differential equations show the elastic surface

displacements in the contact zone at the respective time steps or crank angles [12].

The Navier’s equation is solved to calculate the distribution of the elastic surface

displacements, strains and stresses at each node. The Successive-Over-Relaxation

(SOR) iterative numerical scheme is used to solve the equations simultaneously.

The simulation results correspond to the 720˚ crank rotation and show the

deformation, strain and stress profiles.

3 Numerical Results and Discussion

The study of an elastic behavior of thick diamond-like carbon (DLC) solid lubricant

coating over the surface of the skirts encompasses the incorporation of the secondary

dynamics of the piston during the 4-stroke engine cycle. It is essential to ascertain the

nature and duration of a physical contact between the skirts and the cylinder liner

during the 720˚ crank rotation cycle. The elastic surface displacements occur when a

physical contact gets established with the liner during the cyclic piston motion. The

piston dynamics model is developed at a very low initial engine start up speed of

500 rpm and solved numerically to generate the simulation results for the analysis.

The 720˚ crank rotation cycle is divided into four piston strokes of an equal duration

as is the case in reality. The induction stroke is shown from 0˚ to 180˚, the com-

pression stroke between 181˚ and 360˚, where as the expansion and exhaust strokes

are represented by 361˚–540˚ and 541˚–720˚, respectively. The simulation results

show the profiles of the secondary piston eccentricities, secondary velocities, the

elastic surface displacements on the sides and at the interface of the DLC coating and

the substrate. The results would show the stresses and the strains produced due to a

physical contact between the skirts and the liner during the 720˚ crank rotation cycle.

3.1 Piston Eccentricities and Secondary Velocities

An internal combustion engine considered in our case is assumed to have a piston-

to-bore radial clearance of 100 microns at the time of a low-speed initial start up.
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A relatively large radial clearance and the cyclic nature of the primary piston

motion change the nature and duration of the dry physical contact between the skirts

and the liner during the 4-stroke cycle. In view of this the secondary eccentric

displacements of the piston skirts are shown in Fig. 2a. The secondary displace-

ments of the top and the bottom surface of the skirts or the eccentricities are plotted

in the non-dimensional form. The top and the bottom profiles are designated as Et

and the Eb for the top and the bottom sides of the piston skirts, respectively. In

Fig. 2a the three horizontal lines at +1, 0 and −1 show the non-thrust side of the

liner wall, its center and the thrust side of the cylinder wall, respectively. The piston

commences its journey at 0˚ crank angle in the induction stroke and completes its

stroke at 180˚ crank rotation angle in the 720˚ cycle. The eccentricity profiles show

that the top surface comes close to the non-thrust side of the liner wall at the end of

the induction stroke but does not establish a physical contact with it. However, the

bottom surface contacts the thrust side of the liner wall at 180˚. At the end of the

induction stroke the piston changes its direction of travel but the bottom surface

remains in physical contact with the liner in the compression, expansion and

exhaust strokes. The top surface gets displaced all the way from close to the non-

thrust side to the thrust side of the liner wall after experiencing the combustion

thrust. Combustion occurs at 372-degree crank angle in the beginning of the

expansion stroke. It displaces the top surface, which establishes a physical contact

with the liner in the first half of the expansion stroke as the piston accelerates

towards the mid-point of the expansion stroke. In the second half of the expansion

stroke the piston decelerates towards the bottom dead center (BDC) as the com-

bustion thrust subsides. It results in the physical disengagement of the top surface

from the thrust side of the liner. In the exhaust stroke the bottom surface remains in

contact with the liner but the top surface avoids a physical contact as shown in

Fig. 2a. Figure 2b shows the dimensionless velocity profiles of the top and the

bottom surface of the skirts represented as Etdot and Ebdot, respectively. It represents

the rate of energy transfer that takes place between the skirts and the liner surfaces.

In the figure the velocity profiles are plotted in the positive and the negative

quadrants. The respective profiles in the positive quadrants show the energy transfer

Fig. 2 a Piston eccentricities. b Secondary velocities versus 720-degree cycle
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from the skirts to the liner and vice versa in case of the profiles shown in the

negative quadrant. The velocity profile curves explain the magnitude of energy

transfer that allows a physical contact between the skirts and the cylinder liner. For

the establishment of a physical contact the bottom surface require a relatively low

amount of energy transfer during the induction stroke as compared to the case of the

top surface. The small amount of energy transfer from the liner to the bottom

surface is insufficient to allow a disengagement of the skirts during the remaining

three piston strokes. It is not the case when the energy transfer between the top

surface and the liner is considered. The rate at which energy is transferred from the

liner to the top surface is appreciably high resulting in a surface disengagement in

the second half of the expansion stroke.

3.2 Contact and Friction Forces

In view of the secondary piston displacements and the contact profiles the normal

friction force and contact friction force acting over the surface are studied. The

magnitudes of these forces and the moments generated are estimated and plotted

against the 4-stroke cycle, as shown in Fig. 2. The normal force profile in Fig. 3a

shows an instantaneous rise and fall at the mid-point and end of an induction

stroke. During the process the there is an insignificant amount of energy transfer

between the skirts and the liner. It implies that entropy increases as the skirts do

not get displaced significantly in the lateral direction. It is also evident from the

contact friction force profile shown in Fig. 3b.

An instantaneous increase and reduction of the contact friction force is shown

in the negative quadrant. It indicates a low efficiency process implying irrevers-

ibility and energy loss. The significant and noticeable changes in the magnitudes of

the forces are seen in the second half of the compression stroke and first half of the

expansion stroke. The effects are seen in the eccentric displacements of the skirts

and the energy transfer in the form of the secondary velocity profiles. There is a

Fig. 3 a Normal contact force and moment. b Contact friction force and moment versus 720-

degree cycle
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negative friction force profile in the second half of the expansion stroke. It affects

the lateral eccentricities of the top surface, which gets disengaged from the liner

during the process.

3.3 Elastic Surface Displacements

Figure 3 shows the three profiles of the axial surface displacements. On the

application of the contact loads there are significant elastic surface displacements

generated at the interface of the DLC coating layer and the substrate skirts

material. In view of the surface displacements the possibility of plastic flow and

wear may be estimated by showing the extent and place of the maximum defor-

mation at the interface. Figure 3a shows the axial deformation at the interface and

along the width of the skirts. The parabolic profile of the axial displacement curve

shows the maximum deformation at the mid-point and the negligible value at close

to the distant side of the skirts. The applied load affects the depth of the coated

skirts surface as well. The profile curve giving the extent of the elastic surface

displacements is shown in Fig. 3b and c. The elastic displacement is maximum at

the surface of the DLC coating and decreases linearly as the depth increases. The

displacements at the depth of 70 microns thick coating are linear in nature but the

slope differs slightly from that of the substrate, as shown in Fig. 3c. The transverse

elastic deformation at the interface of the coating and the substrate is shown in

Fig. 4a. The profile shows that the surface deformation increases initially but then

decreases sharply till the mid-point of the skirts surface. The point of inflexion at

the mid-point allows an increase in the elastic displacement till the two-third of the

width of the skirts surface. However, the deformation decreases to a negligible

value after approaching the second point of inflexion. Initially the transverse

elastic surface deforms linearly followed by the second-order changes experienced

by the displacement curve resulting in an energy transfer between the coated

surface and the liner. Figures 5 and 6 show the contour and 3-D plots of the axial

and transverse deformations, respectively. The contour plots show the relatively

high deformation intensities close to the surface (Fig. 7).

Fig. 4 Axial deformation, a along skirts width at coating interface with substrate, b in the depth,

c in the critical depth
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Fig. 5 Transverse deformation, a along skirts width at coating interface with substrate, b in the

depth, c in the critical depth

Fig. 6 Axial deformation shown by contour and 3-D plots

Fig. 7 Transverse deformation shown by contour and 3-D plots
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3.4 Axial and Transverse Strains

The axial and transverse elastic surface displacements produce the corresponding

strains. The profile curves of the strains generated at the interface and in the depth of

the coating and substrate material are plotted and shown in Figs. 8a and 9a,

respectively. The axial strain curve at the interface does not vary significantly along

the width of the skirts. However, the transverse strain curve shows the cyclic

behavior along the surface width. When studying the strains produced in the depth of

the coated surface, the results show that the maximum axial strain is produced at the

surface of the coating. In contrast, the maximum transverse strain is produced at a

depth of 5 cm, which implies that the maximum overall strain is produced over the

surface of the coating at 5 cm away from the origin. The contour plots and 3-D fields

of axial and transverse strains are plotted and shown in Figs. 10 and 11, respectively.

3.5 Principal and Shear Stresses

On the application of an external load the principal stresses are produced in the

axial and transverse directions apart from the shear stress over the coated surface

of the skirts. The principal stresses are studied at the interface and the depth of the

skirts surface and the results are shown in Figs. 12, 13, 15 and 16 respectively.

Fig. 8 Axial strain, a along skirts width at interface with substrate, b in depth, c in critical depth

Fig. 9 Transverse strain, a along skirts width at coating interface with substrate, b in skirts depth
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Fig. 11 Contour and 3-D plots of transverse strain

Fig. 10 Contour plot of axial strain

Fig. 12 Principle stress in axial direction, a along skirts width at coating interface and substrate.

b In depth, c critical depth
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Fig. 14 Shear stress. a Along skirts width at coating interface and substrate. b In the depth

Fig. 13 Principle stress in transverse direction. a Along skirts width at coating interface and

substrate. b In the depth

Fig. 15 Contour and 3-D plots of axial stress
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In the axial direction the stress has the nearly uniform magnitude at the interface

and along the width of the skirts. When considering the depth the stress increases

in the coating, attains the maximum value and then decreases linearly in the

substrate. Similarly, in the transverse direction the maximum stress is produced

within the coating. The contour plots show the stress intensities. There is maxi-

mum shearing of the DLC coating layer as compared to the case of the substrate, as

shown in Fig. 14.

3.6 Comparison for Different Coating Thicknesses

Diamond like Carbon (DLC) has high hardness (40 GPa) and elastic modulus

above 300 GPa. Study has been carried out by changing DLC coating thicknesses

(starting from 60 to 1,000 μm). Figure 17 shows the effect of axial deformation on

different coating thickness along width for DLC coating on stainless steel piston.

The critical zone of maximum compressive deformation at the mid of skirts width

has been shown in circle. It is clear from figure that as the thickness of the coating

is increased, the vertical or normal deformation is decreased. The coating with

thickness 500 and 1,000 μm experience small deformations. The max normal

deformation is placed at the center of the skirt. However there is little difference of

deformation between 75 μm thickness (4.68 10−9 m) and 500 μm (4.68 10−9 m).

It implies that coating thickness of 75 μm is comparatively cost effective.

Fig. 16 Contour and 3-D plots of transverse stress
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4 Conclusions

The dry contact model incorporating the secondary dynamics of the DLC coated

piston skirts is developed at a very low initial engine start up speed. The contact

zone was analyzed by determining the magnitude of the contact and friction forces,

the elastic deformations, strains and stresses produced during the process. The

skirts were in contact with the liner in the compression, expansion and exhaust

strokes despite a large radial clearance of 100 microns. The mathematical models

considered the different lamination thicknesses ranging from 60 to 1,000 microns.

A 70 microns thick DLC coating sustained the maximum loading under the dry

contact conditions at low-load and speed conditions. The maximum elastic dis-

placements, strains and stresses were witnessed within the coating thickness. It

implies that due to its material properties the relatively thin DLC coating sustains

the maximum stresses produced due to the contact of the skirts with the liner. The

DLC coating prevents the development of maximum strains and resists the max-

imum elastic displacements of the substrate material at the low-load and speed

conditions in the initial engine start up. The elastic behavior of the thin DLC

coating prolongs the life of the substrate material of the skirts even when a

physical contact can not be avoided. However, the stresses produced at the

interface are reasonably high and the coating thickness need to be optimized to

prevent an early plastic flow and delamination of the skirts surface in the initial

engine start up.

Fig. 17 Axial deformation along the width of piston skirt for different coating thickness
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Mineralogical and Physical
Characterisation of QwaQwa Sandstones

Mukuna P. Mubiayi

Abstract Mineralogy, texture and sedimentary structure are essential to the study
of all sedimentary rock. Sandstones from QwaQwa rural area in South Africa were
characterised for their mineralogical and physical properties. Six samples (whitish,
greenish, blackish, reddish, yellowish and greyish) were collected and studied. The
X-ray Diffraction (XRD) revealed that the samples were quartz based. Scanning
Electron Microscopy coupled with energy dispersive X-ray spectroscopy (SEM/
EDS) revealed the differences in the morphology and Silicon element was found
present in all the samples. The X-Ray Fluorescence (XRF) exhibited that the
samples contained 43.14 % of Silicon (whitish). The grain sizes of the samples
ranged from coarse, medium to fine grains. The Greyish sample had the highest
compressive strength value of 56.74 MPa. Dielectric properties measurements were
also conducted on the samples; and the results were temperature dependant. The
water absorption by total immersion revealed that the blackish sandstone had the
highest percentage of 6.62 %. Furthermore, the greyish sandstone had the highest
density (2.7235 g/cm3) and the reddish sample had the lowest (2.6502 g/cm3).

Keywords Compressive strength � Density � Dielectric properties � Phase iden-
tification � Quartz � Sandstones � Water absorption

1 Introduction

This work is an extension of our previous work [1]. The characterisation and
identification of minerals is fundamental in the development and operation of
mining and minerals processing systems [2]. Worldwide, sandstones have been
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used as construction material for centuries and are still being used for this purpose
[3]. Although, sandstones show similar appearances and properties; a geological
background may cause differences in colour, mineral composition, granulometric
properties, pressure strength and/or weathering behaviour [3]. On the other hand,
mineralogical properties of sandstones could predict their mechanical properties
such as the uniaxial compressive strength. The inherent parameters of sandstones
can be characterised by their petrographical properties [4]. There is a large deposit
of sandstones in QwaQwa in the Free State province of South Africa as shown in
Fig. 1. The presence of this large deposit of sandstones in the QwaQwa region was
the motivation to initiate this study on the characterisation of sandstones. On the
other hand, the knowledge on the physical such as compressive strength of QwaQwa
sandstones will help the booming construction industry in South Africa by providing
the characteristics of sandstones for construction and decorations purposes.

2 Geology of South Africa

The Free State lies in the heart of the Karoo Sequence of rocks, containing
mudstones, shales, sandstones and the Drakensburg Basalt forming the youngest
capping rocks [5]. The province is high-lying, with almost all the land being
1,000 m above the sea level. Some of the sandstones are resistant to weathering yet
easy to work. The geological map of South Africa indicating the QwaQwa region
is displayed in Fig. 1.

Sandstones have been used as construction material worldwide and are still
used for this purpose [6]. On the other hand, mineralogical properties of sand-
stones could predict their mechanical properties such as the uniaxial compressive
strength. According to Zorlu et al. [4] the uniaxial compressive strength of
sandstones is controlled by several inherent and environmental parameters. The
inherent parameters can be characterized by the petrographical properties. The
mineral composition, the void space, the degree of grain interlocking, the packing
density and the grain size is known to be affected by the petrographic character-
istics [4]. However, contradictory results have been reported relating the influence
of mineral content on the geomechanical properties of sandstones [7]. It has been
reported that rocks containing quartz as binding materials are the strongest
materials followed by calcite, and ferrous minerals; but rocks clayey binding
materials are the weakest ones [4, 8]. Furthermore, the shape of the grains is
another petrographical property. The shape of the grains is usually expressed
in terms of the roundness or sphericity, roundness being distinct from sphericity in
that, it is concerned with the curvature of the corners. In fact, sphericity represents
a quantitative means of expressing the departure of a grain from equidimensiality
[4, 7]. Shakoor and Bonelli (cited by [4]) found that there is a fairly strong
relationship between the uniaxial compressive strength and the percent of angular
grains [4]. On the other hand, Ulusay and co-workers (cited by [4]) reported that
there is a strong correlation between the uniaxial compressive strength and the
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percent of rounded grains [4]. However, Fahy and Guccione cited by [4] obtained
no meaningful correlation between the uniaxial compressive strength and the
roundness while they found an extremely strong relationship between the uniaxial
compressive strength and the sphericity of the grains. A study done by Zorlu et al.
[9] did not obtain meaningful correlation between the uniaxial compressive
strength and the grain shape parameters.

Within the framework of quantifying the natural stones in the QwaQwa area
(South Africa) in term of quality, this paper is focusing on conducting mineral-
ogical and physical characterisation of selected sandstones from QwaQwa rural
area in South Africa.

3 Characterisation Techniques

3.1 Mineralogical Studies

Sandstones samples were crushed and milled using a jaw crusher and a milling
machine, respectively. The powder obtained was then used for XRD and XRF
analysis. The mineralogical studies of the sandstones were conducted using XRD,

Fig. 1 Geological map of South Africa showing the presence of sandstones in QwaQwa area of
Free State [5]
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XRF and SEM combined with EDS. An X-ray Powder Diffractometer (XRD)
Phillips X’pert Model 0993 to determine their mineralogical phases. The elemental
composition of the sandstones was analysed using The Philips Magix Pro X-ray
Fluorescence spectroscopy. A SEM JEOL JSM-840 combined with EDS instru-
ment was used to analyse the surface morphology and qualitative analysis of the
samples respectively. Furthermore, the grain sizes measurements were conducted
by using Olympus BX51M optical microscope on the mounted samples.

3.2 Physical Properties

The uniaxial compressive strength was used to measure the capacity of the six
types of sandstones to withstand a load. The uniaxial compressive strength result
helped to investigate and correlate the use of the six types of sandstones as con-
struction material along with their water absorption and mineralogy. The six
sandstones samples were tested in confined uniaxial compression in room-dry
condition. The six sandstones samples were cut into cubical shape with an
approximately size of 3 9 3 9 5 cm3. The sandstones samples were then placed
in the testing machine and loaded in compression at the Council for Scientific and
Industrial Research (CSIR) laboratory (South Africa). An Amsler universal
machine was used to determine the uniaxial compressive strength. On the hand, the
water absorption analysis was performed using a total immersion method.

The samples were cut in a cubical shape of approximately 70 g. The samples
were washed with distilled water in order to eliminate powdered material from
their surfaces. Thereafter, the samples were dried in the oven at 60 �C for 24 h.
The samples were then placed in a desiccator with dry silica gel to cool. They were
removed from the desiccator, measured (weight), put in a container filled up with
water until the samples were totally immersed. After 24 and 48 h, the samples
were measured (weight) and the water absorption percentage was calculated.

Moreover, the dielectric constant and loss factor of samples placed in a
microwave cavity are related to the shift in the resonant frequency and change in
the Q-factor or the bandwidth of the resonance. Standard closed-form perturbation
models exist for the resonant frequency changes due to a cylindrical dielectric
sample in a cylindrical microwave cavity. The cavity used for these measurements
resonates at 915 MHz, a frequency allocated for microwave heating purposes.
Each sample was placed in a 6 mm ID quartz tube and the microwave properties
measured in the dielectric measurement fixture. A conventional high temperature
furnace was used to heat the sample in the quartz tube to the required temperature
(1,000 �C). It was then rapidly lowered into the microwave test fixture for the
measurement of the dielectric properties. This was repeated for each measurement
temperature. A ramp and soak heating profile was used, with the temperature
increased to the next value over a period of 30 min, with a 30 min soak at that
temperature before the measurement was taken. A slow nitrogen purge was bled
trough the quartz tube to displace any oxygen present and prevent oxidation at
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high temperature. A vector network analyzer (model: Hewlett Packard 8753B) was
used to measure the dielectric properties of the sandstones specimens. The
dielectric measurements of the samples were carried out at DELPHIUS CIT
Laboratory (South Africa). Furthermore, a Micromeritics Accupyc1340 gas
pycnometer was used to measure the densities of the different sandstones.

4 Results and Discussion

4.1 Mineralogy and Morphology

A demonstrative fraction of the overall samples were analyzed to establish the
starting point for the experiment. The diffractograms (Figs. 2, 3) show the XRD
patterns of the reddish and blackish sandstone from QwaQwa rural area in South
Africa.

The XRD analysis revealed that the Quartz (SiO2) was the major mineral
present in all the sandstones followed by feldspar minerals such as Illite ((K, H3O)
(Al, Mg, Fe)2(Si, Al)4O10[(OH)2, (H2O)]), Albite (Na Al Si3 O8). Other identified
minerals include Glauconite ((K, Na) (Fe3+, Al, Mg)2(Si, Al)4O10(OH)2), Kaolinite
(Al2Si2O5(OH)4), Cristobalite (SiO2) and Orthoclase (KAlSi3O8) were minor in
the composition.

The XRF results are shown in Table 1. The chemical elements for the six types
of QwaQwa’ sandstones identified were: Aluminium (Al), Calcium (Ca), Iron (Fe),
Potassium (K), Magnesium (Mg), Manganese (Mn), Sodium (Na), Phosphorus (P),
Silicon (Si) and Titanium (Ti).

The results in Table 1 revealed a significant presence of Silicon in all the
sandstones types implying that the QwaQwa’ sandstones are silica based. The XRF
results correlate to a very large extent with the XRD findings. This is in particular
with regards to the dominance of the silicon species followed by Al and Fe. Mn
was found in trace level only in the blackish sample whereas P which is also at
trace level is evident in three samples: blackish, greyish and greenish as presented
in Table 1. In addition, Ti although at negligible percentage is available in the six
samples. The presence of these elements in the sandstones could be attributed to
the origin of the mineral bearing.

Furthermore, Figs. 4 and 5 show the SEM/EDS micrographs revealing the
surface morphology and the chemical composition of the spotted grains for the
blackish and greenish sandstones. The correlation between the XRD, XRF results
and SEM/EDS is once again evident based on the elemental chemical composition
of the spotted grains which reveals Si followed by Al and Fe as the main com-
ponents. This is in accordance with the chemical composition of phases found
using the XRD analysis (Figs. 2, 3) and the chemical composition using XRF
displayed in Table 1. Furthermore, the results from the optical microscopy anal-
yses conducted revealed that the samples had a wide range of grain sizes which
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range from coarse, medium to fine grains. The whitish sandstone had coarse grains
while the reddish and blackish had medium-coarse grains. On the other hand, the
greyish, yellowish and the greenish have medium-fine, fine and fine grains
respectively. Figures 6 and 7 show the grain sizes of the whitish and yellowish
sandstone respectively.
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Fig. 2 XRD graph of reddish sandstone showing the minerals identified (Q quartz, crl
cristobalite)
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Fig. 3 XRD graph of blackish sandstone showing the minerals identified (Q quartz, alb albite,
Gl glauconite, Kl kaolinite)
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Table 1 Chemical composition of six sandstones samples using XRF

Elements Concentration (%)

Whitish Yellowish Blackish Reddish Greyish Greenish

Al 2.00 4.01 4.62 1.92 4.66 4.81
Ca – 0.09 0.23 0.03 0.10 0.40
Fe 0.42 0.83 2.04 1.39 1.44 1.32
K 1.01 1.87 0.85 0.59 1.58 1.71
Mg 0.06 0.19 0.38 0.05 0.32 0.28
Mn – – 0.30 – – –
Na 0.06 1.52 0.71 0.09 0.66 1.62
P – – 0.03 – 0.03 0.02
Si 43.14 39.10 38.81 42.76 39.48 38.18
Ti 0.06 0.14 0.26 0.10 0.19 0.16

Fig. 4 SEM combined with
EDS micrograph of the
blackish sandstone showing
the surface morphology and
the chemical composition of
the spotted grains
respectively

Fig. 5 SEM combined with
EDS micrograph of the
greenish sandstone showing
the surface morphology and
the chemical composition of
the spotted grains
respectively
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4.2 Physical Properties

The uniaxial compressive strength of intact rock is among the main parameters
used in almost all engineering projects. The uniaxial compressive strength test
requires high quality core samples of regular geometry [4]. Figures 8 and 9 show
the graphs of the compressive stress versus compressive extension of the greyish
and yellowish sandstones under a load. The loads were recorded and the uncon-
fined compressive strength of the sandstone was determined. The uniaxial com-
pressive strength of the six QwaQwa’ sandstones samples recorded were 9.4, 22.8,
26.3, 16, 8.3 and 56.7 MPa for yellowish, reddish, greenish, blackish, whitish and
greyish, respectively. The whitish sandstone has the lowest compressive strength
(8.3 MPa) whereas the greyish shows the highest value (56.7 MPa). Furthermore,
Singh [10] and Zorlu et al. [4] stated that the uniaxial compressive strength also
vary with the grain size range. Therefore, it was observed that a good correlation
exists between the grain size of the whitish sandstone sample and the compressive
strength which was the lowest; the result was in correlation with the results found
by Singh [10].

200 µm

Fig. 6 Optical
photomicrograph of the
surface of the whitish
sandstone showing coarse
grains size

200µm 

Fig. 7 Optical
photomicrograph of the
surface of the yellowish
sandstone showing fine grains
size
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Dry density is among the most important factors in evaluating the mechanical
properties of samples. The density of samples may tell us on the compactness of
the grain, which will affect the overall properties of the rock [11]. Table 2 shows
the dry density of tested samples.

The water absorption using dried sandstones was performed. The graphs of the
water absorption by mass change and percentage are displayed in Figs. 10 and 11.
The percentage of water absorption ability of the samples was as followed in a
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Fig. 8 Compressive stress versus compressive extension of greyish sandstone. The uniaxial
compressive stress was measured to be 56.7 MPa
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Fig. 9 Compressive stress versus compressive extension of yellowish sandstone. The uniaxial
compressive stress was measured to be 9.4 MPa
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Table 2 Density results of
sandstones

Sandstones Density (g/cm3)

Greyish 2.7235
Whitish 2.7032
Blackish 2.6808
Greenish 2.6338
Yellowish 2.6344
Reddish 2.6502
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Fig. 10 The water absorption mass change of dried sandstones, samples were dried overnight in
an oven and immersed in water for 24 and 48 h (A reddish, B greyish, C blackish, D greenish,
E yellowish, F whitish)
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Fig. 11 The water absorption percentage of dried sandstones, samples were dried overnight in an
oven and immersed in water for 24 and 48 h (A reddish, B greyish, C blackish, D greenish,
E yellowish, F whitish)
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descending order; blackish (6.6 %), greenish (6.4 %), whitish (6.0 %), reddish
(5.9 %), yellowish (5.8 %), and greyish (2.7 %) as shown in Fig. 11. Figure 10
shows the water absorption by mass change. The water absorption results suggest
that the greyish samples absorbed less water than the other samples. A correlation
between the water absorption and the grain sizes for some of the sandstones
samples (yellowish, blackish, reddish, whitish, and greyish) was noticed. However,
the blackish sample had medium fine grain size. On the other hand, the blackish
sample showed the highest water absorption which could be assumingly due to its
higher porosity.

The dielectric properties or permittivity of granular or powdered materials is an
important parameter in the application of the dielectric heating or sensing moisture
content using radio frequency or microwave instruments [12]. Six sandstones
samples were used for the microwave dielectric measurements. The microwave
dielectric constant and the loss factor measured were found to be temperature
dependant. This is shown by the results obtained which varied with the temperature.
The dielectric constant and loss factor results ranged from 2.45–3.19, 2.39–3.51,
2.20–2.51, 1.80–2.51, 2.59–2.98, 2.56–2.87 for the greenish, reddish, yellowish,
greyish, blackish and whitish sandstones respectively. On other hand, the dielectric
loss factor ranged from 0.14–0.52, 0.01–1.01, 0.01–0.19, 0.01–0.18, 0.07–0.37 and
0.001–0.137 for greenish, reddish, yellowish, greyish, blackish and whitish
respectively. The dielectric results exhibited in Figs. 12 and 13 are for the greenish
and blackish sandstones respectively. Moreover, the tangent delta (tan d) was cal-
culated using the dielectric constant and loss fact results in the following equation:

tan d ¼ e00=e0 ð1Þ

where e0 is the dielectric constant and e00, the dielectric loss factor.
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Fig. 12 Dielectric constant (A), dielectric loss factor (B) and calculated tangent delta (C) of
greenish showing the temperature dependency
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It has been reported that the correlation between the dielectric properties or
permittivity and water content of hygroscopic materials for sensing moisture
content is important [12]. In our case, the dielectric properties measured were used
to simulate the electric field and power absorption distribution using HFSS soft-
ware for the design of a microwave heating cavity.

5 Conclusion and Future Work

The mineralogy and physical properties of QwaQwa sandstones (South Africa)
was successfully achieved. The XRD diffractograms confirmed that the sandstones
are quartz based minerals along with traces of Kaolinite, Illite and Albite. Optical
microscopy analyses revealed that the QwaQwa sandstones had grain sizes ranging
from fine to coarse grains size. Both EDS and XRF results were in good corre-
lation by exhibiting Silicon as the highest chemical element on the sandstones. On
the other hand, the compressive strength and water absorption demonstrated a
complexity in the ability for the samples to absorb water and to sustain a load.
Furthermore, dry density analyses were conducted and results were satisfactory.
Thus, the results of the characterisation studies provided good mineralogical and
physical properties of different types of sandstones.

It is encouraged that sample collections at different sites in the QwaQwa rural
area be carried out for further analyses. This will assist to confirm the findings
in this study thus to create a database of identical physical and mineralogical
properties results for the whole QwaQwa area which is desirable for use in the
construction industry.

0 100 200 300 400 500
0.0

0.5

1.0

1.5

2.0

2.5

3.0

C
B

A

C
ou

nt
s

Temperature(
o C)

Fig. 13 Dielectric constant (A), dielectric loss factor (B) and calculated tangent delta (C) of
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Spatial Prediction of a Pre-curved
Bimetallic Strip Under Combined
Loading

Geoffrey Dennis Angel, George Haritos and Ian Stuart Campbell

Abstract This work establishes a way of calculating the free end point position,
of a pre-curved bimetallic strip, that is subjected to uniform heating. The pre-
diction of the endpoint of a bimetallic strip is required during the design phase of
an electronic control circuit sensor switch that uses a sensing/activating unit
containing a bimetallic strip. Bimetallic sensors are normally flat at ambient
temperature and at the required sensing temperature the strip bends into a radius of
curvature, this then displaces the contact on the end of the strip to make or break
an electrical circuit. Although the normal, flat type of bimetallic sensor exists, this
work concentrates on a pre-curved bimetallic sensor at ambient temperature. A
curved bimetallic strip sensor provides a much larger sensing range and dis-
placement at the free end of the strip, per degree of temperature change, than for a
straight bimetallic strip. The greater sensing range is due to the arc length of the
bimetallic strip being longer which affords a greater flexibility at the activation
point when compared to the chord length of an equivalent straight bimetallic strip.
Pre-curved bimetallic test samples were subjected to heating whilst the motion of
the free end point of the strip was recorded on a metal plate. As the heat applied to
the samples was increased, many temperature points were recorded to generate
approximate loci of points. The loci of test points compared well to theoretical
curve generated by the derived formulae. Therefore the advantages of this work
offers a less critical sensing range, it also benefits from a mechanism which can be
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designed to be much smaller and take less space in the product compared to a
comparable flat bimetallic strips sensor.

Keywords Bimetallic � Compact � Curved � Design � Sensor � Spatial � Thermal

1 Introduction

The aim of this paper is to introduce a mathematical method of predicting the end
point of a pre-curved bimetallic strip that is being uniformly heated. One end of the
curved bimetallic strip is rigidly fixed against displacement and rotation, and
the other end, is free to move. By the application of a uniformly distributed heat to the
curved strip, the strip will straighten up. If a Cartesian coordinate system is adopted, a
formula can be derived to describe the theoretical locus of the end point of the strip
relative to an X and Y coordinate axis system. By using Timoshenko’s Equation [1],
for evaluating the bending of a bimetallic strip under heating conditions, in con-
junction with the straightening formulae produced by this paper, it is possible to
predict the radius of curvature and displacement of the end point of the free end, as a
function of temperature. It will be shown by an actual bimetallic strip straightening
test, demonstrating how the locus of test points correlate to the theoretical path. This
paper can be used at the design stage of a temperature controlled circuit, whereby it is
necessary to know the exact position of the end of a curved bimetallic strip for a given
particular temperature. With this paper it will also be possible to specify the geo-
metric and material properties of a curved bimetallic strip necessary to achieve other
critical design objectives in a temperature controlled circuit. Additional expressions
are introduced to evaluate the externally loaded end point case.

2 Theory

Timoshenko is used to evaluate the radius of curvature of a straight bimetallic
strip. With the addition of a correction formula, it is still possible to use Timo-
shenko to evaluate the straightening of a pre-curved bimetallic strip. With the
radius of curvature found and with other formulae derived in this work, it is
possible to correlate the theoretical end point position of the free end of the strip,
to the actual recorded data results from the test. Consider the curved bimetallic
strip that is shown in Fig. 2, it is rigidly fixed at one end and free to move at the
other end. When uniformly heated, it will tend to straighten up if the material side
of the strip with the higher coefficient of linear expansion a2, lies on the inside
surface, see Fig. 1. As the free end of the strip straightens up, it will adhere to a
locus predetermined by the initial pre-curved ‘‘cold’’ radius of curvature and
material properties and make-up of the bimetallic in question.
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3 Evaluation of the ‘‘Hot’’ Radius of Curvature Rh

Application of Timoshenko curvature equation to obtain unloaded ‘‘hot’’ radius Rh:

3.1 Assumptions

The pre-curved bimetallic strip is rigidly fixed at one end, and free to move at the
other end.
The strip is uniformly heated along the entire length of strip, and the strip remains
truly circular.
No external loads are applied during heating.
The material with the higher coefficient of linear thermal expansion a2 is on the
inside radius R.

From Timoshenko [1], the radius of curvature of a bimetallic strip is given by:

q ¼
t � 3 � ð1þ mÞ2 þ ð1þ m � nÞ � m2 þ 1

m�n
ffi �h i

6 � ða2 � a1Þ � ðTh � TcÞ � ð1þ mÞ2
ð1Þ

where

q is the radius of curvature as function of temperature from an ambient flat strip.
t ¼ t1 þ t2: Total thickness of the strip, t1; t2 being the material thicknesses.
m ¼ t1

t2
: Ratio of thicknesses.

n ¼ E1
E2

: Ratio of Young’s Modulus.

Th and Tc Hot and cold temperatures states of the strip.
E2; E1 are the linear Modulus of the two separate materials.
a2 and a1 are the coefficients of linear thermal expansion for the two metals
whereby a2 is assumed to be numerically larger than a1:

Fig. 1 Curved bimetallic
strip with a2 is on the inside
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The Rh correction equation evaluates the radius of curvature of a heated
bimetallic strip from an initially pre-curved radius of curvature Rc by subtracting
the reciprocals of both radii 1

Rc
� 1

q :

Thus

Rh ¼
qRc

q� Rc
ð2Þ

with Rh established by the application of the Timoshenko formula, the
corresponding ‘‘hot’’ chord length Lh can now be found. The general chord
length of any arc is generally known to be given by:

L ¼ 2R sin
h
2

� �
ð3Þ

where

L is the chord length mm
R is the radius of curvature mm
A is the arc length (in radians) part of a true circle
h = A/R rad

And thus:

Lh ¼ 2Rh sin
A

2Rh

� �
ð4Þ

3.2 The ‘‘Hot’’ Chord Length of the Straightened Strip

Evaluation of angle h as a function of hot radius of curvature Rh is by considering
the geometry of the pre-curved bimetallic strip. From Fig. 2, two Isosceles tri-
angles exist, Doab and Dodc. For both triangles, adding all the angles up to 180�:
2cþ a ¼ 180 and 2bþ x ¼ 180: The third relationship that can be found in
Fig. 2 is c� b ¼ h.

By manipulation and substitution of these sub-formulae, it can be shown that:

h ¼ x
2
� a

2
ð5Þ

with further substitution and manipulation this is equal to:

h ¼ Ac

2
ð 1
Rc
� 1

Rh
Þ: ð6Þ

Given that Ac ¼ Ah the strip arc changes shape, not its length.
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Where

Ac ¼ Ah is the arc length of the curved bimetallic strip
Rc is the cold radius of curvature stated previously and initially known
Rh is the hot radius of curvature calculated by Timoshenko earlier.

Hence the ‘‘hot’’ endpoint position can be now calculated in terms of X, Y
coordinate system, see Fig. 3.

v ¼ Lh cos
Ac

2
1
Rc
� 1

Rh

� �� �
ð7Þ

Fig. 2 Curved bimetallic
strip geometry

Fig. 3 x and y position of
heated strip
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c ¼ Lh sin
Ac

2
1
Rc
� 1

Rh

� �� �
ð8Þ

From (2) we have the radius of curvature Rh as a function of the temperature
change from ambient, with this value entered into (7) and (8) the evaluation the
v; c end point position of the bimetallic strip is possible. These formulae were used
to generate the theoretical curves used later on in this paper.

The preceding case [2] enables the prediction of the free end of the pre-curved
bimetallic strip as a function of temperature change from ambient. The output of the
calculation was the x and y ordinates of the end point of the free end of the strip.
Although this will enable an engineer to pinpoint the position of the end the of the
strip quite accurately, if the function of the free endpoint of the strip is to activate a
micro-switch or other tripping device, then the reaction load from the switch must be
taken into account. When the endpoint of the bimetallic strip is loaded by an external
force, the strip will behave as a beam and bend accordingly. The following theory
describes the combined loading case whereby the pre-curved bimetallic strip is fixed
at ‘‘o’’ and is free to move at point ‘‘d’’. Initially the ambient radius of curvature is Rc,
and as the strip is uniformly heated along its entire arc length, it will straighten up as
shown previously to reach position ‘‘a’’ with a ‘‘hot’’ radius of curvature Rh. With the
application of an externally applied load Fa exerting in an orientation that is
perpendicular to the radius of curvature Rh the strip will bend back downwards in
accordance with simple beam bending theory. The deflection from point ‘‘a’’ to point
‘‘f’’ changes the radius of curvature from Rh to Rd: To observe the elastic properties
of the strip under loading, simple bending theory is employed to evaluate the
maximum deflection of the beam ‘‘oa’’ which is being subjected to vector force Fn

that is acting upon the free displaced strip perpendicular to its chord line, see Fig. 4.
From the simple bending equation, the radius of curvature of a flat bimetallic

strip is taken as:

Rb ¼
Ea

Fn

I

Lh
ð9Þ

where

E is the averaged Young’s Modulus of both metals making up the bimetallic strip.
I is the second moment of area of the strip.
Fn is the normal force to the chord line of the strip and Fn ¼ Fa cosðuÞ:
Angle u ¼ p � a

2 :

Fa is the applied input load normal to the strip (N) coming from the application.

Lh ¼ 2Rh sin A
2Rh

� 	
chord length of hot free strip defined earlier.

Note Rb is the bend from flat as a function of a normal load Fn as considered to
be applied to a straight strip.

But the load Fn is applied to a pre-curved beam with radius of curvature Rh thus
a modifier is required to find the radius of curvature Rd which is the deviated radius
from the already pre-curved strip Rh:
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The modified radius of curvature is found by adding the reciprocals of the bend
from flat Rb; to the bend from hot radius of curvature Rh;

Thus;

Rd ¼
RbRh

Rb þ Rh
: ð10Þ

It is very possible to breach the elastic limit of the bimetallic strip by applying
an external load that exceeds the permissible bending stress of the strip.

It is normal to get the permissible stress value for most mass produced bime-
tallic strip from the manufacture’s handbook.

Assume that rbp is the maximum permissible bend stress value as supplied by
the manufacturer.

The radius of curvature from a flat strip limited by stress is defined as:

Rr ¼
tE

2rbp
ð11Þ

The stress value evaluated as a function of the applied load Fn is given by:

ra ¼
FnLht

2I
ð12Þ

where t
2 equals half the thickness of the strip

Fig. 4 Combined loading case of fixed pre-curved bimetallic strip
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If as a function of applied load Fnthe calculated value of ra\rba the manu-
facturer recommended permissible stress value, then the strip under the external
load Fn will remain within the elastic limit, or the limit of proportionality, as
defined by Hooke’s law.

The radius of curvature as a function of ra, which itself is a function of the
applied load Fn is therefore:

Rra ¼
tE

2ra
: ð13Þ

By substitution and simplification:

Rra ¼
EI

FnLh
ð14Þ

Thus if Rra, the radius of curvature as a function applied load Fn, is substituted for
Rb the loaded radius of curvature Rdr from the hot free position can be calculated.

Therefore:

Rdr ¼
Rra Rh

Rra þ Rh
ð15Þ

A check between the calculated stress ra coming from the applied load Fn, and
the recommended stress level by the manufacture rbp must be performed to ensure
that the applied load and its associated stress level stays within the elastic limits of
the bimetallic strip.

Rdr is the stress limited radius of curvature as a function of the applied load Fn.
Note if the condition rr [ rbp for an applied loading Fn then the geometry of
the strip can be modified to reduce the stresses to within the elastic limit of the
bimetallic material.

The new chord length as a function of the stress limited Rdr is given by:

Ldr ¼ 2Rdr sin
A

2Rdr

� �
ð16Þ

The net loaded position of the end of the strip at point f is given by:

Xn ¼ Ldr cos
Ab

2
1
Rc
� 1

Rdr

� �� �
ð17Þ

Yn ¼ Ldr sin
Ab

2
1
Rc
� 1

Rdr

� �� �
: ð18Þ

It is normal practice to program the preceding expressions into an electronic
spread sheet so that the iterative process can zero in on a working solution that
satisfies the combined loading and stress requirements. The tests that follow are for
the validation of the unloaded case only.
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4 Equipment

Bimetallic strip used in test; Shivalik SBC-206-1 [3] which were initially 202 mm
long 9 5 mm wide 9 0.4 mm thick straight bimetallic strip. Four bimetallic strip
test samples were made by gently cold working the strips to form true arcs of a
circle equal to D64, D80, D100 and D128 mm. The bimetallic strips were formed
with the material side with the highest coefficient of linear expansion on the inner
surface. To ensure that the curved bimetallic strips conformed to a true arc during
cold working, special formers were produced to check the diameter and roundness
see Fig. 4, the formers were held to ±0.25 mm tolerances. The length of each test
sample was cut back to equal half the circumference of the former, i.e. 100.53,
125.66, 157.07, 200.06 mm long respectively, within a tolerance of ±0.25 mm.
Each test sample was subjected to heat treatment to 350 �C for 2 h before the
actual testing took place as according to the Kanthal handbook [4]. This was to
normalize the strips from any work hardened induced stresses during the cold
forming process.

4-Curved bimetallic test samples, tagged as: D64, D80, D100, D128, Hanna HI
93530 K-Thermocouple Thermometer Digital: Thermocouple: position T1.
TES1319 K-Type Thermometer 2 off: Thermocouple: position’s T2 and T3. Solex,
Digi-Thermo ST 4060 Digital Thermometer recording ambient temperature Ta.
Each thermocouple was affixed to each test sample by a spring clip on the outside
surface, and shielded by the body of the test sample from direct hot air flow.

The positioning pattern of the three thermocouples was the same for all test
samples, see Fig. 6. Bosch 2.3 kW GHG 660 LCD Professional; variable flow hot
air gun; adjustable heat settings in increments from 10 to 600 �C. Fan type nozzle
for maximum flow spread along the test samples. 50 �C the lowest temperature
setting output of the gun. Hot air flow rate and position of heat gun fixed for all
testing.

Heat flow was perpendicular to the Aluminium Base plate for a constant uni-
form heating environment. A 5 mm heat stabilising plate was placed underneath
the Aluminium base plate. A heat stabilising shield was placed around the test
pieces during testing.

A 1 mm thick sheet Aluminium base plate was used for recording locus of
points during the tests. Test sample holder, clamped to the Aluminium base plate
using a workshop ‘‘G’’ clamp. The test samples were clamped in the test sample
holder to 1 mm depth for each strip. The test samples were measured to be 1 mm
parallel to, and clear of the Aluminium base plate throughout all tests, see Fig. 6.
A black fine felt tip pen was used for recording data points on the Aluminium base
plate, see Fig. 5.
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Fig. 5 Test samples checking for roundness and size

Fig. 6 Test setup
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5 Test method

Each test sample was clamped parallel to the Aluminum base plate within the heat
stabilized zone. One end of the bimetallic strip was rigidly fixed, the other end the
strip was free to move 1 mm from the plate, see Fig 6. Each test sample was
subjected to uniform heating, and as the strip straightened up, the locus of the free
end point was recorded on the Aluminum base plate using the felt tipped pen. At
each point, the corresponding thermocouple temperature was recorded, see Fig. 7.
The heat from the gun was increased in increments of 20 �C and an identifiable
locus of points was produced for each test sample, see Fig. 7.

6 Test Results and Discussion

The result of heating and plotting the loci of points are shown in Fig. 8. The data
points were plotted onto the surface of the Aluminum base plate. The range of
points were plotted for a thermocouple temperature range of up to 210 �C for an
ambient room temperature in the range of 21–24 �C. Sufficient data points were
obtained to identify the locus of the free end of the strip for each test sample. For
each test sample, 5–7 data points corresponding to the specific thermocouple
temperatures, which were measured from the best fit curve in Fig. 8. Sample test
points were plotted against the calculated curves generated by the formulae pre-
sented in the theory section of this paper, a good correlation was observed for the
majority of the test points (Fig. 9).

Generation of the theoretical calculated data curves in Fig. 8 were computed
using an Excel program. The properties used to calculate the theoretical values
were as follows:

Fig. 7 Test sample setup

Spatial Prediction of a Pre-curved Bimetallic Strip Under Combined Loading 237



Thickness of each metal 0.2 mm equal; total thickness = 0.4 mm, Young’s
Modulus of Steel 210 GPa, Young’s Modulus of Invar 36: 145 GPa, source [5].

Coefficient of linear thermal expansion for steel: 20 9 10-6/K [5].
Coefficient of linear thermal expansion for Invar 36: 1.85 9 10-6/K.
With the above values and the Timoshenko formula, coupled with the same

thermocouple temperatures from the test samples, the theoretical data points were
generated.

Despite the manual method of plotting and recording of the data points, a good
correlation exists between the theoretically derived curves and the sample data
points from the tests, as can be shown in Fig. 8. The best correlation occurs on the
smaller test samples, whereby the heat source was the closest to the test samples.
The larger the test piece, the further the test sample moved from the fixed direct
heat source and thus the scatter of the data points was the greatest. On sample
D128, the largest deviation from the theoretical curve was recorded, this was due
to the continuous movement of the free end of the bimetallic strip during heating, a
phenomena known as hunting. The correlation results are shown in Fig. 9 with an
overall average percentage error of the four test samples amounting to X% error
0.35 and the Y% error 5.2 the worst deviation in the D128 sample, Y axis which
was 9.32 %, again due to the inaccuracy of recording caused by the hunting of the
free end of the test sample. The test results were shown on the whole, to have a
good correlation with the theory, thus the equations in this paper can be used with
a high confidence as a means of predicting the end point position of the free end of
a curved bimetallic strip, when subjected to uniform heating and unloaded from
any external forces.

Fig. 8 Full set of test data
points transferred to paper
and X, Y, distances measured
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7 Conclusion

This work provides a means of calculating the free end point position of a curved
bimetallic strip subject to uniform heating. With the aid of a Microsoft Excel work
sheet or other similar electronic worksheet, the major equations can be easily eval-
uated for any curved bimetallic strip to provide design options in any control circuit
using a bimetallic element as the sensing unit. The low overall percentage correlation
error between the test data and the theory validates the formulae derived in this paper
indicating that they can be applied with high degree of confidence when predicting
the movement of the end point of the strip due to heating.
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Development of a Glass-Fibre Reinforced
Polyamide Composite for Rotating Bands

Abdel-Salam M. Eleiche, Mokhtar O. A. Mokhtar
and Georges M. A. Kamel

Abstract Projectiles are usually provided with an integral rotating band which
serves many purposes. These bands are usually made of copper which causes the
wear of the gun barrel steel bore. Hence alternative materials are being thought. In
the paper, the Polyamide type 66 is proposed as a base material, and its mechanical
and tribological properties are modified by different percentages of glass fiber.
Experimental results indicate that 2 % GF content as reinforcement to PA66 resin
appears to be the ideal compromise.

Keywords Development scheme � Glass-fiber reinforcement � High-speed fric-
tion wear and deformation test � Mechanical properties � Polyamide 66 resin �
Rotating band

1 Introduction

A rotating band (RB) is a part of a projectile that serves to engage the rifling on the
gun barrel and trap propellant gases at the rear of the projectile. Engaging with
the rifling imparts a spin on the projectile, which stabilizes it during its flight.
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Its secondary function is to hold the projectile in its proper position in the gun after
loading and ramming, and to ensure that it will not slip back when the gun is
elevated. The band has considerable effect on muzzle velocity, range, accuracy,
and the life of the gun.

Rotating bands have been usually made of fine soft copper. At high rate of fire
and high muzzle velocities, this leads to the wear or erosion of the gun barrel steel
bore. Since the operating variables cannot be changed, the system structure change
is the only way, which addresses the selection of a suitable alternative material. In
major-caliber projectiles, a small percentage of nickel is added to provide greater
strength. In recent designs, some projectiles have been banded with gilding metal
(90 % copper, 10 % zinc), to increase strength and reduce the amount of copper
deposited on gun barrel bore. Rotating bands have also been made out of other
materials including brass, iron, and plastic [1–4].

In considering the design and selection of RB material, it should be remem-
bered that the RB must:

• withstand the shearing and the bearing pressure resulting from normal forces
• be permanently clamped to the projectile body
• plastically deform through the barrel forcing cone (FC) without rupture
• have a minimum effect on wear of the barrel bore.

In the current work, it has been thought to use a polyamide material instead of
the copper alloy RB, in an endeavor to minimize wear rates and hence increasing
barrel life, while maintaining or even enhancing the main performance character-
istics (mechanical and thermal properties, sealing, etc.) Polyamide type 66 (PA 66)
was proposed as a base material, and modified by adding different fillers to improve
strength, wear resistance, and flame reduction. The adopted test scheme is shown in
Fig. 1, which consists of four stages. The current paper, which expands on a pre-
vious presentation [5], reports in detail on only the first one of these phases, where
different percentages of glass fiber are added to improve strength and wear
resistance.

2 Experimental

The primary criterion for the optimum choice of RB material is its minimum wear
effect on the barrel under working conditions. Also, this material must withstand
all applied stresses without failure, and resist wear for realizing complete sealing
to prevent the escape of gases. Therefore, the design of a RB material must be
based upon several experiments simulating as much as possible the real function.

In addition to mechanical properties measurements, a special rig is constructed
for the friction, wear and deformation testing, in conditions simulating the real
ones.
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Fig. 1 Full scheme adopted to develop the new reinforced polyamide RB
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For specimen fabrication, a screw extruder is constructed for laboratory use,
allowing the preparation of specimens with different additive contents.

Mechanical properties have been recorded using standard testing machines and
test specifications. Both tensile and compression tests were conducted and corre-
sponding stress/strain relations could be identified.

Furthermore, a specially constructed rig has been used to measure the friction
and wear under very high rates of loading and sliding speeds, simulating the actual
working conditions. Coefficients of friction and wear values could be assessed as
functions of the applied loads and sliding speeds.

2.1 Materials

Two types of resin were used:

• Polyamide 66 resin of natural color and for general use acquired in the form
of grain from BASF Company. The commercial name of this material is
‘‘ULTRAMIT A-5’’ and has the properties given by the supplier as listed in
Table 1.

• Short GF reinforced PA 66 acquired also from BASF. The GF content is 25 % of
E-type randomly oriented in the resin. The commercial name is ‘‘ULTRAMIT
A3 EG6’’; properties are listed in Tables 1 and 2.

2.2 Specimens

The RB was molded in place around the projectile body by melt extrusion in a
specially designed and constructed laboratory screw extruder. Specimens were
also molded to determine the mechanical properties.

Table 1 Resin properties

Properties ULTRAMIT A-5 ULTRAMIT A3EG6

Fiber glass content, % 0 25
Density, gm/cm3 1.14 1.44
Tensile strength, psi (MPa) 12.5 9 103 (86.2) 18 9 103 (124.1)
Elongation at break, % 40–80 2
Young’s modulus 4.3 9 105 (2965) 7 9 105 (4862)
Compressive strength, psi (MPa) 16 9 103 (110.3) 25 9 103 (172.4)
Shear strength, psi (MPa) 9.5 9 103 (65.5) 13 9 103 (89.6)
Izod impact strength, ft.lb/0.5 in notch 1.1 2.1
Melting point (oC) 264 240
Deflection temperature (oC)
Load 88 psi 190 234
Load 264 psi 75 228
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2.3 Screw Extruder and Special Dies

This consists essentially of a drive, heating cylinder and screw. Detailed drawing
of this extruder has been given in [5]. The special die used for molding the RB
around the projectile body is shown in Fig. 2.

Specimens used for material characterization are shown in Fig. 3, whereas the
dies used to mould them are shown in Fig. 4.

Table 2 E-Glass properties Single fibre tensile strength
at 25 oC, psi (MPa)

530,000 (3,654.2)

Young’s modulus, psi (MPa) 11.8 9 106 (75,842.3)
Density (g/cm3) 2.53

Fig. 2 Special die used for molding the RB around the projectile body

Fig. 3 Tensile and
compression test specimens
used for material
characterization

Development of a Glass-Fibre Reinforced Polyamide Composite 245



2.4 Test Rig for Measuring Friction, Wear and Deformation
of a RB at High Sliding Speeds

Montgomery measured the friction and wear of the RB material using a pin-on-disc
type testing rig, but with a very short contact time in the range of 100 ms [6].
Experiments were made at a sliding speed of 1.7 m/s, corresponding to real pro-
jectile velocities. Wear rate was taken as the loss in pin length during the experiment.

Fig. 4 Special die used for molding the tensile and compression test specimens
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In practice, the performance of the RB is checked, after the projectile is pro-
duced in the factory, by pressing a sample from each lot inside a portion of a barrel,
using a universal testing machine, at a sliding speed of no more than 0.1 m/s.
Figure 5 shows the resisting force versus distance traveled at speeds of 0.00055 and
0.1 m/s in this type of static friction, wear, and deformation test. Three parameters
are measured: the maximum force reached (Fmax), the steady-state force (Fss)
during the sliding motion of the projectile, and the slope of the initial part of the
curve (K).

The method used by Montgomery does not take into account the deformation of
the RB, and also neglects the non-uniformity of wear throughout the length of the
RB. On the other hand, the method used in production is conducted at very low
speeds in comparison with those existing in practice.

Therefore, a test rig is specially designed and constructed in order to simulate
the real severe conditions the RB suffers during service (Fig. 6). It consists of a
falling weight used to drive the projectile into an actual portion of a real barrel.
The RB deforms when going through the forcing cone of the barrel, and then slides
over the remaining part of the barrel until it is finally pulled out. The system allows
a maximum falling height of four meters, corresponding to a striking velocity of
8.9 m/s. The applied pressure at striking was calculated and estimated at 5 MPa. In
this test, the friction force is detected by a compression load cell, and its output
recorded by a storage oscilloscope triggered externally by a pulse generator.
Traces were properly calibrated on a universal testing machine. Also, the wear of
the RB was expressed by recording the dimensional changes after exiting the
barrel.

2.5 Mechanical Properties Testing

Tensile and compressive tests were conducted according to ASTM-D-1708 [7] and
ASTM-D-695 [8], at 23 �C and at 1–1.3 mm/min and 1 mm/min, respectively.
Five specimens were tested for each sample. True stress–true strain curves were

Fig. 5 Typical trace obtained in the static friction, wear and deformation test
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Fig. 6 Test rig for dynamic friction, wear and deformation test
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deduced from the load-displacement traces obtained on an X–Y recorder. The
following data were calculated: (a) strength at yield and at break; (b) modulus of
elasticity; (c) strain at yield and at break.

3 Results and Discussion

3.1 OFHC Copper RB Reference Material

3.1.1 Low-Sliding Speed Friction, Wear, and Deformation

Figure 7 shows typical traces obtained at the sliding speed of 0.00055 m/s. From
such traces, average values calculated were:

• Maximum resisting force, Fmax = 3,400 kg
• Steady-state resisting force, Fss = 1,800 kg
• Slope of initial part of the trace, K = 486 kg/mm

Dimensional changes were carefully measured. Using a simple analysis [9], the
static coefficient of friction could be derived at lst = 0.38.

3.1.2 High-Sliding Speed Friction, Wear, and Deformation

Figure 8 shows a test trace obtained at the sliding speed of 8.9 m/s using the rig of
Fig. 6. From such traces, average values calculated were:

• Maximum resisting force, Fmax = 7,750 kg
• Steady-state resisting force, Fss = 1,650 kg
• Slope of initial part of the trace, K = 1,107 kg/mm

Also, the coefficient of friction was calculated at ldyn = 0.348 [9], which is
smaller than lst, but close to the values reported by Montgomery [6].

3.2 Glass Fiber Reinforcement of PA

3.2.1 Compression Test Results

Figure 9 shows that the addition of GF improves the strength and modulus of
elasticity of PA 66, but lowers its ductility.
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3.2.2 Low-Sliding Speed Friction, Wear, and Deformation

GF contents used were: 0, 2, 5, 10, 15, 20, and 25 %, while sliding speeds chosen
were: 0.55 9 10-3 and 0.1 m/s. From the recorded traces, results were plotted in
Fig. 10. The following remarks can be made:

• Recorded traces were similar to those obtained on copper specimens (Fig. 7)
• Fmax and Fss increase with GF content for both speeds.
• l decreases by increasing GF content up to 15 %, then increases slightly; and

generally increases with speed.

Visual inspection of the test specimens before and after tests revealed:

• All specimens did not fail, except the specimen with 25 % GF content at 0.1 m/s
where cracks were clear inside the RB.

• No debris were found on the barrel bore at all speeds.

Specimen dimensions were measured after tests as reference against which the
severe wear expected at high sliding speeds will be compared.

Fig. 7 Typical traces from friction, wear and deformation test on copper at 0.00055 m/s

Fig. 8 Typical trace from
friction, wear and
deformation test on copper
RB at 8.9 m/s
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3.2.3 High-Sliding Speed Friction, Wear, and Deformation

GF contents used were: 0, 2, 5, 10, 15, 20, and 25 %, and sliding speeds chosen
were: 7.75 and 8.9 m/s. From the recorded traces, sample results for the resisting
forces are given in Fig. 11. The following remarks are made:

• Recorded traces are similar to those obtained on copper specimens (Fig. 8). In
the SS region, the RB seems to behave as a damped vibrating spring with
possible slight stick-slip behavior.

• Fmax increases with GF content and sliding speed
• At 7.75 m/s, Fss slightly increases with GF content up to 10 %, then slightly

decreases; at 8.9 m/s, it continuously decreases.
• l decreases by increasing GF content up to 15 %, then increases slightly; and

generally decreases with speed up to 15 % GF content, then slightly increases
(cf. Fig. 10).

Fig. 9 Effect of GF content on compressive properties
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Fig. 10 Effect of GF content and sliding speed on Fmax, Fss, and l

Fig. 11 Effect of GF content
on resisting forces at 7.75 m/s
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Visual inspection of the test specimens before and after tests revealed:

• At 7.75 m/s, specimens with GF content[5 % break during the test; at 8.9 m/s,
specimens break when GF content is greater than 2 %.

• Transferred layers were observed adhering to the bore.

Dimensions of specimens that did not fail were measured after tests and
compared to the reference dimensions of specimens tested statically. Relevant
observations are:

• Front parts of the RB wear more than the rear parts
• Rear parts of the RB increase in dimensions for the GF filled specimens
• At 8.9 m/s, all dimensions of unfilled PA66 RB decrease in value. The decrease

is more than for the case of OFHC copper RB at the same conditions.
• The quantity of wear occurring in the grooves is much greater than that

occurring in the lands for unfilled PA66
• Wear resistance is improved by GF reinforcement
• By increasing GF content above 5 % for sliding speed of 7.75 m/s, and above

2 % for sliding speed of 8.9 m/s, it is seen that the RB is completely destroyed.

4 Conclusions

Polyamide type 66 (PA66) is proposed as candidate base material for rotating bands.
Various percentages of glass fiber are to PA66 in order to modify its mechanical and
tribological properties. In the assessment process, various tests were conducted,
including mechanical properties determination, friction, wear and deformation tests
at low and high sliding speeds, and dimensional change measurements.

Experimental results indicate that 2 % GF content as reinforcement to PA66
resin appears to be the ideal compromise. In this case, the wear resistance of PA66
resin is improved, and the RB withstands the associated plastic deformation
without failure at all sliding speeds.
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Design and Development
of the Ultrasound Power Meter
with a Three Axis Alignment System
for Therapeutic Applications

Sumet Umchid and Kakanumporn Prasanpanich

Abstract The total output power from medical ultrasound devices must be
determined and strictly regulated to ensure patient safety and to evaluate the
performance of the ultrasound devices. The objectives of this research were to
design and develop an ultrasound power meter with a three axis alignment system
to measure the total output power from medical ultrasound devices especially for
therapeutic applications. The implementation of this work utilizes a radiation force
balance technique based on the method recommended in the International Elect-
rotechnical Commission (IEC 61161). An ultrasound therapy machine was used as
an ultrasonic source. To verify the performance of the developed system, the total
output powers measured from our developed ultrasound power meter were com-
pared with those measured from the commercial ultrasound power meter (UPM)
and compared with those measured from the standard ultrasonic power measure-
ment system at the National Institute of Metrology, Thailand (NIMT) at five
nominal intensity values (0.5, 1, 1.5, 2, 3 W/cm2) with three frequencies, 0.86, 2
and 3 MHz, and four output pulse modes; continuous wave (100 % duty cycle),
1:2 (50 % duty cycle), 1:5 (20 % duty cycle) and 1:10 (10 % duty cycle). The
correlation coefficients and measuring uncertainty were then calculated. The
results show that the developed system is currently able to determine the ultrasonic
output power in the power range from 100 mW to approximately 12 W.
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1 Introduction

Medical ultrasound has been used extensively in both diagnostic and therapeutic
applications during the past few decades [1–5]. For medical equipment that
interacts with human tissue, whether invasive or noninvasive, the patient safety is
the most important issues. Although medical ultrasound devices do not give ion-
izing radiation such as X-ray, other possible biological effects associated with
medical ultrasound such as thermal or mechanical effects are a concern [6, 7]. For
this reason, the ultrasonic power produced at the output of medical ultrasound
devices should be determined and strictly regulated [8–10]. Other main reasons to
measure the total output power are to ascertain whether the device is performing
properly and to ensure the most effective exposure levels used during the treatment
of the patient [11].

The ultrasonic output power can be determined by various procedures such as
the radiation force balance technique [8–10, 12–15], the use of piezoelectric hy-
drophones [16], acousto-optic [17], thermo-acoustic [18], calorimetry [19] and
ultrasonic power through electro-acoustic efficiency of transducers [20]. However,
the radiation force balance method was employed in this work because this method
is inexpensive, simple and accurate [8–10].

Radiation force balance is a standard technique to measure the total output
power from an ultrasonic transducer. The ultrasonic power is determined by using
the time-average force acting on a target in the acoustic field. The radiant power is
directly proportional to the total radiation force (weight) on the target. The mea-
surement principle is as follows: the ultrasonic beam to be measured is directed
vertically upwards on the target and the radiation force acting on the target is
measured by the electrobalance. The ultrasonic power is determined from the
difference between the force on the target with and without ultrasonic radiation
[8–10, 21–25].

In view of the above, it is clear that there is a well defined need for the
ultrasonic power measurement. Consequently, this paper describes the design and
development of an ultrasound power meter with the three axis alignment system to
obtain faithful results of the ultrasonic power.

2 Methods

The implementation of this work utilizes a radiation force balance technique based
on the method recommended in the International Electrotechnical Commission
(IEC 61161) [26]. A schematic diagram and a photograph of the developed
ultrasound power meter are presented in Figs. 1 and 2, respectively.
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Fig. 1 Schematic diagram of the developed ultrasound power meter

Fig. 2 Photograph of the developed ultrasound power meter with the three axis alignment
system
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The developed ultrasound power meter consists of the following parts:

1. Ultrasound therapy machine: Ultrasound therapy unit and its transducer, model
Ultrasonic S3004 from Diter-elektroniikka, Finland, were used as an ultrasonic
source to test the performance of the developed ultrasound power meter. The
operating frequencies of this machine are 0.86, 2 and 3 MHz. In addition, the
ultrasound therapy unit can be adjusted to five intensity levels (0.5, 1, 1.5, 2,
3 W/cm2) and four different output pulse modes; continuous wave (100 % duty
cycle), 1:2 (50 % duty cycle), 1:5 (20 % duty cycle) and 1:10 (10 % duty
cycle). The effective radiating area (ERA) of the face of the transducer is
approximately 4.5 ± 0.5 cm2. The ultrasonic transducer was connected directly
to the ultrasound therapy unit and placed vertically upwards on the target with a
transducer holder of the three axis alignment system.

2. Water bath: A water bath was built from plastic and sealed with sound clad
(Dinitrol 448, EFTEC Aftermarket GmbH) on the inner surface of the water
bath in order to minimize ultrasonic reflections from the surface of the water
bath. Its diameter and height are 200 and 155 mm, respectively. The water bath
was then filled with degassed water to avoid cavitation. It is also good to note
that air bubbles must not be presented on the faces of the ultrasonic transducer
or the target during the measurement since it may cause a measurement error.

3. Target: A custom-made reflecting target was made of thin aluminum in an air-
backed convex cone shape. It has a diameter of 80 mm. The cone half-angle of
this conical reflector was designed to be 45�, so that the reflected waves could
leave at right angles to the ultrasound beam axis. The target is directly con-
nected to the electrobalance.

4. Electrobalance: The radiation force was measured by a precision electrobalance
model GE2102 (Sartorius, Germany), with 0.01 g of readability and 2,100 g
maximum load capacity. The weight measured from the electrobalance was
then transferred to a computer via a serial port.

5. Three axis alignment system: The placement of the ultrasonic transducer was
controlled by three axis stepper motors. The precision of the XYZ stepper
motors of the alignment system is 1 mm per step, which allows the displace-
ment from one position to another position of the transducer very accurately. In
this work, the ultrasonic transducer was positioned about 1 cm away above the
reflecting target in the degassed water.

6. Data acquisition and control system: The measurement sequence, such as
aligning the ultrasonic transducer, obtaining weight data of the target from the
electrobalance, and calculating the total output power from the transducer under
test, was performed by a custom-made Visual Studio program presented in
Fig. 3.

During the power measurement, the ultrasonic beam is directed vertically
upwards on the target and the radiation force exerted by the ultrasonic beam will
be measured by the electrobalance in gram units. The ultrasonic power (in watt
units) can then be determined from the difference between the force measured with
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and without ultrasonic radiation using the help of the theory in [21–25]. For plane
waves, the relationship between the measured radiation force (F) and the ultra-
sonic power (P) can be expressed by the following equation:

P ¼ cðtÞ � F
2 cos2 h

ð1Þ

where P is the ultrasonic power, F is the measured radiation force, c(t) is the
velocity of ultrasound waves in water as a function of the water temperature (t) and
h is the angle between the beam direction and the normal of the reflecting surface.

During this work, the measured radiation force (F) is obtained from the mul-
tiplication between the deviated weight (Dm) caused by the radiation force and the
gravity (g). In addition, the angle between the beam direction and the normal of the
reflecting surface is 45� since the cone angle of the target was designed to be 90�.
Therefore, the Eq. 1 could be rewritten as Eq. 2.

P ¼ Dm � g � cðtÞ ð2Þ

To verify the performance of our developed ultrasound power meter, the ultra-
sonic power measurement results from our developed system were compared with
those from the commercial ultrasound power meter (UPM), Model UPM-DT-10
(Ohmic Instruments, Maryland, USA) and compared with those from the standard

Fig. 3 Custom-made visual studio program used to determine the total output power from the
ultrasonic transducer
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ultrasonic power measurement system at the National Institute of Metrology,
Thailand (NIMT). The correlation coefficients and measuring uncertainty were then
calculated.

It is good to note that all power measurements with the developed ultrasound
power meter, the commercial ultrasound power meter and the standard ultrasonic
power measurement system at NIMT were repeated for six times by resetting the
transducer, the water bath and the target completely to investigate the reproduc-
ibility of the measurement system.

3 Results

The comparisons of the ultrasonic powers measured from the developed ultra-
sound power meter and those measured from the commercial ultrasound power
meter (UPM) at five nominal intensity values (0.5, 1, 1.5, 2, 3 W/cm2) with three
different frequencies, 0.86, 2 and 3 MHz, using four different output pulse modes;
continuous wave (100 % duty cycle), 1:2 (50 % duty cycle), 1:5 (20 % duty cycle)
and 1:10 (10 % duty cycle) are presented together with their correlation coeffi-
cients in Figs. 4, 5, 6 and 7, respectively.

In addition, to enhance the verification of our developed ultrasound power
meter’s performance, the correlation coefficients of the ultrasonic powers mea-
sured from the developed ultrasound power meter and those measured from the
standard ultrasonic power measurement system at NIMT at five nominal intensity
values (0.5, 1, 1.5, 2, 3 W/cm2) with three different frequencies, 0.86, 2 and
3 MHz, using four different output pulse modes; continuous wave (100 % duty
cycle), 1:2 (50 % duty cycle), 1:5 (20 % duty cycle) and 1:10 (10 % duty cycle)
are determined and shown in Figs. 8, 9, 10 and 11, respectively.

4 Discussions

In this work, a measuring uncertainty of the developed ultrasound power meter
was calculated and it was found to be within ±10 %. To verify the performance of
the developed system, the ultrasonic power measurement results from our devel-
oped ultrasound power meter were compared with those from the commercial
ultrasound power meter (UPM) as shown in Figs. 4a, 5a, 6a and 7a. The difference
between the results measured from these two systems is mostly smaller than the
measuring uncertainty, so it can be deduced that these two systems of measuring
ultrasonic power are in good agreement. However, the huge differences between
the measurement results from these two systems at the intensity beyond 2 W/cm2

using the continuous wave mode in Fig. 4a can be clearly observed and the reasons
for these discrepancies are currently being investigated. In addition, the correlation
coefficients of our developed system and the commercial UPM were found to be
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Fig. 4 a Comparison of the ultrasonic powers using continuous wave mode (100 % duty cycle)
with three different frequencies, 0.86, 2 and 3 MHz, measured by the developed ultrasound power
meter and the commercial ultrasound power meter (UPM), and b correlation coefficient of the
ultrasonic powers measured from the developed ultrasound power meter and those measured
from the commercial ultrasound power meter (UPM) with three different frequencies, 0.86, 2 and
3 MHz, using continuous wave mode (100 % duty cycle)
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Fig. 5 a Comparison of the ultrasonic powers using 1:2 pulse mode (50 % duty cycle) with three
different frequencies, 0.86, 2 and 3 MHz, measured by the developed ultrasound power meter and
the commercial ultrasound power meter (UPM), and b correlation coefficient of the ultrasonic
powers measured from the developed ultrasound power meter and those measured from the
commercial ultrasound power meter (UPM) with three different frequencies, 0.86, 2 and 3 MHz,
using 1:2 pulse mode (50 % duty cycle)
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Fig. 6 a Comparison of the ultrasonic powers using 1:5 pulse mode (20 % duty cycle) with three
different frequencies, 0.86, 2 and 3 MHz, measured by the developed ultrasound power meter and
the commercial ultrasound power meter (UPM), and b correlation coefficient of the ultrasonic
powers measured from the developed ultrasound power meter and those measured from the
commercial ultrasound power meter (UPM) with three different frequencies, 0.86, 2 and 3 MHz,
using 1:5 pulse mode (20 % duty cycle)
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Fig. 7 a Comparison of the ultrasonic powers using 1:10 pulse mode (10 % duty cycle) with
three different frequencies, 0.86, 2 and 3 MHz, measured by the developed ultrasound power
meter and the commercial ultrasound power meter (UPM), and b correlation coefficient of the
ultrasonic powers measured from the developed ultrasound power meter and those measured
from the commercial ultrasound power meter (UPM) with three different frequencies, 0.86, 2 and
3 MHz, using 1:10 pulse mode (10 % duty cycle)
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Fig. 8 The correlation coefficient of the ultrasonic powers measured from the developed ultrasound
power meter and those measured from the standard ultrasonic power measurement system at NIMT
with three different frequencies, 0.86, 2 and 3 MHz, using continuous wave mode (100 % duty cycle)

Fig. 9 The correlation coefficient of the ultrasonic powers measured from the developed ultrasound
power meter and those measured from the standard ultrasonic power measurement system at NIMT
with three different frequencies, 0.86, 2 and 3 MHz, using 1:2 pulse mode (50 % duty cycle)
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Fig. 10 The correlation coefficient of the ultrasonic powers measured from the developed
ultrasound power meter and those measured from the standard ultrasonic power measurement system
at NIMT with three different frequencies, 0.86, 2 and 3 MHz, using 1:5 pulse mode (20 % duty cycle)

Fig. 11 The correlation coefficient of the ultrasonic powers measured from the developed ultrasound
power meter and those measured from the standard ultrasonic power measurement system at NIMT
with three different frequencies, 0.86, 2 and 3 MHz, using 1:10 pulse mode (10 % duty cycle)
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0.97706 in Fig. 4b for the continuous wave mode, 0.99431 in Fig. 5b for the 1:2
pulse mode, 0.99211 in Fig. 6b for the 1:5 pulse mode and 0.98559 in Fig. 7b for
the 1:10 pulse mode.

The measurement results from our developed ultrasound power meter were also
compared with those from the standard ultrasonic power measurement system at
the National Institute of Metrology, Thailand (NIMT). The correlation coefficients
of our system and the standard system at NIMT were calculated to be 0.9854 in
Fig. 8 for the continuous wave mode, 0.99167 in Fig. 9 for the 1:2 pulse mode,
0.97855 in Fig. 10 for the 1:5 pulse mode and 0.96644 in Fig. 11 for the 1:10 pulse
mode. The results show that the values of the correlation coefficient are all higher
than 0.96 (approximately 1) so it can be deduced that the developed system is in an
excellent agreement with both the commercial ultrasound power meter (UPM) and
the standard ultrasonic power measurement system at the National Institute of
Metrology, Thailand (NIMT).

5 Conclusion and Future Work

In conclusion, the ultrasound power meter with a three axis alignment system was
successfully developed. Currently, the system is able to determine the ultrasonic
output power in the power range from 100 mW to approximately 12 W. This
measurement range is normally suitable for the commercial medical ultrasound
devices in therapeutic applications. Current efforts are being made to focus on
testing the frequency range of the developed system.
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Mass Transfer Properties for the Drying
of Pears

Raquel Pinho Ferreira de Guiné and Maria João Barroca

Abstract Portugal is among the tropical countries that have a long tradition of
drying fruits, such as figs, grapes or pears. The knowledge of the transfer phe-
nomena involved in drying processes is of major importance for the design and
optimization of the most adequate operating conditions. In this way, the present
work intended to study the mass transfer properties for the convective air drying of
pears, based on the diffusion model. The values of the diffusivity and mass transfer
coefficient for the drying of pears of the Portuguese native variety D. Joaquina
were determined for two drying temperatures, 60 and 70 �C. The results obtained
showed an increase of 38 % in diffusivity and an even more pronounced increase
in the mass transfer coefficient, 56 %, for a temperature variation of 10 �C.
Regarding the dimensionless numbers, Biot number increased 13 % while Dincer
number decreased 28 %.

Keywords Biot number � Diffusivity � Dincer number � Drying � Mass transfer
coefficient � Mass transfer properties � Pear

1 Introduction

Pear species belong to the genus Pyrus in the subfamily Maloideae of the Rosa-
ceae, and the commercial production lies essentially in the species P. communis L.
and P. pyrifolia Burm. The P. communis is known as European pear, and is the
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most commonly cultivated in Europe, North America, Northern Africa and
temperate regions of the Southern hemisphere [1].

Due to the nutritive properties, pleasant taste and low caloric level, the pears are
a much appreciated fruit by the consumers worldwide. Besides, pears are char-
acterized by a high digestibility. They have a low content of protein and lipids and
are particularly rich in sugars such as fructose, sorbitol, sucrose, and, in lower
amount, glucose [2].

They also possess others nutritional components such as vitamins, minerals and
antioxidants as well as bioactive elements, that are important sources of healthy-
beneficial compounds [3]. In particular, phenolic compounds attract considerable
interest in several fields, like chemistry, food and medicine, greatly due to their
promising antioxidant properties [4]. Furthermore, pears are a potential source of
dietary fibres, also reported to have important benefits for human health, partic-
ularly regarding the pathologies of the intestinal tract and as a preventing agent
against some types of cancer [5]. In the particular case of four small varieties of
Portuguese pears, the values of dietary fibre ranged between 12 and 15 % (dry
mass) [2].

The analysis of the compositions of pears in relation to sugars, organic and fatty
acids, amino acids, phenolics, vitamins, volatiles and minerals in different pear
cultivars has been reported, being both the nature and concentration of such
constituents responsible for their organoleptic characteristics [6]. The flavor of the
pears is influenced by the volatile aromatic compounds present and by the contents
in sugars and organic acids (mainly citric and malic acids). Their bitter taste is
normally associated with the phenolic and polyphenolic compounds. The colour of
the peel depends on the amount and type of pigments present, being mainly
chlorophyll (green) and carotenoid (yellow) [7].

Pear production represents an important economic activity in Portugal, with an
annual production reaching 200 thousand tonnes, being 95 % corresponding to the
production of the cultivar Rocha, an exclusive Portuguese variety [8]. However,
other cultivars, also native from Portugal, have a local importance [2, 9].

Drying of foods is an important method of preservation and can be applied to a
wide range of products. Drying represents a very important way of preserving
foods, because the removal of a considerable part of the moisture improves its
conservation through the inhibition of microbial growth and enzymatic modifi-
cations. Still, the advantages of drying surpass the preservation capacity of the
dried products [10].

In countries where the climatic conditions allow it, foods are often dried by
open-air sun exposure. However, and despite being a cheap method, it has some
important disadvantages, like the dependency on the weather conditions and the
problems that may arise from contaminations, infestations and microbial attacks.
Additionally, the drying times can be quite long if the quantities to be dried are
relatively high [11, 12]. Therefore, in present days, many alternative drying
methods have been in use, being undoubtedly air drying the most common drying
method employed for foodstuffs [2].
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Drying stabilizes food products by decreasing their water activity and moisture
content. However, because drying, and particularly air drying, usually implies an
exposure to a high temperature for a certain period of time, some of the properties
may be affected, both at the physical and chemical levels [13, 14]. In particular,
colour and flavour are much sensitive to thermal treatment and influenced by
oxidation and the high degree of water loss due to evaporation. Also the poly-
phenols are sensitive to high temperatures, thus decreasing their amounts in the
dried products. Thus, the application of heat treatments can lead to an important
reduction both on the phenolic content and antioxidant capacity [15].

The design of driers is often done empirically, by extrapolation of knowledge
existing for other cases. For reliable process modelling is very important a pro-
found knowledge of the physical and chemical behaviour of the food, as well as its
drying kinetics, which accounts for the mechanisms of water removal [16, 17].

From the engineering point of view it is very important to understand the
complex processes that occur during drying, being this achieved through model-
ling. Many mathematical models have been used to describe drying processes,
being quite common the use of the diffusion laws. During drying many changes
take place inside the foods [18], and these modifications affect the product mass
transfer properties such as the mass diffusion and mass transfer coefficients.

The present work aimed at determining the mass transfer properties of pears of
the variety D. Joaquina for hot air drying performed in a convective drier.

2 Experimental

2.1 Materials

Pears of a Portuguese variety, D. Joaquina, which were bought in a local market
were used in the present study. The pears of this variety are very sweet and quite
small (about 4 to 5 cm diameter maximum) and exhibit good drying features [16].

2.2 Methods

The pears were dried in a drying chamber with ventilation (WTB-Binder) at
constant temperature, but with trials done at different temperatures (60 and 70 �C).
The air flow was 300 m3/h, corresponding to an air velocity of 0.5 m/s. The drying
times were 225 and 360 min respectively for 70 and 60 �C.

Periodically the samples were removed in order to measure their average water
content with a Halogen Moisture Analyzer, model HG53 from Mettler Toledo,
which was previously calibrated in terms of optimal operating parameters for this
type of food. The parameters used were drying temperature set to 125 �C and
speed 3 (in a scale from 1 = very fast to 5 = very slow).
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3 Mathematical Modelling

For the mass transfer in one direction in non-steady state the moisture diffusion in
the pears, assuming that they can be approximated to spheres, can be expressed by
the Fick’s second law [18]:

oW

ot
¼ 1

r

o

or
Der

oW

or

ffi �� �
; ð1Þ

where W(r, t) is the dry basis moisture content in kg water/kg dry solids, t is time
in seconds, De is effective diffusivity in m2/s and r is the sphere radius in meters.

Assuming that the initial moisture content is uniform in the whole pear and that
the sample presents central symmetry, the initial and boundary conditions are
given by the following equations:

for t ¼ 0 : Wðr; 0Þ ¼ W0; ð2Þ

for r ¼ 0 :
oWð0; tÞ

or
¼ 0; ð3Þ

for r ¼ R : �De
oWðR; tÞ

or
¼ hm W �Wa½ �; ð4Þ

where W0 is the initial product moisture content, Wa is the surrounding air
moisture content (all dry basis) and hm is the convective mass transfer coefficient.

In transient conditions, the solution of Fick’s Law can be approximated by an
infinite series, of the form [18, 19]:

MR ¼ W �We

W0 �We
¼
X1
n¼1

6
p2

exp �De
p2t

r2

� �
; ð5Þ

where MR is the moisture ratio, dimensionless, and W, We and W0 are, respec-
tively, the moisture content at time t, the equilibrium moisture content and the
initial moisture content, all expressed in dry basis (g water/g dry solids). Taking
into account that the terms of the series after the first are relatively insignificant
and can therefore be ignored, then the solution of the Fick’s equation is given by:

MR ¼ 6
p2

ffi �
exp �Det

p2

r2

ffi �� �
; ð6Þ

The thin-layer models assume that the moisture evolution along drying is
related to some parameters, such as the drying constant, k (1/s), or the lag factor,
k0 (dimensionless), that account for combined effects of various transport phe-
nomena during drying [20]. The Henderson and Pabis model is an example of such
models, and is expressed through the following equation [21]:

MR ¼ k0 expð�ktÞ: ð7Þ

274 R. P. F. de Guiné and M. J. Barroca



The convective mass transfer coefficient, hm (m/s), and the diffusivity coeffi-
cient, or effective diffusivity, are correlated by the dimensionless Biot number for
mass transfer [22]:

Bim ¼
hmr

De
; ð8Þ

where r is the sphere diameter (m). Equation (8) is valid for Bi greater than 0.1
[23], and allows the estimation of hm, if the Bim is known.

Dincer and Hussain [23] report the equation that correlates the Biot number
with the dimensionless Dincer Number:

Bim ¼
24:848
Di0:375

; ð9Þ

with,

Di ¼ u

kr
; ð10Þ

where u is the flow velocity of drying air (m/s), k the drying constant and r the
radius.

The determination of the mass transfer properties of the pears was done fol-
lowing the steps:

1. Estimate MR from the experimental drying data for every time t;
2. From a plot ln(MR) = f(t) estimate De from the slope through (6) (slope =

-De p2/r2);
3. Estimate k and k0 by combining (6) and (7);
4. Calculate Di, Bim and hm from (10) (9) and (8), respectively.

4 Results and Discussion

Figure 1 shows how the moisture content of the D. Joaquina pears, expressed as
percentage wet basis, varied along drying for the two temperatures tested. At each
measurement interval several measurements were made and some variability can
be observed for the values of moisture determined for different samples, all taken
from the drier at the same time. This is natural, since some variations in the sample
volume or even properties, may influence the removal of the water from the food,
therefore originating different values for moisture content [24]. Furthermore, the
pears before drying also presented some variability in their moisture content,
which can be attributed to different slight difference in the ripening state of the
pears. The pears were dehydrated to a very high extent, in order to obtain a crispy
snack.
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The graph in Fig. 2 reveals the fast diminish in the values of the moisture ratio,
as defined in Eq. (5), starting with 1 initially and tending to approach zero as the
drying proceeded.

Figure 3 shows the linearization of the functions ln(MR) = f(t) for the two
temperatures tested, being the results corresponding to the equations obtained
presented in Table 1. In the two cases both the slope and intercept are slightly
different, and it is also visible that the fitting was not so good. The values of R2

found were 0.7782 for the drying at 60 �C and 0.8321 for the drying at 70 �C.
The values of the drying constant and lag factor were calculated from Eq. (7).

The values obtained for the drying constant were 3.3970 9 10-4 and
4.6920 9 10-4 s-1, respectively for 60 and 70 �C. These values are higher than
those reported by Roberts et al. [25] for the convective hot air drying of grape
seeds in the range of temperatures from 40 to 60 �C and with air velocities above
1.5 m/s. This is expected, having in consideration that the temperatures used in the
present study are also higher, and the products are different. Furthermore, the
values found by Guiné et al. [26] for the solar drying of pears of the variety S.
Bartolomeu, ranging between 5.7188 9 10-6 and 1.1037 9 10-5 s-1, are also
inferior to those found in the present work, because the drying conditions were

Fig. 1 Variations of
moisture content along drying
for different drying
temperatures

Fig. 2 Decrease in moisture
ratio for the temperatures
tested
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variable. Nevertheless, the values found for the two temperatures clearly indicate
an increase in the drying constant as the temperature raised from 60 to 70 �C.

As to the values fund for the lag factor, they were 2.8236 and 1.6418 respec-
tively for the temperatures 60 and 70 �C. Dincer and Hussain [22], for the drying
of potatoes at 40 �C, with an air velocity of 1 m/s and a characteristic dimension of
0.09 m, report a value for the lag factor of 1.0074, which is just slightly lower than
those in the present study. The values found by Guiné et al. [26] for the S.
Bartolomeu pears varied from 0.6658 to 2.2538, depending on the drying system,
and stand in the same range as those found for the D. Joaquina pears.

Table 2 shows the values obtained using the methodology explained previously
for the different mass transfer properties based on the experimental data obtained
for the two temperatures. The values of the effective diffusion coefficient or dif-
fusivity, De, are 8.6047 9 10-10 and 11.8850 9 10-10 m2/s, for the temperatures
60 and 70 �C, respectively. These stand in the same range of the values found by
Guiné et al. [26], 1.4218 9 10-10–2.7439 9 10-9 m2/s, and they are also of the
same magnitude of that reported by Dincer and Hussain [22] for the air drying of
cylindrical okara, 5.6752 9 10-10 m2/s. However, the values found for the D.
Joaquina pears are inferior to those reported by Dincer and Hussain [22] for the air
drying of spherical potatoes, 9.4259 9 10-7 m2/s, or those of Tripathy and Kumar
[20], which vary from 3.28 9 10-8 to 6.09 9 10-8 m2/s, for cylindrical potato
samples for temperatures in the interval 33.74–47.70 �C, or stand in the range
2.43 9 10-8–4.18 9 10-8 m2/s for sliced potato samples at temperatures between
35.55 and 49.88 �C.

The values of the Di number in Table 2 decrease from 116,820 at 60 �C to
84,575 at 70 �C. These values are higher than the value presented by Dincer and

Fig. 3 Linearization of the
functions ln(MR) = f(t) for
the different temperatures

Table 1 Parameters for the function ln(MR) = f(t) for the two temperatures tested

Drying temperature (�C) Slope Intercept R2

60 -3.397 9 10-4 1.038 0.7782
0 -4.692 9 10-4 0.496 0.8321
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Hussain [22], which was 12,356 for potatoes of spherical geometry dried with air
at 1 m/s and 40 �C. On the contrary the values in the present work are consid-
erably lower than those found by Guiné et al. [26], varying from 371,350 to
2,317,400 for the drying of S. Bartolomeu pears in different systems.

The Biot numbers are very similar for both temperatures, being 0.3126 for
60 �C and 0.3528 for 70 �C. Both values are higher than 0.1, thus allowing the use
of Eq. (8) for the estimation of the mass transfer coefficients. These values are
higher when compared to those reported by Guiné et al. [26] ranging between
0.1020 and 0.2026, according to the drying system. However, for the convective
drying of spherical potatoes at 40 �C Dincer and Hussain [22] reported a value of
0.3119, which is very similar to those in this work.

The convective mass transfer coefficients, hm, varied from 5.3795 9 10-8 to
8.3870 9 10-8 m/s, respectively for 60 and 70 �C. These values stand in the same
range of the values encountered by Guiné et al. [26] for pears of a different variety
and submitted to varied drying systems, 3.5040 9 10-9–1.1222 9 10-8 m/s, and
they are also similar to that for the convective drying of cylindrical okra
(1.6098 9 10-8 m/s) at 80 �C, as reported by Dincer and Hussain [22]. On the other
hand, the present values are considerably smaller than those found by Dincer and
Hussain [22] for the convective drying of spherical potatoes (3.2665 9 10-5 m/s).
Tripathy and Kumar [20] determined the convective mass transfer coefficients for
potato elements in cylindrical and sliced shapes, and their results lead to hm ranging
from 1.61 9 10-7 to 4.17 9 10-7 m/s in the range of temperatures from 33.74 to
47.70 �C for the cylindrical shape and from 1.70 9 10-7 to 3.21 9 10-7 m/s for
temperatures between 35.55 and 49.88 �C for the sliced shape.

Figure 4 shows the effect of the temperature raise on the mass transfer prop-
erties of the D. Joaquina pears. Regarding the diffusivity, De, the increase of 10 �C
originated a raise of 38 % in the effective diffusion coefficient, corresponding to

Table 2 Mass transfer properties of pears calculated for the two temperatures studied

Drying temperature (�C) De (m2/s) Di Bi hm (m/s)

60 8.6047 9 10-10 116,820 0.3126 5.3795 9 10-8

70 11.8850 9 10-10 84,575 0.3528 8.3870 9 10-8

Fig. 4 Variation of the
thermo physical properties of
pears with drying temperature
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about 14 m2/s per �C. The mass transfer coefficient increased very pronouncedly,
56 % for the 10 �C raise. As to the dimensionless numbers, the Biot number
increased 13 % while the Dincer number decreased 28 %.

5 Conclusion and Future Work

The values of the diffusion and mass transfer coefficients for the drying of pears of
the variety D. Joaquina were estimated in this work for two drying temperatures,
60 and 70 �C. The results obtained enabled to conclude that the raise in temper-
ature originated an important increase in the value of the diffusivity, demonstrating
the effect of temperature on the efficiency of the internal mass transfer. Also the
mass transfer coefficient suffered a very important increase with temperature,
owing to a higher efficiency of the moisture transfer at the surface of the pears.

For future work is planned to extend the present study to more varieties of
pears, so as to compare the results, and to study a more wide range of tempera-
tures, from 40 to 90 �C, in order to confirm the effect of temperature over these
thermo physical properties.
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The Application of Negative Hamaker
Concept to the Human Immunodeficiency
Virus (HIV)-Blood Interactions
Mechanism

C. H. Achebe and S. N. Omenyi

Abstract HIV-blood interactions were studied using the Hamaker coefficient
approach as a thermodynamic tool in determining the interaction processes.
Application was made of the Lifshitz derivation for van der Waals forces as an
alternative to the contact angle approach. The methodology involved taking blood
samples from twenty HIV-infected persons and from twenty uninfected persons for
absorbance measurement using Ultraviolet Visible Spectrophotometer. From the
absorbance data the variables (e.g. dielectric constant, etc.) required for computa-
tions were derived. The Hamaker constants A11, A22, A33 and the combined Hamaker
coefficients A132 were obtained. The value of A132abs = 0.2587 9 10-21 J was
obtained for HIV-infected blood. A significance of this result is the positive sense of
the absolute combined Hamaker coefficient which implies net positive van der Waals
forces indicating an attraction between the virus and the lymphocyte. This in effect
suggests that infection has occurred thus confirming the role of this principle in
HIV-blood interactions. A near zero value for the combined Hamaker coefficient for
the uninfected blood samples A131abs = 0.1026 9 10-21 J is an indicator that a
negative Hamaker coefficient is attainable. To propose a solution to HIV infection,
it became necessary to find a way to render the absolute combined Hamaker coef-
ficient A132abs negative. As a first step to this, a mathematical derivation for
A33 C 0.9763 9 10-21 J which satisfies this condition for a negative A132abs was
obtained. To achieve the condition of the stated A33 above with possible additive(s)
in form of drugs to the serum as the intervening medium will be the next step.
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1 Theoretical Considerations

1.1 Concept of Interfacial Free Energy

The work done by a force F to move a flat plate along another surface by a distance
dx is given, for a reversible process, by (Fig. 1)

dw ¼ Fdx ð1Þ

However, the force F is given by; F = Lc. Where L is the width of the plate and
c is the surface free energy (interfacial free energy)

Hence; dw ¼ Lcdx
But; dA = Ldx
Therefore

dw ¼ cdA ð2Þ

This is the work required to form a new surface of area dA. For pure materials,
c is a function of T only, and the surface is considered a thermodynamic system for
which the coordinates are c, A and T. The unit of c is Joules. In many processes
that involve surface area changes, the concept of interfacial free energy is
applicable.

1.2 The Thermodynamic Approach to Particle–Particle
Interaction

The thermodynamic free energy of adhesion of a particle P on a solid S in a liquid
L at a separation d0 is given by [1];

DFadh
pls doð Þ ¼ cps� cpl � csl ð3Þ

where DFadh is the free energy of adhesion, integrated from infinity to the
equilibrium separation distance do; cps is the interfacial free energy between P and
S; cpl is that between P and L and csl that between S and L.

For the interaction between the individual components, similar equations can be
written also;

DFadh
ps d1ð Þ ¼ cps�cpv � csv ð4Þ

DFadh
sl d1ð Þ ¼ csl�csv � clv ð5Þ

DFadh
pl d1ð Þ ¼ cpl�cpv � clv ð6Þ
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For a liquid, the force of cohesion, which is the interaction with itself is
described by;

DFcoh
ll d1ð Þ ¼ �2clv ð7Þ

DFadh can be determined by several approaches, apart from the above surface
free energy approach. The classical work of Hamaker is very appropriate [2].

To throw more light on the concept of Hamaker Constants, use is made of the
van der Waals explanation of the derivations of the ideal gas law;

PV ¼ RT: ð8Þ

It was discovered that the kinetic energy of the molecules which strike the
container wall is less than that of the bulk molecules. This effect was explained by
the fact that the surface molecules are attracted by the bulk molecules (as in Fig. 2)
even when the molecules have no permanent dipoles. It then follows that mole-
cules can attract each other by some kind of cohesive force [3]. These forces
have come to be known as van der Waals forces. van der Waals introduced the
following corrections to Eq. (8);

Pþ a

V2

h i
V � bð Þ ¼ RT : ð9Þ

The correction term to the pressure, a
V2

ffi �
indicates that the kinetic energy of the

molecules which strike the container wall is less than that of the bulk molecules.
This signifies the earlier mentioned attraction between the surface molecules and
the bulk molecules.

After the development of the theory of quantum mechanics, London quantified
the van der Waals statement for molecules without a dipole and so molecular
attraction forces began to be known as London/van der Waals forces [5]. London
stated that the mutual attraction energy, VA of two molecules in a vacuum can be
given by the equation;

F 
dx Fig. 1 Schematic diagram

showing application of a
force on a surface

v

Fig. 2 Attraction of surface
molecules by bulk molecules
in a container of volume V [4]
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VA ¼ �
3
4

ht0
a2

H6

� �
¼ � b11

H6

� �
ð10Þ

The interaction of two identical molecules of a material 1 is shown in Fig. 3.
Hamaker made an essential step in 1937 from the mutual attraction of two

molecules. He deduced that assemblies of molecules as in a solid body must attract
other assemblies. The interaction energy can be obtained by the summation of all
the interaction energies of all molecules present as in Fig. 4.

This results in a van der Waals pressure, Pvdw of attraction between two semi
infinite (solid) bodies at a separation distance, d in vacuum;

Pvdw ¼
A11

6pd3

� �
ð11Þ

For a sphere of radius, R and a semi-infinite body at a minimum separation
distance, d the van der Waals force, Fvdw of attraction is given by;

Fvdw ¼ �
A11R

6d2

� �
ð12Þ

where A11 is the Hamaker Constant (which is the non-geometrical contribution to
the force of attraction, based on molecular properties only) (Fig. 5).

According to Hamaker, the constant A11 equals;

A11 ¼ p2q2
1b11 ð13Þ

where q1 is the number of atoms per cm3 and b11 is the London/van der Waals
constant for interaction between two molecules. Values for b can be obtained in
approximation from the ionization potential of the molecules of interest, and so the
Hamaker Constant can be calculated. The corresponding van der Waals force

1 
H

α 1 α

Fig. 3 Interaction of two
identical molecules of
materials 1 and polarizability
a, at a separation H [4]

.    .    .     .    4

3
2
1

          .     .    

1
2
3
4

 d      

1

1

Fig. 4 Interaction of two
semi-infinite solid bodies 1 at
a separation d in vacuum [4]
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between two condensed bodies of given geometry can be calculated provided their
separation distance is known.

For combination of two different materials 1 and 2 in approximation:

B12 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
b11b22

p
ð14Þ

Thus;

A12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A11A22

p
: ð15Þ

For a combination of three materials when the gap between 1 and 2 is filled with
a medium 3, from Hamaker’s calculations;

A131 ¼ A11 þ A33 � 2A13 ð16Þ

Also;

A132 ¼ A12 þ A33 � A13 � A23 ð17Þ

Rewriting these equations will give;

A131 ¼
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p� �2
ð18Þ

And;

A132 ¼
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p� � ffiffiffiffiffiffiffi
A12

p
�

ffiffiffiffiffiffiffi
A33

p� �
ð19Þ

Equation (19) shows that, for a three-component system involving three
different materials, 1, 2 and 3, A132 can become negative;

A132 � 0 ð20Þ

When;
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p
and

ffiffiffiffiffiffiffi
A22

p
�

ffiffiffiffiffiffiffi
A33

p
ð21Þ

R

d

1

vacuum

Fig. 5 Interaction of a
sphere of radius R at a
separation d from a solid
surface of the same material 1
in vacuum [4]
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Or;
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p
�

ffiffiffiffiffiffiffi
A22

p
ð22Þ

The limitations of Hamaker’s approach led Lifshitz et al. to develop an alter-
native derivation of van der Waals forces between solid bodies [6]. The interaction
between solids on the basis of their macroscopic properties considers the screening
and other effects in their calculations. Thus the Hamaker Constant A132 becomes;

A132 ¼
3
4

p�h

Z1

0

e1 ifð Þ � e3 ifð Þ
e1 ifð Þ þ e3 ifð Þ

� �
e2 ifð Þ � e3 ifð Þ
e2 ifð Þ þ e3 ifð Þ

� �
df ð23Þ

where, e1(if) is the dielectric constant of material, j along the imaginary, i
frequency axis (if) which can be obtained from the imaginary part e1

00(x) of the
dielectric constant e1(x).

The value of A11 could be obtained from the relation;

A11 ¼ 2:5
e10 � 1
e10 þ 1

� �2

¼ 2:5
n2

1 � 1

n2
1 � 1

� �2

ð24Þ

where e10 is the dielectric constant and n1 the refractive index of the polymer at
zero frequency, both being bulk material properties which can easily be obtained.
Relationship between Hamaker Coefficients and Free Energy of Adhesion DFadh.
For all given combinations, it is possible to express DFadh in terms of van der
Waals energies. For instance, for a flat plate/flat plate geometry;

DFadh
12 d1ð Þ ¼ �

A12

12pd2
1

� �
ð25Þ

DFadh
132 d0ð Þ ¼ �

A12

12pd2
0

� �
: ð26Þ

For the four given combinations i.e. Eqs. (4)–(7) the equilibrium separation
distances, however, are not necessarily the same. When a gap is a vacuum, the
equilibrium separation d1 probably is but when the gap contains a liquid, a dif-
ferent separation distance do may be expected. As a result of this the following
becomes true;

A132

d0

� �
¼ A12 � A13 � A23 þ A33

d2
1

� �
ð27Þ

A detailed study of van der Waals forces revealed that in the case of a three-
component system, the corresponding Hamaker Constant A132 could attain a
negative value given the conditions stated below.

A11\A33\A22 or A11 [ A33 [ A22 ð28Þ
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where; A11, A22 and A33 are the individual Hamaker Constants of components 1, 2
and 3 respectively.

The implication of this is that two adhering bodies 1 and 2 of different
composition will separate spontaneously upon immersion in a liquid 3 provided
the conditions given by Eq. (28) are fulfilled.

2 Mathematical Model for the Interactions Mechanism

The mutual attraction energy, VA of two molecules in a vacuum is given by;

VA ¼ �
3
4

hv0
a2

H6

� �
¼ � b11

H6

� �
ð29Þ

where;

H = Planck’s constant
v0 = characteristic frequency of the molecule
a = polarizability of the molecule
H = their separation distance

The assemblies of molecules as in a solid body have interaction energy as the
summation of all the interaction energies of all the molecules present and the van
der Waals pressure, Pvdw as follows;

Pvdw ¼
A11

6pd3

� �
ð30Þ

For a sphere of radius, R and a semi-infinite body at a maximum separation
distance, d the van der Waals force of attraction, Fvdw is given as;

Fvdw ¼
A11R

6d2

� �
ð31Þ

where

A11 = Hamaker constant

A11 ¼ p2q2
1b11 ð32Þ

where;

q1 = number of atoms per cm3

b11 = London-van der Waals constant

Given two dissimilar condensed bodies of given geometry with a separation
distance, d, the corresponding van der Waals force between them can be
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determined. For the system under study, the interacting bodies are the lympho-
cytes, 1 and the virus, 2 (Fig. 6).

The van der Waals force between the lymphocyte, 1 and the virus, 2 is given by
the relations;

Fvdw ¼ �
A12R12

6d2

� �
ð33Þ

where

A11 ¼ p2q2
1b11 ¼ Hamaker constant for lymphocyte

A22 ¼ p2q2
2b22 ¼ Hamaker constant for the virus (HIV)

A12 ¼ p2q2
12b12 ¼ Hamaker constant for both materials (i.e. lymphocyte and the virus)

where; b12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
b11b22

p
Thus the Hamaker constant becomes;

A12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2q2

1b11

ffi �
p2q2

2b22

ffi �q
ð34Þ

A12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A11A22

p
ð35Þ

For a combination of the two dissimilar materials (i.e. lymphocyte 1, and the
virus 2) with the gap between them filled with plasma or serum as the medium 3
the combined Hamaker coefficient will be given by;

A132 ¼
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p� � ffiffiffiffiffiffiffi
A22

p
�

ffiffiffiffiffiffiffi
A33

p� �
ð36Þ

A132 ¼ A12 þ A33 � A13 � A23 ð37Þ

A33 = Hamaker constant for serum (plasma)
A13 = Hamaker constant for both materials (i.e. lymphocyte and plasma)
A23 = Hamaker constant for both materials (i.e. the virus and plasma)

A132abs ¼
3
4
p�h

Z1

0

e1 ifð Þ � e3 ifð Þ
e1 ifð Þ þ e3 ifð Þ

� �
e2 ifð Þ � e3 ifð Þ
e2 ifð Þ þ e3 ifð Þ

� �
df ð38Þ

2

 

1  

 d

Fig. 6 Interaction of two un-
identical molecules of
lymphocyte 1 and virus
(HIV) 2, at a separation d
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The mean of all the values of the combined Hamaker coefficient, A132 gives an
absolute value for the coefficient denoted by A132abs;

A132abs ¼
PN

0 A132ð Þ
N

ð39Þ

Table 1 shows the peak and absolute values of Hamaker constants A11 for the
uninfected blood samples. A22 is the Hamaker constant for the virus, here repre-
sented by the infected lymphocytes. This is against the backdrop of no known
process of isolation of the virus yet. However, it is a very close approximation for
the virus owing to the manner of the infection mechanism. The Hamaker constants
A33 for the plasma reveal greater values for the uninfected samples which
invariably indicate a higher surface energy than the infected ones. This could be
validated by the surface energy approach using the contact angle method. The
higher absolute values of A132 and A232 as against that of A131, as well as the near
zero (i.e. 0.1026 9 10-21 J) value of the absolute combined Hamaker coefficient
A131abs for the uninfected samples is once again a clear indication of the relevance
of the concept in the HIV infection process.

3 Deductions for the Absolute Combined Hamaker
Coefficient A132abs

Applying Lifshitz derivation for van der Waals forces as in Eq. (23) or (38) and
getting a mean of all the values of the Hamaker coefficients to obtain a single value
known as absolute combined Hamaker coefficient A132abs became necessary and
was got as [8];

A132abs ¼ 0:2587� 10�21 J:

This was done by obtaining a mean of all the values of the Hamaker coefficients
for the infected blood over the whole range of wavelength, k = 230–890 Å, to
obtain a single value of 0.2587 9 10-21 J. This value agrees with those obtained

Table 1 Comparison of the values of the Hamaker constants A11, A22, A33 and Hamaker
coefficients A132, A232 for the infected and A131 for the uninfected blood samples [7–10]

Variable (910-21 J) Infected blood Uninfected blood

Peak value Absolute value Peak value Absolute value

A11 – – 1.3899 0.9659
A22 1.4049 0.9868 – –
A33 0.7052 0.2486 0.9369 0.4388
A132 0.7601 0.2587 – –
A131 – – 0.9120 0.1026
A232 0.7514 0.2823 – –
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by various authors for other biological processes [8, 10] as have earlier been shown
in the literature review (Fig. 7).

The disparity between the peak absorbance values of HIV positive and negative
blood components respectively is an indication of how the virus affects the
properties of blood. The trend is such that the absorbance values of the HIV
positive samples is generally decreased by a significant factor as shown in Table 1.
The lymphocytes are of particular interest to this research since the virus attacks
this blood component by being attached to the CD4+ cells which serve as receptor
cells. As could be seen from the table, the variation between the peak values of
absorbance of the various blood components is such that the lymphocytes vary
with a magnitude of 0.021–0.034, the red blood cells differ by a factor of 0.049 to
[1.168 while the plasma had a difference of between 0.003 and 0.040. The
decrease in the absorbance of the HIV infected blood samples reveals the role of
the virus in significantly affecting the surface properties of the infected blood cells
and specimens [9].

4 Deductions for the Absolute Combined Negative
Hamaker Coefficient

To define the condition where the absolute Hamaker coefficient becomes negative
will require employing the relations that express that condition. Hence, recalling
Eqs. (16)–(22), we can derive a state where the Hamaker Coefficient, A132 is less

Fig. 7 Combined plot of absorbance versus wavelength for all three blood components [9]

290 C. H. Achebe and S. N. Omenyi



than zero. This situation could be possible with the following already stated
conditions;

A132\0 ð40Þ

When;
ffiffiffiffiffiffiffiffi
A11

p
[

ffiffiffiffiffiffiffiffi
A33

p
and

ffiffiffiffiffiffiffiffi
A22

p
\

ffiffiffiffiffiffiffiffi
A33

p
ð41Þ

Or
ffiffiffiffiffiffiffiffi
A11

p
\

ffiffiffiffiffiffiffiffi
A33

p
\

ffiffiffiffiffiffiffiffi
A22

p
ð42Þ

The mean of all values of A11 and A22 could be obtained and substituted into
the relation below [i.e. Eq. (43)] in order to derive a value for A33 at which A132 is
equal to zero in agreement with the earlier stated reasons.

A132 ¼
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p� � ffiffiffiffiffiffiffi
A22

p
�

ffiffiffiffiffiffiffi
A33

p� �
ð43Þ

Rearranging Eq. (43) and making A33 subject of the formula we obtain;

A33 ¼
2
ffiffiffiffiffiffiffi
A11
p ffiffiffiffiffiffiffi

A22
p

� A132ffiffiffiffiffiffiffi
A11
p

þ
ffiffiffiffiffiffiffi
A22
p

� �2

ð44Þ

Obtaining a mean of the values of A11 and A22 to give absolute values of the
Hamaker constants yielded the values given below;

A11 ¼ 0:9659� 10�21 J

A22 ¼ 0:9868� 10�21 J

Thus, plowing these values into Eq. (44) and rendering A132 B 0 will give the
critical value of A33C that satisfies the condition for the combined Hamaker
coefficient to be equal to or less than zero. Hence any value of A33 greater than the
critical would be the desired value necessary to attain a negative combined Ha-
maker coefficient.

Hence, the critical absolute Hamaker constant A33C for the plasma (serum)
which renders the A132 negative is given as;

A33C ¼ 0:9763� 10�21 J

Thus for negative combined Hamaker coefficient A132 of the infected blood to
be attained, the combined Hamaker constant of the serum (plasma) as the inter-
vening medium A33 should be of the magnitude;

A33� 0:9763� 10�21 J
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Inserting the above value of A33 into Eq. (43) would yield a negative value for
A132 as follows;

A132 ¼ � 0:2809� 10�25 J when A33 ¼ 0:9763� 10�21 J
ffi �

To obtain a value for the combined Hamaker coefficient A131 for the uninfected
blood the relation of Eqs. (45) and (46) are employed.

A131 ¼ A11 þ A33 � 2A13 ð45Þ

A131 ¼
ffiffiffiffiffiffiffi
A11

p
�

ffiffiffiffiffiffiffi
A33

p� �2
ð46Þ

Upon deriving a mean of all values of A131 for the twenty uninfected blood
samples, an absolute value A131abs was derived as given below;

A131abs ¼ 0:1026� 10�21 J

This value is very nearly equal to zero which is a clear indication of the validity
of the concept of Hamaker coefficient to the process and progress of human
infection with the Human Immunodeficiency Virus (HIV). The near zero value of
the A131abs shows the absence of infection in the blood samples thus suggesting the
usefulness of the concept of negative Hamaker coefficient in finding a solution to
HIV infection. Table 1 shows the comparison of the Hamaker constants and
coefficients for the infected and uninfected blood samples.

5 Conclusion

This research work reveals that the interactions of the HIV and the lymphocytes
could be mathematically modeled and the ensuing mathematics resolved in a bid to
find a solution to the infection. The values of the Hamaker coefficients and con-
stants derived are a proof of the relevance of the concept of Hamaker coefficient to
the HIV-blood interactions and by extension to other biological and particulate
systems. This study equally reveals the possibility of solving for the value of A33C

(i.e. a condition of the serum) which would favour the prevalence of a negative
combined absolute Hamaker coefficient A132abs. Such a condition in essence would
mean repulsion between the virus and the blood cells and could prove the much
desired solution to the HIV jinx. A synergy of Engineers, Pharmacists, Doctors,
Pharmacologists, Medical laboratory scientists etc. may well be needed in inter-
preting the meaning of the A33C values and the medical, biological and toxicity
implications of additives in form of drugs that could yield the required
characteristics.
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Modeling and Analysis of Spray Pyrolysis
Deposited SnO2 Films for Gas Sensors
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Jochen Kraft, Jörg Siegert, Franz Schrank, Christian Gspan
and Werner Grogger

Abstract Metal oxide materials such as tin oxide (SnO2) show powerful gas
sensing capabilities. Recently, the deposition of a thin tin oxide film at the backend
of a CMOS processing sequence has enabled the manufacture of modern gas
sensors. Among several potential deposition methods for SnO2, spray pyrolysis
deposition has proven itself to be relatively easy to use and cost effective while
providing excellent surface coverage on step structures and etched holes. A model
for spray pyrolysis deposition using a pressure atomizer is presented and imple-
mented in a Level Set framework. A simulation of tin oxide deposition is per-
formed on a typical gas sensor geometry and the resulting structure is imported
into a finite element tool in order to analyze the electrical characteristics and
thermo-mechanical stress present in the grown layer after processing. The depo-
sition is performed at 400 �C and the subsequent cooling to room temperatures
causes a stress to develop at the material interfaces due to variations in the
coefficient of thermal expansion between the different materials.
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Keywords Electrical characterization of tin oxide � FEM simulation � Level set
method � Modeling spray pyrolysis � Monte Carlo � Smart gas sensors � Spray
pyrolysis deposition � Thermal stress modeling � Tin oxide � Von Mises stress

1 Introduction

The ability to detect harmful and toxic gases in the environment is a subject of
extensive research. Usually, the manufacture of gas sensors is incompatible with
that of the CMOS process sequence. The miniaturization of electronic devices has
proven to be essential, while bulky gas sensors are still lagging behind the overall
progress of CMOS and MEMS devices. Metal oxides may serve as a gas sensing
layer, when a thin film of the deposited material is exposed to high temperatures
(250–400 �C). A material which has been proven to exhibit all the properties
required for good gas sensing performance is tin oxide (SnO2) [5, 20, 24], while
others such as zinc oxide (ZnO), indium tin oxide (ITO), CdO, ZnSnO4, NiO, etc.
have also been widely studied [4]. This work mainly concerns itself with tin oxide
gas sensors and the ability to develop a model which depicts the growth of thin tin
oxide layers to act as a gas sensing surface. In addition, the resistance and stress
generation through the device after the processing sequence is determined using
finite element simulations. The deposition of SnO2 has been reported to be per-
formed using various standard techniques such as chemical vapor deposition [32],
sputtering [3], pulsed-laser deposition [30], sol-gel process [6], and spray pyrolysis
(SP) deposition [24].
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The spray pyrolysis deposition technique is gaining traction in the scientific
community due to its cost effectiveness and relative ease of integration at the back
end of a standard CMOS process. The technique is used to grow crystal powders
[19], which can then be further annealed for use in gas sensors, solar cells, and
other applications. The technique is cost-effective as it involves relatively inex-
pensive equipment and raw materials and is simple to perform. For these reasons
the spray pyrolysis deposition of SnO2 thin films is further explored. A model for
spray pyrolysis deposition, which can be incorporated onto a sensor device after a
standard CMOS process simulator is desired [11].

Spray pyrolysis requires no vacuum and provides high flexibility in terms of
material composition. In order to optimize this technology for the heterogeneous
integration of gas sensing layers with CMOS fabricated micro-hotplate chips [15],
a complete understanding of the spray pyrolysis deposition process by modeling is
a challenging issue. It was our goal to develop and incorporate a model for the
growth of ultrathin SnO2 layers into a traditional CMOS process simulator using
the Level Set framework [8]. Due to the temperature required for this process
(400 �C), the subsequent cooling to room temperature can cause the arise of stress
through the device due to the varying coefficients of thermal expansion (CTE) for
the different materials. This is explored with finite element simulations.

1.1 Smart Gas Sensor Devices

Different variants of metal oxide based gas sensors, which rely on changes of
electrical conductance due to the interaction with the surrounding gas, have been
developed. However, today’s gas sensors are bulky devices, which are primarily
dedicated to industrial applications. Since they are not integrated in CMOS
technology, they cannot fulfill the requirements for smart gas sensor applications
in consumer electronics. A powerful strategy to improve sensor performance is the
implementation of very thin nanocrystalline films, which have a high surface to
volume ratio and thus a strong interaction with the surrounding gases. SnO2 has
been one of the most prominent sensing materials and a variety of gas sensor
devices based on SnO2 thin films has been realized so far [13, 31] as depicted in
Fig. 1. The growth of the ultrathin SnO2 layers on semiconductor structures
requires a deposition step which can be integrated after the traditional CMOS
process [12, 20]. This alleviates the main concern with today’s gas sensor devices
and their bulky nature, namely high power consumption. The sensing mechanism
of SnO2 is related to the chemisorption of gas species over the surface, leading to
charge transfer between the gas and surface molecules and changes in the elec-
trical conductance.
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1.2 Level Set Method

Since the introduction of the Level Set Method by Osher and Sethian [23], it has
developed into a favorite technique for tracking moving interfaces. The presented
simulations and models function fully within the process simulator presented in
[7]. The software also supports memory parallelization during execution [9]. The
Level Set method is utilized in order to describe the top surface of a semiconductor
wafer as well as the interfaces between different materials. The method describes a
movable surface S(t) as the zero Level Set of a continuous function Uðx; tÞ defined
on the entire simulation domain,

S tð Þ ¼ x : U x; tð Þ ¼ 0f g: ð1Þ

The continuous function Uðx; tÞ is obtained using a signed distance transform

U x; t ¼ 0ð Þ :¼
� min

x02S t¼0ð Þ
x� x0k k if x 2 M t ¼ 0ð Þ

þ min
x02S t¼0ð Þ

x� x0k k else;

8<
: ð2Þ

where M is the material described by the Level Set surface U x; t ¼ 0ð Þ. The
implicitly defined surface S(t) describes a surface evolution, driven by a scalar
velocity V(x), using the Level Set equation

oU
ot
þ V xð Þ rUk k ¼ 0: ð3Þ

In order to find the location of the evolved surface, the velocity field V(x), which
is a calculated scalar value, must be found. For the case of spray pyrolysis depo-
sition, this scalar value is derived using Monte Carlo techniques and ray tracing.

Fig. 1 Principle view of the
gas sensor on a micro hot
plate
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2 Tin Oxide Based Gas Sensor

A smart gas sensor device has been manufactured using a 50 nm SnO2 thin film as
the sensing material. The device has four electrodes, shown in Figs. 2 and 3, which
are stationed above a heat source. The substrate is a CMOS chip with four contact
electrodes which are coated with SnO2, as depicted in Fig. 3.

The sensor has been tested in a H2 environment at concentrations down to
10 ppm and the results are depicted in Fig. 4. The sensor itself operates on top of a
micro-sized hot plate [29] which heats the sensor locally to 250–400 �C in order to

Fig. 2 Three-dimensional view of the electrode locations on the substrate

Fig. 3 View of the electrode locations on the substrate and the side view through the FIB cut line
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detect humidity and harmful gases in the environment, such as CO, CH4, H2, CO2,
SO2, and H2 [5].

The gas measurements are performed in an automatic setup to test the func-
tionality of the described SnO2 structure, while heated up to 350 �C. The electrical
resistance change is monitored, while pulses of H2 at different concentrations
(10–90 ppm) are injected in the gas chamber. Humid synthetic air (RH = 40 %) is
used as the background gas. In Fig. 4a, the normalized resistance of the SnO2

structure is plotted for various H2 gas concentrations. In Fig. 4b the gas response,
defined as the relative resistance difference in percentage, is shown. The gas sensor
results appear to be functional in the entire H2 concentration range investigated.

3 Spray Pyrolysis Deposition

During the last several decades, coating technologies have garnered considerable
attention, mainly due to their functional advantages over bulk materials, pro-
cessing flexibility, and cost considerations [21]. Thin film coatings can be
deposited using physical methods or chemical methods. The chemical methods can
be split according to a gas phase deposition or a liquid phase deposition. Spray
pyrolysis is a technique which uses a liquid source for thin film coating. The main
advantages of spray pyrolysis over other similar deposition techniques are:

• Cost effectiveness.
• Possible integration after a standard CMOS process.
• Substrates with complex geometries can be coated.
• Uniform process, which can be scaled over larger areas.
• CMOS-compatible temperatures (\400 �C) can be used for processing.

Fig. 4 a SnO2 electrical resistance change. b Gas sensor response (%) as H2 in varying
concentration is pulsed into a humid synthetic air (RH = 40 %) environment. The sensing
temperature is set to 350 �C
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Spray pyrolysis is increasingly being used for various commercial processes,
such as the deposition of a transparent layer on glass [18], the deposition of a SnO2

layer for gas sensor applications [17], the deposition of a YSZ layer for solar cell
applications [25], anodes for lithium-ion batteries [22], and optoelectronic devices
[2]. The setup, shown in Fig. 5 is simple and inexpensive when compared to other
deposition alternatives.

The three steps which describe the processes taking place during spray pyro-
lysis deposition are summarized by:

1. Atomization of the precursor solution.
2. Aerosol transport of the droplet.
3. Decomposition of the precursor to initiate film growth.

3.1 Experimental Setup

When depositing a thin film using spray pyrolysis, an ultrasonic, electrical, or gas
pressure atomizing nozzle can be used [26]. For smart gas sensor applications, a
gas pressure nozzle is ideal due to its ease of use and its ability to create very small
droplets which deposit evenly on a desired surface. The retardant forces experi-
enced by droplets during their transport include the Stokes force and the ther-
mophoretic force, while gravity is the only accelerating force, when a gas pressure
nozzle is used. An electrical force is included in models which depict ultrasonic or
electrical atomizing nozzles [10]. Figure 5 shows a simplified schematic for
spraying a specific precursor solution onto the substrate, which is placed on top of
a hotplate.

Fig. 5 Schematic of the spray-pyrolysis deposition process, as set up for SnO2 deposition
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The atomizer has also been adjusted so that the droplets exiting the nozzle are
relatively small in volume with an average diameter of approximately 5–10 lm.
This ensures that a majority of the droplets reaching the heated wafer surface will
evaporate prior to impact, allowing for a uniform deposition of the vapor, which
results in a subsequent uniform film growth. In order to ensure that the initial
direction of the solution, as it exits the atomizer, does not affect the deposition
process, two spray directions have been tested, as shown in Fig. 6.

3.2 Experimental Observations

After performing spray pyrolysis deposition, while directing the spray in parallel
and perpendicular to the electrodes, the V-I curves of the two chips are visualized
in Fig. 7. It was noted that regardless of the initial spray direction and the direction
of the droplets as they leave the atomizing nozzle, the thickness of the grown thin
film and its electrical properties remain unchanged.

This is likely due to the nozzle being placed at a distance of approximately
30 cm away from the substrate surface, giving enough time for the Stokes retar-
dant force to effectively remove any influence of the droplets’ initial horizontal
velocity. Therefore, directionality plays no role in the film deposition process. This
also helps to eliminate the potential of large droplets splashing onto the substrate
surface. Large droplets generally do not deposit uniformly on the desired surface,
but rather impact the heated wafer while in liquid form, leaving behind a powder
residue with weak sticking properties to the silicon.

Fig. 6 Spray direction
during deposition

Fig. 7 V-I curves between
electrode 1 and electrode 4
for the chips depicted in
Fig. 6
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The thickness of the tin oxide layer depends on the spray temperature and the
spray time. With the heatpad temperature set to 400 �C, the thickness of the SnO2

layer is plotted against the spray time in Fig. 8. A linear relationship is evident.
The thickness of the grown film does not change, when the deposition takes place
on a step structure, as shown in Fig. 9a, suggesting that the deposition is a result of
a vapor interaction and not a process which alludes to a direct interaction between
the deposition surface and the liquid droplets. Figure 9a shows a resulting SnO2

thin film after a spray pyrolysis deposition step lasting 30 s with the substrate
heated to 400 �C. The resulting film thickness is approximately 50 nm. We con-
clude that the droplets, which carry the depositing material, interact with the
substrate surface as a vapor and then deposit in a process analogous to CVD.

4 Modeling Spray Pyrolysis

There are two main approaches to modeling spray pyrolysis. One deals with
tracking of the trajectories of individual droplets, resulting in their direct impact
with the wafer. The second model assumes that the droplets vaporize prior to
impact resulting in a CVD-like uniform deposition step.

4.1 Modeling the Uniform Deposition Process

The experimental data shows a linear dependence on spray time and a logarithmic
dependence on wafer temperature for the growth rate of the deposited SnO2 layer.
A good agreement is given by the Arrhenius expression

dSnO2 t; Tð Þ ¼ A1 te �E=kBTð Þ; ð4Þ

where the thickness is given in lm, A1 ¼ 3:1 lm=s, t is the time in seconds, T is
the temperature in Kelvin, and E is 0.427 eV.

Fig. 8 The influence of
spray time on SnO2 thickness,
with temperature set to
400 �C
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4.2 Spray Pyrolysis as a Vapor Deposition Process

The growth model given in (4) relates the thickness of the deposited material to the
applied time and temperature. However, this representation is only valid, when no
complex geometries such as deep wells are present. In order to model deposition
on a deep well structure, a simulation which considers more than a single depo-
sition rate is required. Since the droplets fully evaporate prior to depositing on the
surface, a non-linear simulation model analogous to CVD is used. The imple-
mentation requires the combination of the Monte Carlo method within the Level
Set framework. A single particle species is considered during deposition. As the
simulation is initiated, multiple particles are generated in the simulation space with
an average direction perpendicular to and moving towards the wafer. The particles
are represented in terms of individual fluxes, given by

Csrc ¼ Csrc x; w;Eð Þ x 2 P; ð4Þ

where P is the surface which divides the region above the wafer (reactor-scale) and
the region comprising the wafer (feature-scale). The flux of particles Csrc is
described in terms of particles which are moving in direction w arriving with an
energy E per unit area. This energy E depends on the time and temperature of the
simulation space, as it is the deciding factor in the speed of the film growth. The
distribution of particles stems from the idea that their transport is characterized by
the mean free path of a gas �k, which for our process is in the range of 9 mm. In this
range, the particle velocities follow the Maxwell-Boltzmann distribution and the
flux has a cosine-like directional dependence

Csrc x; q;w;Eð Þ ¼ Fsrc
1
p

cos h cos h ¼ w � nP; ð6Þ

where Fsrc is uniform, np is the normal vector to P pointing towards the wafer
surface.

In the feature-scale region particles may also be reflected from the wafer walls,
modeled with a sticking coefficient, resulting in their deposition elsewhere on the
wafer or them leaving the simulation space entirely. Reflected particles follow the
Knudsen cosine law [14]. The total flux is then composed of source particles with flux
Csrc and re-emitted particles, which stick on recursive impact Cre. For the spray
pyrolysis deposition process, it was found that a sticking coefficient of 0.01 has the
best fit to experimental data and was therefore used for the model. The motion of
reflected or re-emitted particles is then tracked with their sticking probability reduced
after each surface impact. The tracking of a single particle is deemed concluded,
when its sticking probability reaches 0.1 % of the original sticking coefficient.

Using the presented model, a simulation was performed for 30 s at 400 �C with
the result shown in Fig. 9b. The deposited film has an evenly distributed thickness
of approximately 50 nm, as expected from the measured thickness in Fig. 9a. The
model is also applied to half of the complete sensor geometry, including two
electrodes, as shown in Fig. 3, with the result shown in Fig. 10.
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4.3 Sample Trench Simulations

With the presented model one can simulate the resulting coverage of various
geometries, required for gas sensor manufacturing. For devices which need a large
surface area in order to function adequately, it may be more affordable to deposit a
layer on trench and well geometries rather than utilizing expensive chip surface
area. Therefore, several analysis are performed to estimate at which trench width
to depth ratio and at which sidewall angle is the process no longer appropriate.
First, we investigate the trench sidewall angle of 5.7� in Fig. 11 and note that for a
trench of height 1,000 nm, the separation between the walls must be at least
150 nm in order for no void to form. However, a separation greater than 200 nm is
desired in order to ensure no void is formed even when potential variation is
introduced in the process.

Similarly, an analysis is performed for a structure with the same dimensions,
but with the sidewall angles more vertical at 2�. It was observed that, even at a
trench width of 150 nm, a void has formed. Therefore, although vertical walls

Fig. 9 Experimental and simulated SnO2 deposition on a step structure. a TEM image of a FIB
cut. b Simulation of a

Fig. 10 The simulation of SnO2 deposition, performed with the heated substrate at a temperature
T = 400 �C for a time t = 30 s
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provide more surface area for the tin oxide to deposit, one must be careful in
ensuring enough separation is provided at the top of the trench, where the
deposited material tends to accumulate.

In addition, the implemented model can inherently be used to analyze three-
dimensional surface coverage, fully integrated in a standard CMOS simulator
using a combination of Monte Carlo methods within a Level Set framework.

5 Electrical and Stress Analysis of the Sensor Structure

The resulting simulated structure is imported into a finite element tool in order to
determine the resistivity and stress distribution in the structure after the processing
step. The half-structure is shown in Fig. 12 and the material parameters used are
listed in Table 1.

5.1 Electrical Resistivity of the Tin Oxide

The I-V curve for the sensor was experimentally measured in Fig. 7, resulting in a
full sensor resistance of 10.7 kX. The resistivity of the deposited material is
determined using finite element methods. A total resistance of 5.35 kX is assumed
for the half-sensor structure, which corresponds to a tin oxide resistivity of

Fig. 11 Sample SnO2 simulation showing a 60 s spray pyrolysis deposition at 400 �C with a
trench depth of 1,000 nm and width ranging between a 200 nm b 150 nm, and c 100 nm.
Sidewall angles are set to 5.7�
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1.233 9 10-2 X cm. This value corresponds to the general range of published
values in [16] and [28] for tin oxide. The sensor, when operating at a current of
2 lA [5], experiences a voltage drop of 21.4 mV.

5.2 Thermo-Mechanical Stress

After spray pyrolysis deposition and annealing is performed at 400 �C, the
structure is cooled to room temperature. This temperature difference can cause
stresses between the passivation and the tin oxide material due to their different
coefficients of thermal expansion. This stress can lead to material cracking and
delamination when the tin oxide does not stick to the passivation layer properly.
The stress is determined using the von Mises stress (rVMS) as a benchmark, which
is defined using a combination of the three principal stresses as

rVMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
� r1 � r2ð Þ2þ r2 � r3ð Þ2þ r3 � r1ð Þ2

r
ð7Þ

The tin oxide layer experiences a maximum stress of approximately 1GPa and
an average stress of 210 MPa. The interface between the tin oxide layer and the
passivation layer experiences a maximum stress of 440 MPa and an average of
120 MPa. The stress distribution in the device is shown with two-dimensional
slices through the material in Fig. 13. During the gas sensor operation, the device
is frequently heated to temperatures ranging from 200 to 400 �C using the micro

Fig. 12 The three-dimensional half-sensor structure showing the deposited SnO2 layer, which is
imported into the finite element tool for electrical and stress analysis

Table 1 Electrical and thermal properties of tin oxide

SnO2 parameter Value Units References

Density 6.95 g.cm-3 [1]
Electrical resistivity 1.233 9 10-2 X cm This study, [16, 28]
Thermal conductivity 0.4 W�cm-1�K-1 [27]
Coefficient of thermal expansion 4 9 10-6 K-1 [1]
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hotplate shown in Fig. 1. This thermal cycling results in further stresses in the tin
oxide layer. The effects on the maximum and average stress in the SnO2 layer
when cycling the temperature is depicted in Fig. 14. A linear relationship is noted
between the applied temperature and generated stress rVMS.

6 Conclusion

While the general trend for CMOS and MEMS devices has been aggressive
miniaturization, gas sensors still generally remain bulky devices the manufacturing
of which is difficult to integrate with CMOS processing. The capability of thin
metal oxides to detect harmful gases in the environment has lead to the devel-
opment of smart gas sensors. These oxides can be deposited at the back end of the
CMOS process using the spray pyrolysis technique. In this work a model for spray
pyrolysis deposition, when an air atomizer is used, has been developed and
implemented in a Level Set framework. The model is based on the observation that
the material is deposited in a vapor form, analogous to CVD. The deposition of tin

Fig. 13 The von Mises stress distribution through the passivation and SnO2 layers after
processing at 400 �C and cooling to room temperature

Fig. 14 The dependence of the maximum and average von Mises stress (MPa) in the SnO2 layer
as a result of temperature variation in the sensor
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oxide on one half of a typical sensor structure has been simulated and the resulting
geometry has been extracted and imported into a finite element tool. The properties
of the grown tin oxide has been further analyzed, including the material resistivity
and the stress developed in the region as a consequence of the processing step. The
deposition is performed at 400 �C and the subsequent cooling to room temperature
causes stress development between different layers due to the varying coefficients
of thermal expansion between the SnO2 and surrounding passivation.

Acknowledgements This work has been partly performed in the COCOA-CATRENE European
project and in the project ESiP. In this latter the Austrian partners are funded by the Austrian
Research Promotion Agency (FFG) under project no. 824954 and the ENIAC Joint Undertaking.

References

1. M. Batzill, U. Diebold, The surface and materials science of tin oxide. Prog. Surf. Sci. 79(2),
47–154 (2005)

2. G. Blandenet, M. Court, Y. Lagarde, Thin layers deposited by the pyrosol process. Thin Solid
Films 77(1–3), 81–90 (1981)

3. J. Boltz, D. Koehl, M. Wuttig, Low temperature sputter deposition of SnOx: Sb films for
transparent conducting oxide applications. Surf. Coat. Technol. 205(7), 2455–2460 (2010)

4. A. Bouaoud, A. Rmili, F. Ouachtari, A. Louardi, T. Chtouki, B. Elidrissi, H. Erguig,
Transparent conducting properties of Ni doped zinc oxide thin films prepared by a facile spray
pyrolysis technique using perfume atomizer. Mater. Chem. Phys. 137(3), 843–847 (2013)

5. E. Brunet, T. Maier, G.C. Mutinati, S. Steinhauer, A. Köck, C. Gspan, W. Grogger,
Comparison of the gas sensing performance of SnO2 thin film and SnO2 nanowire sensors.
Sens. Actuator B 165, 110–118 (2012)

6. D.M. Carvalho, J.L. Maciel Jr, L.P. Ravaro, R.E. Garcia, V.G. Ferreira, L.V. Scalvi,
Numerical simulation of the liquid phase in SnO2 thin film deposition by sol-gel-dip-coating.
J. Sol-Gel. Sci. Technol. 55(3), 385–393 (2010)

7. O. Ertl, Numerical methods for topography simulation. Dissertation, Technischen Universität
Wien, Fakultät für Elektrotechnik und Informationstechnik, http://www.iue.tuwien.ac.at/phd/
ertl/ (2010)

8. O. Ertl, S. Selberherr, A fast level set framework for large three-dimensional topography
simulations. Comput. Phys. Commun. 180(8), 1242–1250 (2009)

9. L. Filipovic, O. Ertl, S. Selberherr, Parallelization strategy for hierarchical run length
encoded data structures. In Proceedings of IASTED International Conference on Parallel and
Distributed Computing and Networks (PDCN) 2011, 15–17 Feb 2011, Innsbruck, Austria,
pp. 131–138 (2011)

10. L. Filipovic, S. Selberherr, G.C. Mutinati, E. Brunet, S. Steinhauer, A. Köck, J. Teva, J.
Kraft, J. Siegert, F. Schrank, Modeling spray pyrolysis deposition. In Lecture Notes in
Engineering and Computer Science: Proceedings of World Congress on Engineering 2013,
3–5 July 2013, London, UK, pp. 987–992 (2013)

11. L. Filipovic, S. Selberherr, G.C. Mutinati, E. Brunet, S. Steinhauer, A. Köck, J. Teva, J.
Kraft, J. Siegert, F. Schrank, C. Gspan, W. Grogger, Modeling the growth of thin SnO2 films
using spray pyrolysis deposition. In Proceedings of International Conference on Simulation
of Processes and Devices (SISPAD) 2013, 3–5 Sept 2013, Glasgow, UK, pp. 208–211

12. L. Filipovic, S. Selberherr, G.C. Mutinati, E. Brunet, S. Steinhauer, A. Köck, J. Teva, J.
Kraft, J. Siegert, F. Schrank, A method for simulating spray pyrolysis deposition in the level
set framework. Eng. Lett. 21(4), 224–240 (2013)

Modeling and Analysis of Spray Pyrolysis Deposited SnO2 Films for Gas Sensors 309

http://www.iue.tuwien.ac.at/phd/ertl/
http://www.iue.tuwien.ac.at/phd/ertl/


13. W. Göpel, K. Schierbaum, SnO2 sensors: current status and future prospects. Sens. Actuator
B 26(1–3), 1–12 (1995)

14. J. Greenwood, The correct and incorrect generation of a cosine distribution of scattered
particles for Monte-Carlo modelling of vacuum systems. Vacuum 67(2), 217–222 (2002)

15. C. Griessler, E. Brunet, T. Maier, S. Steinhauer, A. Köck, J. Teva, F. Schrank, M. Schrems,
Tin oxide nanosensors for highly sensitive toxic gas detection and their 3D system
integration. Microelectron. Eng. 88(8), 1779–1781 (2011)

16. J. Joseph, V. Mathew, J. Mathew, K. Abraham, Studies on physical properties and carrier
conversion of SnO2:Nd thin films. Turkish J. Phys. 33, 37–47 (2009)

17. G. Korotcenkov, V. Brinzari, J. Schwank, M. DiBattista, A. Vasiliev, Peculiarities of SnO2

thin film deposition by spray pyrolysis for gas sensor application. Sens. Actuator B 77(1–2),
244–252 (2001)

18. S. Major, A. Banerjee, K. Chopra, Highly transparent and conducting indium-doped zinc
oxide films by spray pyrolysis. Thin Solid Films 108(3), 333–340 (1983)

19. G.L. Messing, S.C. Zhang, G.V. Jayanthi, Ceramic powder synthesis by spray pyrolysis.
J. Am. Ceram. Soc. 76(11), 2707–2726 (1993)

20. G. Mutinati, E. Brunet, S. Steinhauer, A. Köck, J. Teva, J. Kraft, J. Siegert, F. Schrank, E.
Bertagnolli, CMOS-integrable ultrathin SnO2 layer for smart gas sensor devices. Procedia
Eng. 47, 490–493 (2012)

21. A. Nakaruk, C. Sorrell, Conceptual model for spray pyrolysis mechanism: fabrication and
annealing of titania thin films. J. Coat. Technol. Res. 7(5), 665–676 (2010)

22. S.H. Ng, J. Wang, D. Wexler, S.Y. Chew, H.K. Liu, Amorphous carbon-coated silicon
nanocomposites: a low-temperature synthesis via spray pyrolysis and their application as
high-capacity anodes for lithium-ion batteries. J. Phys. Chem. C 111(29), 11131–11138
(2007)

23. S. Osher, J.A. Sethian, Fronts propagating with curvature-dependent speed: algorithms based
on Hamilton-Jacobi formulations. J. Comput. Phys. 79(1), 12–49 (1988)

24. G. Patil, D. Kajale, V. Gaikwad, G. Jain, Spray pyrolysis deposition of nanostructured tin
oxide thin films. ISRN Technol. 2012(1–5), 275872 (2012)

25. D. Perednis, L.J. Gauckler, Solid oxide fuel cells with electrolytes prepared via spray
pyrolysis. Solid State Ion. 166(3–4), 229–239 (2004)

26. D. Perednis, L.J. Gauckler, Thin film deposition using spray pyrolysis. J. Electroceram. 14(2),
103–111 (2005)

27. C. Poulier, D. Smith, J. Absi, Thermal conductivity of pressed powder compacts: tin oxide
and alumina. J. Eur. Ceram. Soc. 27(2), 475–478 (2007)

28. K. Shamala, L. Murthy, K.N. Rao, Studies on tin oxide films prepared by electron beam
evaporation and spray pyrolysis methods. Bull. Mater. Sci. 27(3), 295–301 (2004)

29. M. Siegele, C. Gamauf, A. Nemecek, G.C. Mutinati, S. Steinhauer, A. Kock, J. Kraft, J.
Siezert, F. Schrank, Optimized integrated micro-hotplates in CMOS technology. In
Proceedings of IEEE International New Circuit and Systems Conference (NEWCAS) 2013,
16–19 June 2013, Paris, France, pp. 1–4 (2013)

30. S. Sinha, R. Bhattacharya, S. Ray, I. Manna, Influence of deposition temperature on structure
and morphology of nanostructured SnO2 films synthesized by pulsed laser deposition. Mater.
Lett. 65(2), 146–149 (2011)

31. A. Tischner, T. Maier, C. Stepper, A. Köck, Ultrathin SnO2 gas sensors fabricated by spray
pyrolysis for the detection of humidity and carbon monoxide. Sens. Actuators B 134(2),
796–802 (2008)

32. I. Volintiru, A. de Graaf, J. Van Deelen, P. Poodt, The influence of methanol addition during
the film growth of SnO2 by atmospheric pressure chemical vapor deposition. Thin Solid
Films 519(19), 6258–6263 (2011)

310 L. Filipovic et al.



SISO Control of TITO Systems:
A Comparative Study

Yusuf A. Sha’aban, Abdullahi Muhammad, Kabir Ahmad
and Muazu M. Jibrin

Abstract This paper presents a brief study of concepts used in control of
two-input and two-output systems. A novel decentralised model predictive control
(DMPC) for two-input and two-output (TITO) processes is presented. To reduce
the computational load, shifted input sequence is used to cater for loop interac-
tions. The proposed scheme is applied to a coupled system to demonstrate its
performance. Model predictive control (MPC) and decentralised proportional,
integral and derivative (PID/PI) controllers were also applied for comparison
purposes. The proposed controller has a performance similar to MPC but out-
performs the decentralised PID/PI controllers.

Keywords Decentralised control � Decoupling � FOPDT � MPC � PID � Pre-
dictive control � SISO � TITO

1 Introduction

Two-input and two-output (TITO) systems form a large class of industrial multi-
variable processes.These systems are often characterised by loop coupling and
interactions; making the design of efficient controllers challenging [1]. PID
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controllers are the most popular in the industry; accounting for over 90 % of all
industrial controllers [2]. These PID controllers are either implemented in a multi-
loop or a decentralised fashion using decouplers. The tuning of multi-loop PID is
challenging; as the loops cannot be tuned independently. Controllers are therefore
loosely tuned to ensure system stability [3, 4]. This leads to inefficient performance
and even marginal stability in some cases. Decentralised PID controllers on the
other hand are easier to tune; the use of decouplers allow for SISO design. This
allows for tighter tuning of controllers, hence resulting to more efficient perfor-
mance. Significant work has been done in both multi-variable and decentralised
PID controllers [5–7].

MPC is the only advanced control strategy that has had impact on the industry
[8]. On multi-variable systems, MPC is traditionally implemented as a multi-
variable control strategy. It deals with loop interactions systematically. The dif-
ficulty in control of large scale and networked systems has led to development of
decentralised/distributed MPC (DMPC) mainly to mitigate the difficulty associated
with maintenance. Most existing industrial control loops are already configured in
a SISO manner. As such practitioners are generally more comfortable with SISO
design. Exploring the deployment of DMPC on TITO systems may motivate more
implementation of MPC on loops in which benefits are possible. Recent studies in
the area of DMPC for large scale and networked systems include [9–11].

The purpose of this paper is to propose a decentralised MPC scheme for TITO
systems and then compare its performance with decentralized PID and traditional
MPC. The paper is therefore organised as follows: In Sect. 2, control loop inter-
action and coupling is discussed. MPC and a modified distributed MPC are pre-
sented in Sect. 3. PID control and decentralised PID is discussed in Sect. 4; here
some methods of decoupling found in the literature are briefly highlighted. The
simulation results are given in Sect. 5 and the paper is concluded in Sect. 6.

2 Control Loop Interaction and Pairing

An important characteristic feature of multi-variable systems is process interac-
tion. It is used to describe the effect of each manipulated variable (MV) on all
other controlled variables (CV). Various methods have been proposed to measure
the degree of interaction and therefore determine the best MV–CV pairing. Con-
sider the 2 9 2 system described by (1). The output Y1 depends on both U1 and U2.
Similarly, Y2 depends on both inputs.

Y1ðsÞ
Y2ðsÞ

ffi �
¼ g11ðsÞe�sh11 g12ðsÞe�sh12

g21ðsÞe�sh21 g22ðsÞe�sh22

ffi �
U1ðsÞ
U2ðsÞ

ffi �
ð1Þ
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where

g11ðsÞ ¼
K11

s11sþ 1
g12ðsÞ ¼

K12

s12sþ 1

g21ðsÞ ¼
K21

s21sþ 1
g22ðsÞ ¼

K22

s22sþ 1

Two commonly used methods for determining the best pairing of CV and MV
are the relative gain array (RGA) and singular value decomposition (SVD)
methods. More on SVD can be found in [3]. The RGA K is a normalised
dimensionless matrix array that can be computed as follows [3]:

K ¼ K � H ¼ kij

� �
ð2Þ

where, � is the Schur product i.e. element by element multiplication, K is the gain
matrix and H = (K-1)T. So that kij = KijHij.

K ¼ K11 K12

K21 K22

ffi �
; K ¼ k 1� k

1� k k

ffi �
ð3Þ

For a TITO system, K is symmetrical and can be completely specified by k as
shown in (3). The sum of the RGA elements is unity for each column and row.
When k C 0.5, then Y1 should be paired with U1(direct pairing or 1–1/2–2 pairing)
otherwise it should be paired with Y2 (reverse pairing or 1–2/2–1 pairing) [3].
However, when k is large, then it is impossible to control both outputs indepen-
dently [12] and when k\ 0, the loops may counteract each other; often leading to
closed loop instability [13]. Once the loop pairing has been successfully achieved
the next step involves deciding the control scheme to be used i.e. multi-variable,
decentralised or advanced such as MPC.

3 Model Predictive Control

Model predictive control is a matured technology with most recent research focused
on the state space formulation [8]. In MPC, the trajectory of manipulated variables is
computed to optimise the future behaviour of the plant. This is achieved with the aid
of predictions using plant model. These predictions are compared with actual plant
outputs and adjustments made to compensate for errors. The concept of MPC is
depicted in Fig. 1. In this work, the state space formulation in [14] is used. Other
formulations can be found in [8, 15]. The model given in (1) can be converted to
discrete state space and the augmented velocity formats (4) and (6) respectively [14].

xpðk þ 1Þ ¼ ApxpðkÞ þ BpuðkÞ
yðkÞ ¼ CpxpðkÞ

ð4Þ
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then

xpðkÞ ¼ Apxpðk � 1Þ þ Bpuðk � 1Þ
xpðk þ 1Þ � xpðkÞ ¼ Ap xpðkÞ � xpðk � 1Þ

� �
þ Bp uðkÞ � uðk � 1Þ½ �

Dxpðk þ 1Þ ¼ ApDxpðkÞ þ BpDuðkÞ
yðk þ 1Þ ¼ Cpxpðk þ 1Þ

¼ Cp xpðkÞ þ ADxpðkÞ þ BpDuðkÞ
� �

ð5Þ

Let an extended state x(k) be defined as:

xðkÞ ¼ DxpðkÞ
ypðkÞ

ffi �
; then xðk þ 1Þ ¼ Dxpðk þ kÞ

ypðk þ 1Þ

ffi �

Then,

xðk þ 1Þ ¼
Ap 0T

n

CpAp I

" #
DxpðkÞ
ypðkÞ

ffi �
þ

Bp

CpBp

ffi �
DuðkÞ

yðkÞ ¼ 0np Inout

� � DxpðkÞ
ypðkÞ

ffi �

Finally, the state equations are summarized as:

xðk þ 1Þ ¼AxðkÞ þ BDuðkÞ
yðkÞ ¼CxðkÞ

ð6Þ

where

A ¼ Ap 0T
n

CpAp I

ffi �
; B ¼ Bp

CpBp

ffi �
; C ¼ ½ 0np Inout � ; xðkÞT ¼ DxpðkÞT ypðkÞT

� �
and Dxp(k) = xp(k) - xp(k - 1).

Considering the effects of measured disturbance d(k), (4) and (6) become (7)
and (8) respectively:

Fig. 1 Block diagram
depicting the concept of
model predictive control
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xpðk þ 1Þ ¼ ApxpðkÞ þ BpuðkÞ þ BddðkÞ
ypðkÞ ¼ CpxpðkÞ

xðk þ 1Þ ¼ AxðkÞ þ BDuðkÞ þ BDDdðkÞ
ð7Þ

yðkÞ ¼ CxðkÞ ð8Þ

where BD ¼
Bp

CpBp

ffi �
. A formulation of the cost function which penalizes the

tracking error as well as the change in control manipulated variable is given in (9).1

J ¼
Xp

i¼1

rðk þ 1Þ � yðk þ iÞk k2
qþ
XM

i¼1

Duk k2
rw

ð9Þ

If the initial state x(k1) is denoted by x0, and the vectors X, DU and Y are defined as:

X ¼

xðk þ 1Þ
xðk þ 2Þ

..

.

xðk þ NpÞ

2
6664

3
7775 DU ¼

DuðkÞ
Duðk þ 1Þ

..

.

Duðk þ Nc � 1Þ

2
6664

3
7775 Y ¼

yðk þ 1Þ
yðk þ 2Þ

..

.

yðk þ NpÞ

2
6664

3
7775 ð10Þ

With DD defined in a similar manner as DU, the prediction equations can be
written in compact form as:

X ¼F1x0 þ U1DU þ Ud1DD

Y ¼Fx0 þ UDU þ UdD
ð11Þ

where

F ¼

CA
CA2

..

.

CAP

2
664

3
775 U ¼

CB 0 . . . 0
CAB CB . . . 0

..

.

CAP�1B CAP�2B . . . CAP�MB

2
664

3
775:

The matrix Ud is obtained by substituting B = Bd in the definition of U. The
cost function (9) can be written in compact form as:

J ¼ S� Yð ÞT �Q S� Yð Þ þ DUT �RDU ð12Þ

where ST ¼ rðkÞ 1 1 . . . 1½ �; �Q [ 0 2 RpP�pP is a block diagonal output
weighting matrix. �R� 0 is a block diagonal input weighting matrix defined in (14).
Substituting (11) in (12) gives an expression for the cost function. The optimal
unconstrained control trajectory is obtained by differentiating the cost function and
equating to zero:

1 xk k2
P¼ xT Px:
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DU ¼ � UT �QUþ �R
� ��1

UT �Q Fx0 þ UdDD� Sð Þ ð13Þ

�Q ¼

q 0 . . . 0
0 q . . . 0

..

.

0 0 . . . q

2
6664

3
7775 �R ¼

rw 0 . . . 0
0 rw . . . 0
..
.

0 0 . . . rw

2
6664

3
7775 ð14Þ

The constrained MPC problem can be written as:

min
DU

DUT UT �QUþ �R
� �

DU þ 2DUTUT �Q Fx0 þ UdDD� Sð Þ þ constant

: MDU�N
ð15Þ

Detailed derivation of prediction equations and cost function and general MPC
formulation can be found in [8, 14].

3.1 Decentralised Model Predictive Control

The process G(s) in (1) can be partitioned into two subsystems:

G1ðsÞ ¼ g11ðsÞe�s11ðsÞ g12ðsÞe�s12ðsÞ
� �

G2ðsÞ ¼ g21ðsÞe�s21ðsÞ g22ðsÞe�s22ðsÞ
� � ð16Þ

These sub-systems can be converted to discrete state space format with the
second input as a measured disturbance and first input as a measured disturbance in
the first and second subsystems respectively. The resulting subsystems represented
by (17) are only coupled through their inputs i.e. state couplings do not exist. Note
that it is always possible to bring any system to this format [10].

xpiðk þ 1Þ ¼ Api xpiðkÞ þ BpiuiðkÞ þ Bdi ujðkÞ
yiðkÞ ¼ cpi xpi

i; j ¼ 1; 2; i 6¼ j

ð17Þ

The velocity augmented form model as formulated in (6) can then be formed as:

xiðk þ 1Þ ¼ AixiðkÞ þ BiDuiðkÞ þ BDiDudjðkÞ
yiðkÞ ¼ CixiðkÞ

ð18Þ

The prediction equations then become:

Xi ¼ F1ixi0 þ U1iDUi þ UdiDDi ð19Þ

Yi ¼ Fixi0 þ UiDUi þ UDiDDi ð20Þ
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With all parameters defined as in MPC formulation earlier presented in this
section and DDi defined as follows:

DDi ¼

DujðkÞ
Dujðk þ 1Þ

..

.

Dujðk þM � 1Þ

2
6664

3
7775 ð21Þ

The prediction equation and MPC law for each of the sub-systems can be
derived with Du2 and Du1 as disturbances in subsystems 1 and 2 respectively.
Iteration is used to obtain optimal solutions. However, due to time requirements,
the system only converges to the pareto-optima or Nash equilibrium [16]. To
prevent iteration as with traditional distributed MPC, the computed input trajectory
at sampling step k is defined as:

DD̂iðkÞ ¼

DûjðkÞ
Dûjðk þ 1Þ

..

.

Dûjðk þM � 1Þ

2
6664

3
7775 ð22Þ

Then since at sampling step k þ 1;DD̂i for i = 1, 2 will not be available, it will
be assumed that the value computed at k is still optimal. Hence, the sequence is
shifted and the value at the end of the control horizon repeated2 i.e.

DD̂iðk þ 1Þ ¼

Dûjðk þ 1Þ
..
.

Dûjðk þM � 2Þ
Dûjðk þM � 1Þ
Dûjðk þM � 1Þ

2
666664

3
777775

ð23Þ

So that (20) is written as:

Yi ¼ Fixi0 þ UiDUi þ UDiDD̂iðkÞ ð24Þ

The problem then becomes that of solving two quadratic programming prob-
lems, one for each subsystem:

min
DUi

DUT
i UT

i
�QiUi þ Ri

� �
DUi þ 2DUT

i UT
i

�Qi Fixi0 þ UDiDD̂i � S
� �� 	

: MiDUi�Ni : i ¼ 1; 2
ð25Þ

In this formulation, iteration is not required as in other DMPC implementations.
This will reduce the computational and convergence requirements needed by other

2 In MPC, it is assumed that the MV remains constant at the end of the horizon.
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decentralised MPC formulations. However, when loop interaction is strong the
performance of the scheme decreases significantly.

4 PID

PID control is the most popular in the industry. Different structures of the con-
troller are available. In this work the ideal (or parallel structure) is used. For
proportional, integral and derivative gains of kp, ki and kd respectively, the parallel
PID is given in Eq. (26)

kðsÞ ¼ kp þ
ki

s
sþ kds ð26Þ

4.1 Decoupling Control

Decouplers are commonly used to reduce loop interactions; thereby reducing the
effect of set-point change for one controlled variable on other controlled variables.
Several decoupling techniques have been presented in the literature. The TITO
system presented in (1) can be written as:

YðsÞ ¼ GðsÞUðsÞ
Y1ðsÞ
Y2ðsÞ

ffi �
¼

G11 G12

G21 G22

ffi �
U1ðsÞ
U2ðsÞ

ffi � ð27Þ

For a 1–1/2–2 pairing, the aim of the decoupler is to effectively cancel the off-
diagonal dynamics. So that the effective transfer function Q(s) after decoupling
using a decoupling matrix D(s) is given in (28).

QðsÞ ¼GðsÞDðsÞ

¼
q11 0

0 q22

ffi � ð28Þ

DðsÞ ¼ 1 d12ðsÞ
d21ðsÞ 1

ffi �
ð29Þ

Hence, the parameters d12 and d21 can be computed using (27)–(29) as follows:

d12 ¼ �
G12

G11
d21 ¼ �

G21

G22
ð30Þ
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The decoupler parameters d12 and d21 are not always physically realisable. For
simplicity, static decoupling [17] is often used. This involves using steady state
model i.e.

d12 ¼ �
K12

K11
d21 ¼ �

K21

K22
ð31Þ

When loop dynamics are not similar, static decoupling has the disadvantage
that loop interactions occur during transients. After decoupling, the system
Q(s) can then be controlled using a decentralised PID controller K(s). To improve
the transient performance, more advanced decouplers are used. Two of such
presented in [4, 18] are briefly presented.

KðsÞ ¼ K1 0
0 K2

ffi �
ð32Þ

where k1(s) and k2(s) are of PID/PI type in (26).

4.1.1 PID with Lead-Lag Decoupler (Wang-PID)

An auto tuned PID was presented in [18]. This uses a lead-lag decoupler with
parameters d12 and d21 in (29) obtained follows:

d12 ¼ �
K12

K11

1þ s11s

1þ s12s
e�ðh12�h11Þ ð33Þ

d21 ¼ �
K21

K22

1þ s22s

1þ s21s
e�ðh21�h22Þ ð34Þ

The terms d12 and d21 are not physically realisable when (h12 - h11) \ 0 or
(h21 - h22) \ 0. However, they can be made realizable by multiplying the cor-
responding columns by eðh21�h22Þ and eðh12�h11Þ respectively [18]. The lead-lag
decoupling matrix is therefore given as:

DðsÞ ¼
evðh22�h21Þ � g12

g11
evðh12�h11Þ

� g21
g22

evðh21�h22Þ evðh22�h21Þ

" #
ð35Þ

where

vðhÞ ¼ 1 if h� 0
0 if h\0




Another factor which affects the performance is the existence of right half poles
and zeroes. The next section considers the modification of D(s) to cater for the
existence or otherwise of RHP poles/zeroes.
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4.1.2 PID with Non-dimensional Tuning (NDT-PID)

Three cases are identified and associated decouplers designed [4]. These include:

1. Case I: This is when the off-diagonal elements of the plant model have no
RHP-poles and the diagonal elements have no RHP-zeros:

DðsÞ ¼ w1ðsÞ d12ðsÞw2ðsÞ
d21ðsÞw1ðsÞ w2ðsÞ

ffi �
ð36Þ

then,

w1ðsÞ ¼
1 if h21� h22
eðh21�h22Þ if h21\h22



ð37Þ

w2ðsÞ ¼
1 if h12� h11
eðh12�h11Þ if h12\h11



ð38Þ

d12ðsÞ ¼ �
g12

g11
e�ðh12�h11Þ

d21ðsÞ ¼ �
g21

g22
e�ðh21�h22Þ

ð39Þ

This corresponds to the lead-lag decoupler presented in (35).

2. Case II: This is when there are no RHP-poles in diagonal and no RHP-zeros in
the off-diagonal elements of the plant model:

DðsÞ ¼ d11ðsÞw3ðsÞ w3ðsÞ
w4ðsÞ d22ðsÞw4ðsÞ

ffi �
ð40Þ

w3ðsÞ ¼
1 if h22� h21
eðh22�h21Þ if h22\h21



ð41Þ

w4ðsÞ ¼
1 if h11� h12
eðh11�h12Þ if h11\h21



ð42Þ

d11ðsÞ ¼ �
g22

g21
e�ðh22�h21Þ

d22ðsÞ ¼ �
g11

g12
e�ðh11�h12Þ

ð43Þ

3. Case III: This is when both the diagonal and non-diagonal elements of
G(s) have RHP-zeros. Then it is not possible to obtain a stable decoupler using
Eq. (39) or (43). The solution to this is beyond the scope this work, details can
be found in [4].
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5 Simulation and Results

In this work, an example is used to compare performance of controllers in terms of
set-point ysp and output disturbance dy. Refer to Fig. 2 for block diagram repre-
sentation of the control problem; in this work, the input load disturbance du is
assumed to be zero and the sensor has a transfer function of H = 1. To evaluate
the performance of the proposed decentralised MPC, it is applied to a well studied
process model. The Wood-Berry binary distillation column process is a TITO
system that has been studied extensively [4, 18, 19]. The model is given as [3]:

XDðsÞ
XBðsÞ

ffi �
¼

12:8e�s

16:7sþ1
�18:9e�3s

21sþ1
6:6e�7s

10:9sþ1
�19:4e�3s

14:4sþ1

" #
RðsÞ
SðsÞ

ffi �
ð44Þ

where, XD(s) and XB(s) are the overhead and bottom composition respectively,
R(s) and S(s) are the reflux flow rate and steam flow respectively. The system is
strongly coupled, simultaneous control of the compositions is therefore chal-
lenging. The relative gain array (RGA) shows that the process is interacting:

K ¼ K � H

¼
2:0094 �1:0094

�1:0094 2:0094

ffi �

K11 [ 1 indicates coupling. The values of decoupling matrices and PID/PI
controllers obtained by the discussed methods are given. For this example, the
same decoupler D(s) is used for both Wang-PID and NDT-PI.

DðsÞ ¼ 1 1:477ð16:7sþ1Þe�2s

21sþ1
0:34ð14:4sþ1Þe�4s

10:9sþ1 1

" #
ð45Þ

The controllers are given as [4]:

KNDT ¼
0:41þ 0:074

s 0
0 �0:12� 0:024

s

ffi �
ð46Þ

Fig. 2 Block diagram of
control problem showing
controller, k, plant model, G,
inputs and outputs
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KWang ¼
0:216þ 0:076

s þ 0:017s 0
0 �0:068� 0:019

s � 0:064s

ffi �
ð47Þ

Model predictive control was also implemented on the process. A sampling
period of Ts = 1, prediction horizon of P = 20, and a control horizon of M = 4
were used. An input weighting matrix of rw ¼ diag 10 100f g was also used. The
proposed DMPC was also implemented using the following parameters; a sam-
pling period of Ts = 1, a prediction horizon of P = 20, a control horizon of M = 4
for both loops. The input weightings used were rw1 ¼ 10 and rw2 ¼ 100. The
designed controllers were then implemented to compare their set-point tracking
and output disturbance rejection performance. A step reference of 0.5 was applied
to the first loop at time t = 0 and the second loop at time t = 50 min. The results
of these are given in Figs. 3 and 4. Output step disturbance of 0.5 was also applied
to the first and second loops at times t = 0 and t = 50 min respectively. The
resulting plots are also given in Figs. 5 and 6.

The mean squared error between the set-point and the output obtained with the
various controllers are given in Table 1. For set-point tracking, the loop interaction
for DMPC and MPC in the first loop is smaller than that of the PID/PI controllers.
In the second loop the interaction is more pronounced in the DMPC and MPC.
This is due to the weighting on the second loop which is deliberately made larger.
Typically in an industrial setting, the purity of the distillate is more important. It
can be seen from Table 1 that the MSE of both loops is lower for the DMPC as
well as MPC; both have a similar performance.

For output disturbance rejection. The MSE for the distillate shows that DPMC
and MPC outperforms NDT-PI and Wang-PID. MPC outperform all the others in
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NDT-PI (dashed) and Wang-PID (dashed-cross)
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bottoms, with Wang-PID having the highest value of MSE. Results indicate that
the TITO DMPC performs at least better than the PID/PI controllers used in this
problem. Improved performance is expected when process dead times are larger
and when constraints are imposed on the process. The total variance (TV) is used
to measure the smoothness of control; smaller values indicate lower control
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Fig. 4 Set-point response of bottoms composition for DMPC (solid), MPC (dotted-circle) and
NDT-PI (dashed) and Wang-PID (dashed-cross)

0 10 20 30 40 50 60 70 80 90 100
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Time (mins)

D
is

ti
lla

te
 C

o
m

p
o

si
ti

o
n

, X
D

DMPC
MPC
NDT−PI
Wang−PID
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circle) and NDT-PI (dashed) and Wang-PID (dashed-cross)
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activity. It can be observed from Table 2 that for set-point tracking, Wang-PID has
the smallest value while NDT-PI has the largest value. MPC and DMPC have
similar values. For disturbance rejection, PID/PI controllers have slightly lower
values. These higher values of TV in MPC/DMPC can be justified by the improved
performance. TV is computed using (48)
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Fig. 6 Output disturbance response of bottoms composition DMPC (solid), MPC (dotted-circle)
and NDT-PI (dashed) and Wang-PID (dashed-cross)

Table 1 Mean squared error (MSE) for both set-point tracking and disturbance rejection

Controller Set-point response Disturbance rejection

XD XB XD 9 10-3 XB 9 10-2

MPC 0.2414 0.1087 4.7006 1.3415
DMPC 0.2411 0.1088 4.6867 1.3647
NDT-PI 0.2438 0.1170 6.7597 1.3616
Wang-PID 0.2454 0.1131 8.1202 1.5143

Table 2 Total variance (TV) for both set-point tracking and disturbance rejection

Controller Set-point response Disturbance rejection

XD XB XD XB

MPC 0.3954 0.1801 0.7079 0.3127
DMPC 0.3824 0.1076 0.6103 0.3041
NDT-PI 0.6228 0.1806 0.6228 0.1806
Wang-PID 0.2647 0.1105 0.2647 0.1185
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TV ¼
X1
k¼0

kuðk þ 1Þ � uðkÞk ð48Þ

6 Conclusions

A DMPC for TITO processes is proposed. Shifted input sequence from the pre-
vious step is used to cater for loop interactions thereby avoiding iterations. The
performance of the proposed scheme was compared with MPC and PID/PI by
applying to a coupled processes. It was found that the proposed controller has a
performance similar to that of existing methods.
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Fuzzy-Logic Based Computation
for Parameters Identification of Solar Cell
Models

Toufik Bendib and Fayçal Djeffal

Abstract The identification of the electrical parameters of the organic solar cells,
such as the series resistance, the shunt resistance, the diode saturation current and
the diode ideality factor, is an important task to improve their models behavior and
the time simulation for photovoltaic applications. The conventional extraction
methods using the optimization and measurement techniques, which are based on
calculating derivatives, are quite computationally expensive and difficult to code.
Therefore these parameters are required new optimization and modeling methods
that capture the effect of each model parameter accurately and efficiently. In the
present work, a new, fast and accurate organic solar cell extraction technique using
Fuzzy-Logic-based computation is presented. This approach is based on fuzzy
control techniques. These techniques allow using knowledge about the model
behavior into the parameter extraction method, thus simplifying the task. The
procedure is applied to extract the different parameters of a single-diode solar cell
model for which results show good performances. The encouraging results have
indicated the applicability of the developed approach to be incorporated in solar
cell simulator tools for photovoltaic applications.
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1 Introduction

In recent years, the strong demand for renewable energy has increased interest in
solar cells as a long-term, exhaustless, environmentally friendly and reliable
energy technology [1, 2]. Various intensive research efforts have been devoted to
develop new materials and modeling techniques for solar cells are being made in
order to produce new photovoltaic devices with improved electrical performances.

During the last few years, the production of the organic solar cells is rising in
photovoltaic domain; it is due to the simple production technology such as: roll-
to-roll or printing process. This fact by itself can reduce the cost production
significantly [3–7]. Moreover, the importance of these kinds of solar cells with
lower thermal price and less stringent requirements in comparison with conven-
tional inorganic semiconductor technology leads to more investigate the organic
solar cells and thinking to improve their electrical characteristic. Therefore, the
tailoring of molecular proprieties and the versatility of production methods of
the organic solar cell make it as a promising candidate for fabrication the future
generation of solar cells for photovoltaic applications.

Compared to other inorganic counterparts, it shows low efficiency. Thus, more
study needs to be carried out on the organic solar cells, while keeping an eye on
improving their conversion efficiencies. Accurate extraction and optimization of
organic solar cell parameters are very important in improving the solar cell quality
during fabrication process and in device simulation and modeling [5]. Extraction
of the organic solar cell parameters is a complex task, because of the huge number
of parameters in recent models. These parameters are, usually, the series resis-
tances Rs, the shunt resistances Rsh, the cell-generated photocurrent Iph, the diode
saturation current I0 and the diode ideality factor n witch describe the nonlinear
electrical model of the organic solar cell.

Most of these parameters are correlated, and requires global extraction and
optimization methods [8, 9]. One way to simplify this task is to use direct
extraction methods for some parameters. This eases the entire extraction procedure
and reduces the iteration time in case of optimization, because these values can be
used as initial values. Once the parameters have been extracted, most of the direct
extraction methods need a second step to take into account the interactions among
the different parameters. This leads to the use of global methods (Genetic algo-
rithms (GA), Particle Swarm Optimization (PSO), Multi-Objective-Genetic
Algorithms (MOGAs), etc.) to find the set of values that can best fit the experi-
mental data [8–10]. Numerous authors are studied and validated the applicability
of these techniques for photovoltaic applications [11, 12]. Therefore, the accuracy
of these techniques is limited by the high computational time caused by global
optimization processing and the constraints functions used for parameter extrac-
tion [8, 9]. The other techniques for parameter extraction rely on the use of fitting
algorithms to determine the solar cell parameters. Their accuracy depends on the
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applied fitting algorithm [8]. There are other methods such as finding parameters
through complicated numerical analysis using Lambert’s W function [13, 14].
However, these methods seem complicated processes for accurate extraction of
parameters from a non linear solar cell characteristic. These models are obtained
by simplifications of the full model of the organic solar cell which lead to the
applicability limitations and a questionable accuracy. Zhang et al. [14] proposed a
fitting method using Lambert’s W function to study the properties of solar cells.
However, their study is validated only on single diode model, where this method
cannot be extended to study the double diode model. Moreover, this method is
used to extract only three parameters n, Rs and Rsh. The other parameters I0 and Iph

are deduced using analytic expressions. Therefore, the development of new
approaches to overcome these limitations should be developed in order to study the
solar cells for wide illumination range, where other parameters and double diode
modeling should be taken into account.

But from the photovoltaic circuit design point of view even 2-D solution of
numerical Lambert’s W function is an overkill approach in term of both
complexity and computational cost [13–15]. Moreover, the organic solar cell
introduces challenges to analytical parameters extraction using the I–V character-
istics. In addition, in most studies, the I–V curve obtained from extracted
parameters was not compared with a measured I–V curve, making it difficult to
demonstrate the accuracy of the methods used. Accurate parameters extraction
methods are required to be utilized in photovoltaic system simulators and circuit
design tools.

Fuzzy logic is the widely used technique in control applications [16]. In
comparison with the other techniques, the main advantage of this technique is that:
we don’t need an accurate description of the behaviour of the model, but we are
only required to know the effect of each parameter on the behaviour. For example,
we only need to know that the shift of the I–V curve to the right in the voltage
region is performed by increasing the value of the shunt resistance and vice versa.

In the present work, we present a simple and accurate method to extract the
different electrical parameters of the organic solar model that uses fuzzy logic,
based on a behavioural computation in order to reduce the human trial and error
efforts. The method is applied to a one-diode solar cell model, in order to show the
feasibility of the extraction method. In this context, in order to achieve the required
accuracy and method simplicity, in this work we present the applicability of Fuzzy
Logic (FL) computation approach to extract the organic solar cell parameters. The
correlation between the I–V curves drawn using final obtained parameter values
and the measured I–V curves was confirmed by the least-squares computation.
With this ability, we can use our proposed approach as the interface between the
experimental setup and photovoltaic simulator (like PC1D and Silvaco) [17], in
order to achieve high computation speed and improve the simulation time for
photovoltaic simulation.
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2 Fuzzy Logic Computation Methodology

2.1 Solar Cell Model

The model of the organic solar cell can be represented by the simplified equivalent
circuit as shown in Fig. 1, and expressed by the lumped parameter of a one-diode
model solar cell as Eq. 1 which has been suggested in early 1980s [7].

For a given incident light intensity, at a given temperature, the implicit
I–V analytical model is as follows:

I ¼ Iph �
V þ RsI

Rsh
� I0 exp b V þ RsIð Þð Þ � 1½ � ð1Þ

where b = q/n1kT.
Iph represents the total current generated by the cell for a given lighting and

temperature conditions in Amperes, k is the Boltzmann constant, q is the electron
charge, T is the temperature, Rs is the series resistance, Rsh is the shunt resistance,
I0 represents the reverse saturation current; n is the diode ideality factor.

The processes associated with various compounds in the equivalent circuit of an
organic solar cell are: The photo-current source generates current which is equal to
number of dissociated excitons/s (number of free electron/hole pairs per second)
[18]. The shunt resistance is due to recombination of charge carriers near the
dissociation site (e.g. donor/acceptor interface) and it may also include recombi-
nation farther away from the dissociation site (e.g. near electrode). The series
resistance reflects conductivity, i.e. mobility of specific charge carrier in the
respective transport medium, where the mobility is affected by space charges and
traps or other barriers (hopping) [18]. It is to note that the analysis of the processes
associated with various elements of the equivalent circuit allows, to the designer,
the control of each design parameter to develop the desired organic solar cell. The
purpose of this work is to use the Fuzzy Logic (FL) technique to extract the
parameters of organic solar cells. Furthermore, the method validation is done by
calculating the errors in the curves obtained using the estimated parameters with
respect to those curves obtained experimentally.

RL

I

I0

Iph

Rs

VRsh

Fig. 1 Equivalent circuit
model of the organic solar
cell

330 T. Bendib and F. Djeffal



2.2 Fuzzy Logic Architecture

This section introduces the basic concept and the operations for fuzzy logic system
that will be needed in the following section.

The Fuzzy Logic tool was introduced in 1965, also by Zadeh [19], and is a
mathematical tool for dealing with uncertainty. It offers to a soft computing
partnership the important concept of computing with words.

Fuzzification, decision-making, fuzzy rules base and defuzzification are the four
steps of fuzzy system as shown in Fig. 2.

During fuzzification, crisp inputs are transformed into degrees of matching
linguistic values and are related to the input linguistic variables. Subsequently, as
the fuzzification process is completed, the inference engine which is the core unit
and is also known as decision-making refers to the fuzzy rule base containing
fuzzy IF-THEN rules to deduct the linguistic values for the intermediate and
output linguistic variables. It is important to note that the database defines the
membership functions of the fuzzy sets which is used in the fuzzy rules. Finally,
when the output linguistic measures are obtainable, the defuzzifier produces the
final crisp values from the output linguistic values (fuzzy results).

In general, based on the past known behavior of a target system, we can design
a fuzzy inference system to be expected in order to reproduce the behavior of the
target system. For example, the case of our work, the target system is the exper-
imental I–V characteristic, then the fuzzy inference system becomes a fuzzy logic
parameters controller that can regulate and fit the calculated I–V characteristic of
the organic solar cell.

2.3 Fuzzy Logic Implementation

The fuzzy logic provides an inference structure that enables appropriate human
reasoning capabilities. On the contrary, the traditional binary set theory describes
crisp events, events that either do or do not occur. It uses probability theory to
explain if an event will occur, measuring the chance with which a given event is

Inference Engine
Fuzzification Defuzzification

Rule Base

Crisp Input Crisp Output 

Fig. 2 Fuzzy inference system
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expected to occur [20]. Several published papers offer extensive explanations to
the fundamentals of FL and its wide range of applications [19–22]. Due to its
simple mechanism and high performance for behavior modeling, FL can be
applied to study the I–V organic solar behavior in order to extract their electrical
parameters [23], which is the main objective of this work. The flowchart of our
proposed approach is detailed in Fig. 3.

To define the fuzzy associative memory, we need some knowledge about the
how each of the electrical parameters affects the I–V curve behavior. I–V curves
were drawn using MATLAB software. Changes in the shape of the I–V curve due
to changes in parameter values were displayed in real time by the continuous
execution of MATLAB program, allowing easy verification of visual effects of
specific parameters on the shape of I–V curve. First, the shape of the I–V curve in
the voltage region is depressed horizontally with a gradual increase in the value of
Rs from zero. When Rsh decreases from infinity, the shape of the I–V curve in
the current region is depressed leftward. The distinct change in the shape of the
I–V curve due to changes in the ideality factor and reverse saturation current is that
the open circuit voltage of the solar cell changes. Therefore, if parameters are
extracted while assuming the ideality factor to be 1, there is significant error in the
I–V curve drawn using the parameters [13].

As it is explained, previously, the I–V curve behavior will be used to define the
fuzzy associative memory using some knowledge about the effect of each
parameter on the I–V behavior:
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– Rs describes the curvature of I–V curve in the voltage region and shifts the short
circuit current (Isc) value.

– Rsh describes the curvature of I–V curve in the current region and shifts the open
circuit voltage (Vco) value.

– n and I0 shift the open circuit voltage (Vco) value.

Based on the effect of each parameter on the I–V curves, we can define the
following rules in order to develop our knowledge Base (Fig. 3) for each
parameter, which will be extracted:

– If the calculated I–V characteristic is more curved than the experimental data in
the voltage region, then increase Rs, and vice versa.

– If the calculated curve I–V is under the experimental data at Isc point, then
decrement Rs, and vice versa.

– If the calculated I–V characteristic is more curved than the experimental data in
the current region, then increase Rsh, and vice versa.

– If the calculated curve I–V is to the right of the experimental data in the voltage
region, then decrement Rsh, and vice versa.

– If the calculated curve I–V is to the right of the experimental data in the voltage
region, then decrement n, and vice versa.

– If the calculated curve I–V is to the right of the experimental data in the voltage
region, then increment I0, and vice versa.

It is to note that the curvature of the I–V characteristics for both regions, current
and voltage regions, can be estimated from the computation of the slopes of the
calculated I–V characteristic at the short circuit current point for the first region
and at the open circuit voltage point for the second one (Fig. 3). So, the first and
second fuzzy rules, about Rs andRsh, can be replaced by:

– If the slope of the calculated I–V curve (S2A) at Voc point is too small than the
experimental data (S2E), then decrease Rs, and vice versa.

– If the short circuit current of the calculated I–V curve (Isc) is too small than the
experimental short circuit current (Isc0), then decrease Rs, and vice versa.

– If the slope of the calculated I–V curve (S1A) at Isc point is too small than the
experimental data (S1E), then decrease Rsh, and vice versa.

– If the open circuit voltage of the calculated I–V curve (Voc) is too small than the
experimental open circuit voltage (Voc0), then increase Rsh, and vice versa.

In order to implement the above rules, we have used the Gaussian fuzzy sets,
while defuzzification is done through the method of centre of area. The input and
output parameters are normalized by using the experimental database as reference.
The linguistic variables chosen for our FL-based approach is the mean square error
(MSE) for each parameter of the I–V model. These errors are the input linguistic
variables and the I–V model is the finale output linguistic variable. The error of
each parameter represents the current deviation affected by the solar cell param-
eter, which will be extracted using the proposed approach. The fuzzy system is
then expected to be able to reproduce the behavior of the experimental curves.
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Each of the input and output fuzzy variables is assigned seven linguistic fuzzy
subsets varying from negative large (NL) to positive big (PL). Each subset is
associated with a Gaussian membership function to form a set of seven mem-
bership functions for each fuzzy variable. The linguistic terms chosen for this
controller are seven. They are negative large (NL), negative medium (NM),
negative small (NS), zero (Z), positive small (PS), positive medium (PM) and
positive large (PL). After assigning the input, output ranges to define fuzzy sets,
mapping each of the possible four input fuzzy values of the calculated error.
Table 1 shows the fuzzy associate memory of the designed fuzzy controllers, with:

DRs ¼ Rs � Rs0 ð2aÞ

DRsh ¼ Rsh � Rsh0 ð2bÞ

DVoc ¼ Voc � Voc0 ð2cÞ

Dn ¼ n� n0 ð2dÞ

DI0 ¼ I0 � I00 ð2eÞ

DS1 ¼ S1A � S1E ð2fÞ

DS2 ¼ S2A � S2E ð2gÞ

DIsc ¼ Isc � Isc0 ð2hÞ

Table 1 Fuzzy associate memory table (FAM) for the fuzzy Rsh, Rs,n and I0 controllers,
respectively

Input1 DS1

NL NM NS Z NS PM PL

Input2
DVoc

N NL NM – NS – PS PM Output
RshZ NM NM – Z – PM PM

P NM NS – PS – PM PL

Input1 DS2

NL NM NS Z NS PM PL

Input2 DIsc N NL NM NS Z NS PM PL Output Rs

Z PL PM – PS – NS NM
P PM PM – Z – NM NM

Input1 DVoc

NL N NS Z NS PM PL

PL PM PS Z NL NM NL Output1 n
NL NM NS Z NS PM PL Output2 I0
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where Rs0, Rsh0, Voc0, n0, I00 represent the slope of the experimental I–V curve at
Voc point, the slope of the experimental I–V curve at Isc point, the experimental
open circuit voltage, the experimental ideality factor and the experimental diode
saturation current respectively (Fig. 3).

3 Results and Discussion

3.1 Parameter Extraction

The experimental current–voltage (I–V) data were taken from Conde et al. [24] for
the organic solar cell. The photocurrent has been taken directly as the short circuit
current according to the approximation Isc & Iph.

The extracted parameters obtained using our method will be carried out from an
initial point, guest parameter values, until a stopping condition is found (accuracy or
iterations number). New parameter values, for each iteration, will be estimated by
the fuzzy controller. The global RMS (Root Mean Square) error between the
experimental and the calculated results, considering all points on the database, will
be updated. The stopping condition used in our approach is the global RMS error.
This latter should be less than 5 %. The values for initialization of the FL-based
computation approach for the investigated solar cell are: [Rs, Rsh, n, I0] =

[2, 50, 1, 10-11]. Figure 4 shows good agreement between experimental and pre-
dicted results of the I–V characteristic for the investigated organic solar cell.

3.2 Comparison with Other Methods

Table 2 shows the comparison between the extracted parameters using our
FL-based computation and the different extraction methods [24]. In order to find the
model that best describes the organic solar cell, we have constructed simulated
I–V plots based on the analytical model given in (1) according to the extracted
parameters of each method, and compared the simulated plots to the experimental
results [24], as it is shown in Fig. 4, where a good agreement between the exper-
imental and our results is found. The statistical accuracy of our FL-model indicates
that the best fit of I–V characteristic is obtained with our FL-computation method.

Table 3 gives a comparison of the CPU (central processing unit) time
requirements, the accuracy and the model limitations for the organic solar cell
parameters extraction with those obtained from numerical and manual computa-
tions [14, 24, 25], where the proposed FL-based computation time should be
compared to the orders of magnitude increase in computation time, accuracy and
model limitations for more rigorous parameters extraction techniques, such as
those based on the manual and numerical parameters computation.
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In this context, the proposed FL-based approach can be extended to study the
double diode solar cell model by including new measurements and experimental
data. The obtained results can be explained by the fact that the FL-based
techniques are characterized as behavioural modeling approaches, in which the
computational models are based on parallel distributed processing of data. Hence,
the fuzzy computation provides practical insight into solar cells modeling and
identification to design photovoltaic panels without the uncertain accuracy or
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Fig. 4 Comparison between
I–V characteristics of the
investigated organic solar cell

Table 2 Extracted parameters using our FL-based computation and other approaches,
respectively

Parameters Co-content
function [24]

Optimization
method [24]

Five-point
method [24]

FL-
method

Rs (X) 8.59 0.804 1.0277 5.22
Rsh (X) 197.23 203.25 221.73 174.3
Iph (mA/cm2) 7.94 7.82 7.63 7.88
I0 (nA/cm2) 13.6 13.6 957 421
n 2.31 2.32 3.45 3.20

Table 3 Comparison between the various approaches used for the solar cell parameters
extraction

Model Performances

Computation time Accuracy Model complexity

FL-based model Seconds Accurate Simple
Numerical-based model [24, 25] Hours Accurate Complex
Zhang et al. [14] Seconds Accurate Complex
Manual-based model Days Less accurate Complex
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meticulous tuning effort that face more rigorous solar cell models. The FL-based
computation is a step towards a new generation of simulation tools that will allow
solar cells and photovoltaic panel engineers to explore new classes of photovoltaic
devices.

4 Conclusion

In this contribution, we have proposed a new simple and powerful approach based
on Fuzzy Logic computation for organic solar cells parameters extraction. It was
found that the proposed technique is applicable to study the organic solar cell
behaviour. The obtained results have confirmed the accuracy and the rapid con-
vergence to the solution with high consistency, with no need for user intervention
during the search. In addition, the proposed approach is useful for the accurate and
easy extraction of solar cell parameters from a measured I–V characteristic. It is to
note that the proposed approach can be extended to include other design and
environmental parameters like: temperature effect, organic transport mechanisms,
metal contact resistances and double-diode effect. However, new measurements
and complex compact models which include these parameters should be devel-
oped. The comparisons with the experimental results and the various extraction
methods has demonstrated that our proposed approach offers higher efficiency
encouraging its implementation in the development of an accurate solar cell
simulator to study the photovoltaic systems. In addition, the proposed F-L- based
approach does not only benefit the modeling and study of organic solar cells but
can also be extended for other real-world applications. The similar methodology
can be used to study the molecular and inorganic semiconductor devices.
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An ANFIS Based Approach for Prediction
of Threshold Voltage Degradation
in Nanoscale DG MOSFET Devices

Toufik Bentrcia and Fayçal Djeffal

Abstract Nowadays, the tremendous shrinking of electronic devices has reduced
their sizes to very low scales. However, this process has been accompanied
unavoidably with many well-recognized reliability challenges basically for
MOSFET devices. Our objective, in this work, is the proposition of an Adaptive
Network based Fuzzy Inference System (ANFIS) to study the threshold voltage
behavior caused by the interface traps generated by the ageing mechanism phe-
nomenon. The consideration of a nanoscale DG MOSFET device makes the
application of compact modeling tools a very hard task to carry out, due to
approximations made during model development. The obtained results are in a
good agreement with numerical simulations based on Atlas 2D-simulator. In
addition, the comparison with a feed-forward artificial neural network shows that
our fuzzy system provides higher accuracy performances. The proposed approach
can be incorporated in Integrated Circuit modeling frameworks in order to support
more complex degradation situations.

Keywords DG MOSFET � Functions � Hot carrier � Learning
algorithm � Membership � Quantum confinement � Short channel � Threshold
voltage

T. Bentrcia
Physics Department, University of Batna, 05000 Batna, Algeria
e-mail: toufikmit@yahoo.com

F. Djeffal (&)
Electronics Department, University of Batna, 05000 Batna, Algeria
e-mail: faycaldzdz@hotmail.com

G.-C. Yang et al. (eds.), Transactions on Engineering Technologies,
DOI: 10.1007/978-94-017-8832-8_25,
� Springer Science+Business Media Dordrecht 2014

339



1 Introduction

The actual trend in the microelectronics industry requires the fabrication of
components with very small dimensions. The Metal Oxide Semiconductor Field
Effect Transistor (MOSFET) subject to a continuous downscaling has resulted in
many challenging drawbacks that are reflected by the increase of some undesirable
quantities such as the leakage current [1]. In addition, as the channel length is
scaled down to increase both the operation speed and the integration density, it can
reach the same order of magnitude as the depletion layer widths of the source and
the drain junctions and at this level the so-called short channel effects (SCEs)
occur. This situation mainly induces the deterioration of the gate controllability
efficiency over the channel. Therefore, more attentions should be focused on the
proposition and evaluation of new proposed architectures [2–4]. As stated by the
International Technology Roadmap of Semiconductors (ITRS), a 10-nm gate
length with fully depleted silicon on insulator technology and a 7-nm gate length
with double gate devices are predicted in the near future. Various enhancements
have been also conducted at the level of fabrication materials, where the use of
high-k materials and strained Silicon has been proved to be beneficial in improving
performances of the multi-gate MOSFETs [5]. In these devices, the gate electrode
is wrapped around a silicon nanowire, forming a multigate structure with excellent
control of the channel potential allowing the full depletion of the channel region.

In addition to the SCEs, another phenomenon that is closely linked to the
reduction of the channel length consists in the hot carrier injection effect leading to
the alteration of the device function. In fact, such reliability concern is the result of
the interface trap generation because of the increase of the maximum electric field
experienced by carriers in the channel near the drain side, since the associated
power supply voltages is scaled at a slower rate compared to the channel length
[6]. An impact ionization process is initiated when carriers moving from the source
to the drain sides acquire enough kinetic energy in the high field region of the drain
junction. A fraction of carriers penetrates the Si-SiO2 potential barrier and
becomes trapped in the gate oxide. From a phenomenological view point, hot
carriers can be identified by two main characteristics: (i) violation of the thermal
equilibrium with the lattice and (ii) energy gain higher than the thermal energy.
With the accumulation of injected carriers along the Si-SiO2 interface, an interface
trap buildup and the trapping of carriers in the dielectric occur, initiating in turn
the degradation of many device parameters such as the transconductance [7]. At
advanced stages of the process, the energy gained by the carriers in the high field
region of the Silicon substrate induces the break of bonds associated with extrinsic
or intrinsic defects in the oxide, and such rearrangement in its atomic structure is
the generator factor of the device instabilities observed during the hot-carrier
injection.

In order to account for ultrathin Silicon body and short channel length in
symmetrical DG MOSFET modeling, two or three dimensional solutions of the
coupled Schrodinger/Poisson equations should be considered. The resolution
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methodologies are based mostly on numerical methods, which are very time
consuming due to the intrinsic nature of the physical effects governing the elec-
trical properties under such constraints [8]. The development of compact analytical
formulations that are both supporting quantum aspects and valid in all operating
regions is an intractable, even an impossible task to realize [9]. As a result, soft
computing based approaches have been proposed to include short channel and
quantum effects in the same framework for DG MOSFET performance modeling
[10–13].

Our main aim in this paper is to investigate more in details the capabilities of
Adaptive Network based Fuzzy Inference Systems (ANFISs) in predicting the
relative degradation of DG MOSFET threshold voltage due to the hot carrier
injection effect. Both the short channel and quantum effects are taken into con-
sideration, where two geometrical parameters are selected as input variables to the
fuzzy system. For the ANFIS methodology, several types of membership functions
(MFs) are tested. The best one in term of the Mean Squared Errors (MSE) and
correlation coefficient (R) criteria for the training and testing phases is selected.
The efficiency of the proposed approach is validated through comparison with an
Artificial Neural Network (ANN), where superior performances are recorder.

The organization of the paper is as follows. Firstly, some analytical models
dealing with the degradation of the threshold voltage as a result of miniaturization
effects are presented. Then, we illustrate the principal steps towards the elaboration
of an ANFIS methodology. After, the device design and the generation of the
training database used by the fuzzy system are investigated. Results and their
discussion are depicted in the fifth section. Finally, we terminate with some
concluding remarks and further research directions.

2 Threshold Voltage Behavior Under Downscaling Effects

The threshold voltage of a MOSFET device defines the applied gate voltage
corresponding to the switch of the device to the ON-state. Such value is strongly
affected by various miniaturization effects [14]. Accurate expressions for the
modeling of the threshold voltage are highly recommended so that the correct
behavior of new designed circuits could be predicted appropriately.

2.1 Hot Carrier Effect

The MOSFET device ageing due to the long duration of function is reflected by
damages in the form of interface traps created by hot carriers at the interface
between the channel and the oxide regions [15]. Many studies have been reserved
to the analysis of MOSFET performances when subject to the interface trap
degradation. Various analytical compact models have been proposed (see for
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example [16, 17]). The existence of interface charge densities leads to an increase
or a decrease in the threshold voltage depending on the sign of the trapped charges.
An additional term in the model of the fresh device is included as defined in [18],

DVth ¼ �
Q0 þ Qit

Cox
ð1Þ

where Q0 is the trapped charge density in the oxide, Qit is the interface trap charge
density and Cox is the oxide capacitance. It can be concluded that the device
becomes less sensitive to biasing and higher gate voltage values are needed to
make the device switching from the OFF-state to the ON-state.

2.2 Reduction of Geometrical Parameters Effect

In the case of dimensional parameters, experimental measurements indicate that
the threshold voltage tends to decrease by decreasing the channel length. This
monotone reduction becomes more noticeable when the channel length becomes
comparable to the source and the drain depletion widths. The change in the
threshold voltage due to the SCE is given by [19],

DVth ¼
Qb

Cox

Xj

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Xdm

Xj

s
� 1

 !
ð2Þ

where Qb is the bulk charge per unit area, Xj is the junction depth and Xdm is the
maximum depletion width.

For the more general case where both device parameters (the channel width and
length) are of the same order of magnitude as the depletion width (small geometry
device), the change in the threshold voltage caused by the small geometry effect
can be estimated as the sum of the short channel and narrow width effects as [20],

DVth � DVth;L þ DVth;W ð3Þ

2.3 Quantum Confinement Effect

If we consider the quantization of energy levels, the distribution of accumulated or
inverted carriers at the interface is different from the classical prediction [21]. The
model of any surface potential based parameter such as the threshold voltage or the
drain induced barrier lowering will be modified. Since the quantum effects are
significant for oxide and channel thicknesses less than 5 nm, the inclusion of
quantum corrections in the available up-to-date DG MOSFET models cannot be

342 T. Bentrcia and F. Djeffal



ignored. The threshold voltage shift resulted from the quantum confinements
effects can be expressed by [22],

DVth ¼
btoxNA

2eox

kTesi

ni

� �1=2

ð4Þ

where b is a fitting parameter, tox is oxide thickness, NA is the channel doping
concentration and ni represents the intrinsic carrier concentration.

3 ANFIS Based Framework

In electronics application field, the backbone of almost artificial intelligence-
oriented models is based on input-output mapping. Tuning parameters are included
within the model so that a good concordance between the predicted and the target
outputs is obtained, where a learning algorithm is used for this purpose [23].
However, it is worth saying that there is no guarantee regarding the global opti-
mality of results obtained by running such algorithms, and therefore a testing stage
for these models can be considered as a mandatory requirement.

3.1 ANFIS Architecture

The architecture of ANFIS can be identified to that of a multilayer feed forward
network where the weighting coefficients express the parameters of the member-
ship function in addition to the linear model. In this context, it can be considered as
a combination of fuzzy logic and artificial neural networks. Thus, ANFIS takes the
advantage of the neural network in term of learning algorithms and fuzzy inference
systems in term of uncertain knowledge support. This approach has known suc-
cessful application in many fields like time series prediction and diagnosis. In the
pioneer work of Jang [24], it was proved that such approach is a universal com-
petitive approximator when compared to other available methods.

The ANFIS methodology is based on the idea of dividing the input space into
many local subregions with the possibility of simultaneous activation of many of
them by a single input. These subregions are obtained by partitioning the input
space using adequate fuzzy membership functions [25]. In this paper, we assume
that the input variables of our fuzzy system are limited only to the channel length
and thickness since they influence significantly the short channel, the hot carrier,
and the quantum effects. In Fig. 1, we highlight the general structure of an ANFIS
model.

We have five layers in the system with the role of each layer in the network
described below [26],
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• Input layer: the output of each node gives the input variable membership grade.
• Input MF layer: the firing strength associated with each rule is calculated.
• Rule layer: the calculation of the relative weight of each rule is achieved.
• Output MF layer: the multiplication of normalized firing strength by first order

of Sugeno fuzzy rule is realized.
• Output layer: one node is composed and all inputs of the node are added up.

It should be noticed the existence of only two adaptive layers in the whole
network, the first one includes adjustable parameters belonging to the input mem-
bership functions called the premise parameters. The second one represented by the
fourth layer contains adjustable parameters known as the consequent parameters
contained in the linear model [27]. We denote by n and m the number of fuzzy sets
attached to each input. Thus, the number of Takagi-Sugeno fuzzy IF-THEN rules is
n 9 m with the generic expression of such rules in our study given by,

IF L is Aið Þ AND tsi is Bj

� �
THEN

DVth

Vth0

� �
l

¼ plLþ qltsi þ rl

� �
ð5Þ

where Ai and Bj are the linguistic terms of the precondition part with membership
functions lAi(L) and lBj(tsi) respectively. The parameters pl, ql and rl represent the
consequent parameters.

3.2 Learning Algorithm

In ANFIS, a sort of hybrid learning algorithm is used, which combines the gradient
method with the least square method to update the parameters. A generic
parameter a formed by the union of the premise and the consequent parameters is
updated using the formula [28],

Fig. 1 ANFIS architecture used to predict the degradation in the threshold voltage
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Da ¼ �g
oE

oa
ð6Þ

where E is the overall error and g a learning rate calculated according to,

g ¼ dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
a

oE
oa

� �2
q ð7Þ

with d is the step-size.
The generic parameter is modified at each training epoch in the sense that the

consequent parameters are updated first by using a least square algorithm and
the premise parameters are then adjusted by backpropagating the errors. Despite
that the hybrid learning algorithm remains the most widely used, other alternative
methods have been adopted such as the genetic algorithm and particle swarm
optimization [29, 30].

4 Device Design and Elaboration of the Training Database

The DG MOSFET relative degradation in presence of quantum confinement and
short channel effects can be assessed by parsing the channel length and thickness
values with fixed steps over intervals. This allows the correct estimation of the
influence range that may be more interesting for analysis. Atlas 2-D simulator is used
to obtain the threshold voltage associated to a structure with specified dimensions
[31]. The geometrical and electrical configuration parameters of the simulated DG
MOSFET device are expressed by the set of values as indicated in Table 1.

The associated two-dimensional scheme is characterized by the following
properties: The device has uniform doping concentrations in the channel and
source/drain regions. Two carrier types are used in the simulation, the drift-
diffusion model without impact ionization, doping concentration-dependant carrier
mobility and electric field-dependant carrier model have been also considered in
the models section. To take into account the leakage current, SRH recombination/
generation is included in the simulation. A cross-sectional view of the DG
MOSFET device used in this study is illustrated in Fig. 2.

We depict in Fig. 3 the relative disposition of the threshold voltage curves as a
function of the channel length for fresh and damaged cases. For both cases, the
variation law is monotonic with the channel length until the parameter reaches a
saturation value. It can be observed that the damaged device has higher threshold
voltage due to the increase of the applied gate voltage needed to turn on the device.
Another interesting feature related to the discrepancy of curves, which is more
important for short channel length values compared to long channel lengths. Such
situation can be interpreted by the strong correlation existing between the hot
carrier degradation and the SCEs.
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Table 1 Common
geometrical and electrical
configuration parameters

Parameter Notation Value

Oxide thickness tox 1.5 nm
Drain/Source doping ND/S 1 9 1020 cm-3

Channel doping NCh 1 9 1015 cm-3

Work function a 4.55 eV
Interface trap density Nf 5 9 1012 cm-2

Drain voltage Vds 0.1 V
Gate voltage Vgs 0.7 V

Fig. 2 Cross-sectional view of the simulated DG MOSFET device

Fig. 3 Threshold voltage
variation as a function of the
channel length for fresh and
damaged devices
(tsi = 2.5 nm)
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As shown in Fig. 4, the threshold voltage as a function of the channel thickness
has a decreasing tendency and it is more pronounced for law values of the channel
thickness with and without interface traps.

5 Simulation Results

The performance of an ANFIS based approach is strongly depending on the
database used for learning, which should be as exhaustive as possible to cover a
wide range of values in the whole input-output space of data. The lack of data in
the selected set reduces the ANFIS prediction ability when an unknown pattern is
encountered. The data set used for the training of our fuzzy system is obtained by
using Atlas 2-D Simulator. As the accuracy of the trained ANFIS depends on the
correctness and the effective representation of the data used during the learning
procedure, a total of 91 observations are obtained by sampling the channel length
and the channel thickness ranges with a step of 5 and 0.5 nm, respectively. These
observations are divided into the training and the checking sets (77 and 14
observations for each set), where the later is used to avoid the overfitting problem
leading to bad prediction performances. The testing set is composed of 12
observations used to validate the prediction ability of the resulted fuzzy system.
Because of the strong influence of membership function types on the quality of the
obtained decision system, it is indispensable to select these functions in an optimal
manner. The only solution is trial-error approach due to the absence of any
deterministic method that permits the specification of membership functions in the
ANFIS. In this paper, six different types of widely used membership functions are
tested (Gaussian, Gaussian combination, sigmoid difference, generalized bell, Pi,
and sigmoid product shaped MFs). We find that the best membership function
leading to superior results in the calculation of the threshold voltage relative
degradation is the Gaussian combination shaped membership function. The criteria
of selection are based on the best values of the mean square error and the

Fig. 4 Threshold voltage
variation as a function of the
channel thickness for fresh
and damaged devices
(L = 75 nm)
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correlation coefficient relative to the training phase. The Gaussian combination
shaped membership function is given by,

l x; r1; r2; c1; c2ð Þ ¼ e
�ðx�c1Þ2

2r2
1 þ e

�ðx�c2Þ2

2r2
2 ð8Þ

where ri=1, 2 and ci=1, 2 are the Gaussian function parameters.
The number of membership functions for both parameters has been tested over

values comprised between 2 and 15. The optimal values are found to be equal to 6
for the channel length and to 10 for the channel thickness. The number of the
resulted fuzzy IF-THEN rules for the inference system is equal to 60 (6 9 10).
The examination of the prediction ability of these fuzzy rules for testing confirms
well that the use of the Gaussian combination shaped membership overpasses
other shaped MFs in term of accuracy. The partition of the input intervals
according to the selected number and type of the membership functions for the
channel length and thickness is presented in Figs. 5 and 6, respectively.

The output surface of the obtained ANFIS is visualized in Fig. 7, the predicted
relative degradation of the threshold voltage along the variation ranges of inputs is
plotted as a function of the channel length and thickness. As deduced from this

Channel length [nm] 

30  40 50 60 70 80 90

0 
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1 

Fig. 5 Partition of the channel length range using Gaussian combination shaped membership
functions

2 2.5 3 3.5 4 4.5 5

0 

0.5 

1 

Channel thickness  [nm] 

Fig. 6 Partition of the channel thickness range using Gaussian combination shaped membership
functions
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graph, the highest degradation is located at the vicinity of a value equals to 3.5 nm
for the channel thickness. The variation of the relative degradation is characterized
by the presence of many local optima, making the analysis of the device immunity
against the hot carrier degradation a very hard task especially when additional
constraints are considered within the device.

The regression curves of the numerical and predicted data of the threshold
voltage relative degradation are shown in Figs. 8 and 9 for the training and testing
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Fig. 7 Response surface of obtained ANFIS over the input parameter ranges

Fig. 8 Regression plot of the
threshold voltage relative
degradation in the training
dataset
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datasets. It is easy to note that a sufficient agreement is satisfied between the
predicted and numerical results especially in the training stage.

A more rigorous validation methodology can be conducted by comparing the
performance criteria of our ANFIS based approach to other frameworks. A two
layer feed-forward artificial neural network with sigmoid hidden and linear output
layers has been used for this purpose. The number of neurons in the hidden layer is
fixed to a value of 50 neurons, whereas the learning algorithm used to train the
network is Levenberg–Marquard backpropagation algorithm. The statistical cri-
teria for both formalisms are calculated and compared based on the following
expressions,

MSE ¼ 1
n

Xn

1

DVth

Vth

� �
Num

� DVth

Vth

� �
Calc

� �2

ð9Þ

R ¼
Cov DVth

Vth

	 

Num

; DVth
Vth

	 

Calc

h i
r

DVth
Vth

	 

Num

r
DVth
Vth

	 

Calc

ð10Þ

A summary of the main results is provided in Table 2. It is clearly indicated that
our proposed approach offers higher efficiency compared to the employed artificial

Fig. 9 Regression plot of the
threshold voltage relative
degradation in the testing
dataset

Table 2 Comparison of ANN and ANFIS performance criteria

Criterion ANN ANFIS

Training Testing Training Testing

Mean squared errors 3 9 10-3 0.13 2.43 9 10-8 3 9 10-2

Correlation coefficient 1 0.67 1 0.77
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neural network. This can be seen as a natural consequence of integrating hybrid
learning algorithms with fuzzy logic tools.

Furthermore, since the correlation coefficient for the testing set in the case of
ANFIS is close to 0.8, we can say that we have a strong correlation between the
numerical and the predicted relative degradation values of the threshold voltage.
Consequently, it can be claimed that the performances of our fuzzy system are
satisfactory and can be adopted for further analyses of more complicated inte-
grated circuits.

6 Concluding Remarks

In this paper, an ANFIS based approach has been developed for the prediction of
an ageing measurement criterion of DG MOSFETs including hot carrier, short
channel and quantum confinement effects. The ageing phenomenon is expressed
by the relative degradation in the threshold voltage caused by the working time of
the device. The input parameters have been limited to the channel length and
thickness since they have the major impact on the device behavior. The elaboration
of the training, validation and testing benchmarks has been made easy thanks to
ATLAS-2D simulator, where nanoscale value ranges have been attached to input
parameters during the simulation. A comparison with an artificial neural network
simulation has been conducted in term of the main performance criteria. The
obtained performance has demonstrated that the developed approach offers higher
efficiency encouraging its implementation in electronics device simulators to study
the nanoscale CMOS circuits including ageing phenomenon. Therefore, fuzzy
logic can be considered as a prominent tool that can be beneficial in alleviating
drawbacks related to many effects that are inevitable in new generations of
nanoscale devices. It should be noted also that additional device parameters such
as the oxide thickness parameter can be included to extend the proposed ANFIS-
based approach so that more accuracy can be gained in the device behavior
modeling.
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A Novel Feedback Control
Approach for Networked Systems
with Probabilistic Delays

Magdi S. Mahmoud

Abstract The networked control system (NCS) design for continuous-time sys-
tems with probabilistic delays is discussed in this paper. The delay is assumed to
follow a given probability density function. A novel design scheme for the output
feedback controller is developed to render the closed-loop networked system
exponentially mean-square stable with H1 performance requirement. A numerical
example is provided to show the advantages of the proposed technique.

Keywords Exponential mean-square stability � Networked control systems �
Output feedback control � Packet dropout � Probabilistic delays � Varying sample
interval

1 Introduction

In many modern complex and distributed control systems, systems with remotely
located sensors, actuators, controllers and filters are often connected over a sharing
communication network. Such architectures are often called networked-control
systems (NCS), which bring a lot of advantages such as low cost, simple installation
and maintenance, increased system agility and so on [1]. The sharing network
however makes the analysis and synthesis of such network-based systems chal-
lenging. Recently, NCS has attracted much research interest [2]. So far, there has
been considerable research work appeared to address modelling, stability analysis,
control and filtering problems for NCSs, [3]. Most of the studies on NCSs have
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concentrated on state feedbacks [4], and the commonly investigated systems
have been discrete-time models, sampled-data models, continuous-time models
through sampled-data feedback controls. Upon unavailable state information,
observer-based feedbacks have to be performed to achieve prescribed control
purposes [5–13].

As has been mentioned above that it is difficult to deal with the NCS with long
time-varying or random delays, and one aspect of the difficulties lies in providing
an appropriate modeling method for such NCSs. Since the delay may be larger
than one sampling period, more than one control signals may arrive at the actuator
during one sampling interval. Moreover, the numbers of the arriving control sig-
nals vary over different sampling intervals, thus the dynamic model of the overall
closed-loop NCS varies from sampling period to sampling period [14]. So, the
closed-loop NCS is naturally a switched system with the subsystems describing
various system dynamics on the different sampling intervals. The switched system
model has been used to describe the NCS with delays [15]. However, it is assumed
in most of the existing results that the delay is smaller than one sampling period. In
[16], the switched system model was used to describe the NCS with long time-
varying delays. However, the arbitrary switching scheme was used, which may be
conservative and infeasible when some subsystems of the NCS are unstable.
Recently, the observer-based feedback controls have been further studied for
discrete-time NCSs with random measurements and time delays. In [17], the
closed-loop system was transformed into a delay-free model, and an observer-
based H1 control design scheme was given in terms of a linear matrix inequality
(LMI) to render the closed-loop systems exponentially mean-square stable.

Motivated by the above observations, in this paper, we provide a generalized
approach to treating NCSs with probabilistic delays. Specifically, we build on [18]
and extend it further to study the problem of the exponential stability of NCSs with
probabilistic time-varying delay. By adopting a Lyapunov–Krasovskii functional
(LKF) approach and linear matrix inequalities (LMIs), new criteria for the expo-
nential stability of such NCSs are derived in the form of feasibility testing of LMIs,
which can be readily solved by using standard numerical software based on inner-
minimization methods. We also adopt an appropriate free-weighting matrix
method [19] suitable for the derivation of the main results for our considered
problem. Numerical example is provided to illustrate that when the variation
probability of the time delay is given, the upper bound of the time delay could be
much larger than that when only the variation range of the time delay is known.

Notation: We use I and 0 to denote, respectively, the identity matrix and the
zero matrix with compatible dimensions; the superscripts T and ‘-1’ stand for
the matrix transpose and inverse, respectively; W [ 0 means that W is a real
symmetric positive definite matrix; k � k is the spectral norm; E �f g denotes the
expectation and Pr �f g means the probability; kmaxð�Þ and kminð�Þ denote, respec-
tively, the maximum eigenvalue and the minimum eigenvalue of a matrix. In
symmetric block matrices, we use the symbol � to represent a term that is induced
by symmetry.

356 M. S. Mahmoud



2 Problem Formulation

Consider a continuous-time system described by

_xðtÞ ¼ AxðtÞ þ BuðtÞ þ BxwwðtÞ;
zðtÞ ¼ AzxðtÞ þ BzuðtÞ þ BzwwðtÞ;
yðtÞ ¼ CxðtÞ þ CzuðtÞ þ BywwðtÞ

ð1Þ

where xðtÞ 2 Rn; uðtÞ 2 Rm; zðtÞ 2 Rp, and wðtÞ 2 Rq are the state, the control
input, the controlled output and the disturbance input belonging to L2½0;1Þ,
respectively. A;B;Bxw;Bz;Bzw;C;Cz;Byw and Cz are known constant real matrices
with appropriate dimensions. The pair (A, B) is assumed stabilizable. The mea-
sured output yðtÞ 2 Rr frequently experiences sensor delay, and it can be described
by two random events:

Event 1 : yðtÞ dose not experience sensor delay;
Event 2 : yðtÞ experience sensor delay;

ffi

Recall from the theory of functional differential equations that a continuous and
piecewise differentiable initial condition guarantees the existence of the solutions.
Assume that the measurement delay sðtÞ from sensor to controller is a random
variable whose density function is given by pðs; pðtÞÞ, where pðtÞ is a vector of
parameters of p. In this paper, we assume that the experience sensor delay
distribution is stationary, that is, pðtÞ ¼ p, where p is a given vector. For example,
if p is the normal density function, then pðtÞ ¼ lðtÞ; rðtÞf g, where l(t) and
r(t) are the mean and variance of s(t). If the support of p contains values that the
experience sensor delay cannot attain such as negative values, one could truncate
the density function p to have a specified range 0; #½ �. In this case, the truncated
distribution, pT is given by

fT s; pðtÞð Þ ¼ f s; pðtÞð ÞR b
a f r; pðtÞð Þdr

; q1� sðtÞ� q2 ð2Þ

Next, consider partitioning the range [a, b] into n mutually exclusive partitions
whose end points are: s0; s1½ � s1; s2½ �. . . sn�2; sn�1½ � sn�1; sn½ � where s0 ¼ q1; sn ¼ q2.
Let qj ¼ Pr sj�1� sðtÞ� sj

� �
. Define the indicator functions ujðtÞ as follows

ujðtÞ ¼
1 : sj�1� sðtÞ� sj;

0 : otherwise;

(
ð3Þ

Further we introduce the time-varying sensor delay sjðtÞ; j ¼ 1; . . .; n where
sj�1� sjðtÞ� sj. We will consider the application where the sensor delay s(t) is
stationary, that is, lðtÞ ¼ l and rðtÞ ¼ r, for all t. Observe that
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Prðuj ¼ 1Þ ¼ Prðsj�1� sðtÞ� sjÞ ¼ qj;

Prðuj ¼ 0Þ ¼ 1� qj

ð4Þ

EðujÞ ¼ qj; VarðujÞ ¼ qjð1� qjÞ ð5Þ

In this paper, we consider that the time–delay s(t) satisfies

q1� sðtÞ� q2; _sðtÞ� h; 0� q1\q2 ð6Þ

Let the full-order dynamic observer-based feedback control be

_̂xðtÞ ¼ Kax̂ðtÞ þ KcyðtÞ; uðtÞ ¼ Kbx̂ðtÞ; ð7Þ

where x̂ 2 Rn is the observer state, and the feedback gains Ka, Kb and Kc are to be

designed. Denote dðtÞ ¼ xðtÞT x̂ðtÞT
� �T

and q ¼ diag q1; . . .; qnf g. Then the closed-
loop system of (1) with (4) and (7) is described by

_dðtÞ ¼ MdðtÞ þMsdðt � sðtÞÞ þ BdwwðtÞ

þ
Xn

j¼1

uðtÞ � qj

� �
NdðtÞ þ Nsd t � sðtÞð Þ½ �

zðtÞ ¼ MzdðtÞ þ BzwwðtÞ;

ð8Þ

where

M ¼
A BKb

qKcC Ka

� �
; N ¼

0 0

KcC 0

� �
; Bdw ¼

Bxw

KcByw

� �
;

Ms ¼
0 0

ðI � qÞKcD 0

� �
; Ns ¼

0 0

�KcD 0

� �
; Mz ¼ Cz BzKa½ �

ð9Þ

Here, although the dynamic of the closed-loop system requires only initial
values of x̂ð0Þ; wð0Þ and xðtÞ ¼ /ðtÞ t 2 ½�q2; 0�ð Þ, for later convenience, we
extend the range of the definition of /(t) from ½�q2; 0� to ½�2q2; 0� and define a

continuous function /̂ðtÞ on ½�2q2; 0� such that /̂ðtÞ ¼ x̂ðtÞ. So, we have n ¼

/ðtÞT /̂ðtÞT
h iT

for t 2 �q2; 0½ �. We also define w(t) = 0 for t 2 ½�s0; 0Þ. In the

sequel, we let

f ðd; tÞ : ¼ MdðtÞ þMsdðt � sðtÞÞ þ BdwwðtÞ;
gðd; tÞ : ¼ NdðtÞ þ Nsdðt � sðtÞÞ:

ð10Þ

Since f(d, t) and g(d, t) in (8) satisfy the local Lipschitz condition and the linear
growth condition, the existence and uniqueness of solution to (8) is guaranteed
[19]. Moreover, under v(t) = 0 for t 2 ½�s0; 0Þ, it admits a trivial solution
(equilibrium) d � 0. In this work we will follow the definitions of stochastic
stability and H1 performance requirements.
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Definition 1 System (8) is said to be exponentially mean-square stable (EMS) if
there exist constants a [ 0 and b [ 0 such that

E dðtÞk k2
n o

� ae�bt sup
r2 ½�2q2;0�

E dðrÞk k2
n o

ð11Þ

Definition 2 Given g[ 0, system (8) is said to be EMS with H1 performance
(EMS-g) if under zero-initial conditions, it is EMS and satisfies

Z1

0

E zðtÞk k2
n o

dt � g2
Z1

0

E wðtÞk k2
n o

dt ð12Þ

Controller for system (8) to be EMS-g will be designed.

3 Main Results

Due to the special structure of matrices Ms and Ns in system (8), one may choose
In 0½ �d ¼ x to construct certain terms of Lyapunov functionals in order to establish

stability conditions [20]. In this work, the full information of d is used to construct
a suitable functional Jðdt; tÞ and a similar type Lyapunov functional Vðdt; tÞ in our
study. In details, motivated by recent construction type for retarded systems in
[20], we chose the following type of functionals suitable for system (8) to
investigate the H1 performance analysis:

Jðdt; tÞ ¼ J1ðdt; tÞ þ J2ðdt; tÞ þ J3ðdt; tÞ ð13Þ

where dt ¼ dðt þ rÞ; s 2 ½�2q2; 0� and

J1ðdt; tÞ ¼ dTðtÞPdðtÞ; J2ðdt; tÞ ¼
Z t

t�sðtÞ

dTðsÞQdðsÞdsþ
X2

i¼1

Z t

t�si

dTðsÞQidðsÞds

J3ðdt; tÞ ¼
Z0

�q2

Z t

tþh

f ðd; sÞ
u0gðd; sÞ

� �T

Z
f ðd; sÞ

u0gðd; sÞ

� �
dsdh

þ
Z�q1

�q2

Z t

tþh

f ðd; sÞ
u0gðd; sÞ

� �T

Z1
f ðd; sÞ

u0gðd; sÞ

� �
dsdh

ð14Þ

in which q̂j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qjð1� qjÞ

q
; j ¼ 0; . . .; n; u0 ¼ diag q̂1; . . .; q̂n; 0nf g, and P [ 0;

Q [ 0;Q1 [ 0;Q2 [ 0; Z [ 0 and Z1 [ 0 are to be determined. For system (8)
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with w(t) = 0, we use the following Lyapunov functional to obtain EMS
conditions:

Vðdt; tÞ ¼ V1ðdt; tÞ þ V2ðdt; tÞ þ V3ðdt; tÞ; ð15Þ

where Viðdt; tÞ ¼ Jiðdt; tÞ with w(t) = 0, i = 1, 2, 3. Moreover, we use LV to
denote the infinitesimal operator of V [20], which is defined by

LVðdt; tÞ ¼ lim
D!0þ

1
D
½EfVððdtþD; t þ DÞjðdt; tÞÞg � Vðdt; tÞ� ð16Þ

The following lemma shows that certain condition could ensure system (8) to
be EMS.

Lemma 1 Suppose that Ka;Kb;Kc;P [ 0;Q [ 0;Qi [ 0;Z [ 0 and Z1 [ 0 are
given, and Vðut; tÞ is chosen as in (15). If there exists a constant c [ 0 such that

EfLVðdt; tÞg� � cEfdðTÞg

holds for all t� 0, then system (8) is EMS.

Proof By Definition 1, the proof is similar to [19]. h

The next lemma will be used to establish the analytical result for EMS-g.

Lemma 2 Let R;R1 2 Rp	p be symmetric constant matrices. Then,

Rþ sðtÞR1\0

holds for all sðtÞ 2 ½q1; q2� if and only if the following two inequalities hold:

Rþ q1R1\0; Rþ q2R1\0

If this is the case, for any zðtÞ 2 Rp, the following is true

zðtÞT Rþ sðtÞR1ð ÞzðtÞ�max kmaxðRþ q1R1Þ; kmaxðRþ q2R1Þf gkzðtÞk2

Proof For any sðtÞ 2 ½q1; q2�, there exists an at 2 ½0; 1� such that
sðtÞ ¼ atq1 þ ð1� atÞq2. This gives Rþ sðtÞR1 ¼ atðRþ q1R1Þ þ ð1� atÞ
ðRþ q2R1Þ\0. Then

zðtÞTðRþ sðtÞR1ÞzðtÞ� atkmaxðRþ q1R1ÞkzðtÞk2 þ kmaxðRþ q2R1ÞkzðtÞk2

�max kmaxðRþ q1R1Þ; kmaxðRþ q2R1Þf gkzðtÞk2

Theorem 1 Given g[ 0, the closed-loop system (8) is EMS-g if there exist
2n 9 2n matrices P [ 0; Q [ 0; Q1 [ 0 and Q2 [ 0; 4n	 4n matrices
Z [ 0; Z1 [ 0; L1 [ 0; L2 [ 0 and L3 [ 0; ð8nþ qÞ 	 2n matrices F, G and H,
such that
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HþH0
ffiffiffiffiffi
q1
p

F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q1 � q2
p

H½I; I�
� �L1 0
� � �L3

2
4

3
5\0 ð17Þ

HþH0
ffiffiffiffiffi
q2
p

F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q1 � q2
p

G½I; I�
� �L1 0
� � �L2

2
4

3
5\0 ð18Þ

EuL1Eu þ ElL1El � Z� 0 ð19Þ

EuL2Eu þ ElL2El � Z1� 0; EuL3Eu þ ElL3El � Z � Z1� 0 ð20Þ

N11 N12
ffiffiffiffiffi
q1
p ~F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2 � q1
p ~H½I; I� N15 N16 N17

� N22 0 0 N25 0 0
� � �~L1 0 0 0 0
� � � �~L3 0 0 0
� � � � �j1I 0 0
� � � � � �j�1

1 I 0
� � � � � � �I

2
666666664

3
777777775
\0 ð21Þ

N11 N12
ffiffiffiffiffi
q2
p ~F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2 � q1
p ~G½I; I� N15 N16 N17

� N22 0 0 N25 0 0
� � �~L1 0 0 0 0
� � � �~L2 0 0 0
� � � � �j2I 0 0
� � � � � �j�1

2 I 0
� � � � � � �I

2
666666664

3
777777775
\0 ð22Þ

where

H ¼ ½I2n02n	ð6nþqÞ�T P ~M þ ~MT P½I; 0� þ ~MT
z

~Mz þ F½I;�I; 0� þ ½I;�I; 0�T FT

þ diag Qþ Q1 þ Q2; ðh� 1ÞQ;�Q1;�Q2;�g2Iq


 �
þ G½0;�I; I; 0� þ ½0;�I; I; 0�T GT

þ H½0; I; 0;�I; 0� þ ½0; I; 0;�I; 0�T HT

H0 ¼ ½ ~MT ;u0~nT �ðq2Z þ ðq2 � q1ÞZ1Þ½ ~MT ;u0~nT �T ;
~M ¼ ½M;Ms; 02n	4n;Bdw�; ~Mz ¼ ½Mz; 0;Bzw�; ~N ¼ ½N;Ns; 02n	ð4nþqÞ�;

Eu ¼ diagfI; 0g; El ¼ diagf0; Ig;

Given Ka, Kb, Kc and g[ 0, the conditions of Theorem 1 are in terms of strict
LMIs which could be easily solved using existing LMI solvers. Note that our
purpose is to design LMI schemes to seek these feedback gains Ka, Kb and Kc. The
maximum tolerant delay bound for q2 can be searched and the minimum level of g
can be computed simultaneously.
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Theorem 2 Given the delay-interval bounds q1 [ 0; q2 [ 0 and g[ 0 the
closed-loop system (8) is EMS-g if there exist n	 n matrices X [ 0 and
Y [ 0; 2n 	 2n matrices ~Q [ 0; ~Q1 [ 0 and ~Q2 [ 0; 4n 	 4n matrices
~Z [ 0; ~Z1 [ 0; ~L1 [ 0; ~L1 [ 0 and ~L1 [ 0; ð8nþ qÞ 	 2n matrices ~F; ~G and
~H; n	 n matrix � a; m	 n matrix � b and n	 r matrix � c, such that the following
LMIs hold for some scalars j1 [ 0 and j2 [ 0 (21);

Eu~L1Eu þ El~L1El � ~Z\0; ð23Þ

Eu~L2Eu þ El~L2El � ~Z1\0; Eu~L3Eu þ El~L3El � ~Z � ~Z1\0 ð24Þ

N11 ¼

YAþ AT Y N11a 0 0 0 YBxw

N11c ð1� qÞ� cD ð1� qÞ� cD 0 XBxw þ � cByw


 0 0 0 0


 
 0 0 0


 

 04n 0



 

 0q

2
666666664

3
777777775

þ diag ~Qþ ~Q1 þ ~Q2; ðh� 1Þ~Q;�~Q1;�~Q2;�g2Iq


 �
þ ~F½I2n;�I2n; 02n	ð4nþqÞ� þ ½I2n;�I2n; 02n	ð4nþqÞ�T ~FT

þ ~G½02n;�I2n; I2n; 02n	ð2nþqÞ� þ ½02n;�I2n; I2n; 02n	ð2nþqÞ�T ~GT

þ ~H½02n; I2n; 02n;�I2n; 02n	q� þ ½02n; I2n; 02n;�I2n; 02n	q�T ~HT ;

N11a ¼ ATX þ YAþ qCT� T
c þ � T

a ; N11c ¼ XAþ AT X þ q� cC þ qCT� T
c

N12 ¼

AT Y AT X þ qCT� T
c þ � T

a

� �
0 u0CT� T

c

AT Y AT X þT � T
c

� �
0 u0CT� T

c

0 ð1� qÞDT� T
c 0 �u0DT� T

c

0 ð1� qÞDT� T
c 0 �u0DT� T

c

04n	n 04n	n 04n	n 04n	n

BT
xwY BT

xwX þ BT
yw�

T
c 0 0

2
6666666664

3
7777777775

N22 ¼ �2diag
Y Y

Y X

� �
;

Y Y

Y X

� �ffi �
þ q2

~Z þ ðq2 � q1Þ~Z1;

N15 ¼
Y
0

� �
; N25 ¼

Y
0

� �
; N16 ¼ � T

b BT

0

� �
; N17 ¼

CT
z þ � T

b BT
z

CT
z

0
BT

zw

2
664

3
775 ð25Þ

where Eu and El are as in Theorem 1. In this case, the feedback gains Ka;Kb and
Kc are given by

Ka ¼ U�1ð� a � XB� bÞY�1W�T ; Kb ¼ � bY�1W�T ; Kc ¼ U�1� c ð26Þ

where U and W are two invertible matrices satisfying UWT ¼ I � XY�1:
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Remark 1 Note that Theorem 2 provides an LMI method towards solving the
matrix inequalities in (17–20), and hence presents controller designs of the form
(7) to make the closed-loop system (8) EMS-g. The novelty of the result mainly
lies in that an LMI design scheme is proposed for NCSs in continuous-time system
settings with random measurements and time delays. Furthermore, the derivation
is proceeded using appropriate Lyapunov functionals and matrix decoupling
techniques.

4 Illustrative Example

To illustrate the theoretical developments, we consider a chemical reactor. The
linearized model can be described by the following matrices:

A ¼

�4:931 �4:886 4:902 0

�5:301 �5:174 �12:8 5:464

6:4 0:347 �11:773 �1:04

0 0:833 11:0 �3:932

2
6664

3
7775; Bt ¼

1 0 0 0

0 1 0 0

� �
; Bz ¼ 1 0½ �;

C ¼D ¼ 10 0 0 0½ �; Cz ¼ 0:8 1 0:1 0:2½ �T ; Bzw ¼ 0:4

Az ¼ 1:921 1:915 0 1:908½ �; Bxw ¼ 0:8 1 0:1 0:2½ �T ; Byw ¼ 0:01

Using the LMI toolbox in MATLAB, the ensuing results are summarized by:

X ¼

0:1448 �0:0020 0:0005 0:0002

�0:0020 0:1442 �0:0005 0:0009

0:0005 �0:0005 0:1420 0:0001

0:0002 0:0009 0:0001 0:1463

2
6664

3
7775;

Y ¼

0:2142 �0:0560 0:0421 �0:0153

�0:0560 0:0383 �0:0138 0:0515

0:0421 �0:0138 0:0292 0:0435

�0:0153 0:0515 0:0435 0:2597

2
6664

3
7775;

With W = I and U ¼ I � XY�1; the corresponding feedback gains

Ka ¼
0:7573 0:7142 0:3973 0:8391

0:2138 8:2185 13:8882 �3:4177

� �
;

Kb ¼
0:3144 �0:7983 �3:8703 1:7806

�0:6559 7:2776 14:8651 �6:8895

� �
;

Kc ¼
0:2634 �0:1587 �3:1912 1:5713

�1:0803 8:5794 12:2875 �3:9658

� �
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Simulation of the closed-loop system is performed and the ensuing state tra-
jectories are presented in Fig. 1. It is evident that the the closed-loop system is
EMSS-g.

5 Conclusion

An LMI method has been presented for observer-based H1 control of NCSs in
continuous-time system settings with random measurements and probabilistic time
delays. Improved schemes have been shown for the design method. It has been
established that these conditions reduce the conservatism by considering not only
the range of the time delays, but also the probability distribution of their variation.
A numerical simulation example has been presented to show the merits and
advantages of the proposed techniques.

Acknowledgements The author would like to thank the deanship for scientific research (DSR)
at KFUPM for financial support through research group project RG-1316-1.

A.1 6 Appendix

Proof of Theorem 1The proof is twofold: we first choose a functional J of the form
(13) to show that the H1 performance requirement (12) is satisfied, and then use
the Lyapunov functional V of the form (15) to prove the EMS property. Denote

vðtÞ :¼ ½dðtÞT ; dT
s ; d

T
1 ; d

T
2 ;wðtÞ

T �T ; ds :¼ dðt � dtÞ; di :¼ dðt � diÞ; i ¼ 1; 2:

ð27Þ

Fig. 1 Closed-loop state
trajectories
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From the Newton–Leibniz formula 0 ¼ dðtÞ � ds �
R t

t�sðtÞ
_dðsÞds, we have that

w1ðtÞ : ¼ 2vðtÞT F dðtÞ � ds �
Z t

t�sðtÞ

_dðsÞds

2
64

3
75 ¼ 0;

w2ðtÞ : ¼ 2vðtÞT G d1 � ds �
Zt�q1

t�sðtÞ

_dðsÞds

2
64

3
75 ¼ 0;

w3ðtÞ : ¼ 2vðtÞT G ds � d2 �
Zt�sðtÞ

t�q2

_dðsÞds

2
64

3
75 ¼ 0

ð28Þ

hold for any ð8nþ qÞ 	 2n matrices F, G and H. Let the functional Jðdt; tÞ be
chosen as in (13), then, from (16), LJ for the evolution of J is given by [20]

LJðdt; tÞ ¼ 2dðtÞT Pf ðd; tÞ þ dðtÞTðQþ Q1 þ Q2ÞdðtÞ

� ð1� _stÞdT
s Qds �

X2

i¼1

dT
i Qidi

þ
f ðd; sÞ

u0gðd; sÞ

� �T

ðq2Z þ ðq2 � q1ÞZ1Þ
f ðd; sÞ

u0gðd; sÞ

� �
�
Z t

t�q2

f ðd; sÞ
u0gðd; sÞ

� �T

Z
f ðd; sÞ

u0gðd; sÞ

� �
ds

�
Ztþq1

tþq2

f ðd; sÞ
u0gðd; sÞ

� �T

Z1
f ðd; sÞ

u0gðd; sÞ

� �
ds

¼ 2dðtÞT Pf ðd; tÞ þ dðtÞTðQþ Q1 þ Q2ÞdðtÞ � ð1� _stÞdT
s Qds �

X2

i¼1

dT
i Qidi

þ w1ðtÞ þ w2ðtÞ þ w3ðtÞ þ
f ðd; sÞ

u0gðd; sÞ

� �T

ðq2Z þ ðq2 � q1ÞZ1Þ
f ðd; sÞ

u0gðd; sÞ

� �

�
Z t

t�sðtÞ

f ðd; sÞ
u0gðd; sÞ

� �T

Z
f ðd; sÞ

u0gðd; sÞ

� �
ds�

Zt�q1

t�sðtÞ

f ðd; sÞ
u0gðd; sÞ

� �T

Z1
f ðd; sÞ

u0gðd; sÞ

� �
ds

�
Z t�sðtÞ

t�q2

f ðd; sÞ
u0gðd; sÞ

� �T

ðZ þ Z1Þ
f ðd; sÞ

u0gðd; sÞ

� �
ds

ð29Þ
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Note that, in w1ðtÞ, the following inequality holds for any 4n	 4n matrix
L [ 0; thus :

�2vðtÞT F

Z t

t�sðtÞ

_dðsÞds¼ �2vðtÞTF I2n; I2n½ �
Z t

t�sðtÞ

f ðd; sÞ
ðuðsÞ � qÞgðd; sÞ

� �
ds

� sðtÞvðtÞT F I2n; I2n½ �L�1
1 I2n; I2n½ �T FTvðtÞ

þ
Z t

t�sðtÞ

f ðd; sÞ
ðuðsÞ � qÞgðd; sÞ

� �T

L1
f ðd; sÞ

ðuðsÞ � qÞgðd; sÞ

� �
ds

Similarly, in wiðtÞ ði ¼ 2; 3Þ, the following inequalities hold for any 4n 	 4n
matrices Li [ 0:

� 2vðtÞT G

Zt�q1

t�sðtÞ

_dðsÞds � ðsðtÞ � q1ÞvðtÞT G I; I½ �L�1
2 I; I½ �TGTvðtÞ

þ
Zt�q1

t�sðtÞ

f ðd; sÞ
ðuðsÞ � qÞgðd; sÞ

� �T

L2
f ðd; sÞ

ðuðsÞ � qÞgðd; sÞ

� �
ds

and

� 2vðtÞTH

Zt�q1

t�sðtÞ

_dðsÞds � ðq2 � sðtÞÞvðtÞTH I; I½ �L�1
3 I; I½ �T HTvðtÞ

þ
Zt�sðtÞ

t�q2

f ðd; sÞ
ðuðsÞ � qÞgðd; sÞ

� �T

L3
f ðd; sÞ

ðuðsÞ � qÞgðd; sÞ

� �
ds

Considering (6, 8, and 10) and taking the expectation on (29), we have

I EfLVðdt; tÞ þ kzðtÞk2 � g2kwðtÞk2g� I EfvðtÞTðHþH0

þ sðtÞH1 þ ðsðtÞ � q1ÞH2 þ ðq2 � sðtÞÞH3ÞvðtÞg þ w4ðtÞ
ð30Þ

and

H1 ¼ F I; I½ �L�1
1 I; I½ �T FT ; H2 ¼ G I; I½ �L�1

2 I; I½ �T GT ;

H3 ¼ H I; I½ �L�1
3 I; I½ �THT ;

w4ðtÞ ¼
Z t

t�sðtÞ

f ðd; sÞ
u0gðd; sÞ

� �T

EuL1Eu þ ElL1El � Zð Þ
f ðd; sÞ

u0gðd; sÞ

� �
ds
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þ
Zt�q1

t�sðtÞ

f ðd; sÞ
u0gðd; sÞ

� �T

EuL2Eu þ ElL2El � Z1ð Þ f ðd; sÞ
u0gðd; sÞ

� �
ds

þ
Zt�sðtÞ

t�q2

f ðd; sÞ
u0gðd; sÞ

� �T

EuL3Eu þ ElL3El � Z � Z1ð Þ f ðd; sÞ
u0gðd; sÞ

� �
ds

Applying the Schur complement, conditions (17) and (18) are equivalent to

~H1 ¼ HþH0 þ q1H1 þ ðq2 � q1ÞH3\0; ð31Þ

~H2 ¼ HþH0 þ q2H1 þ ðq2 � q1ÞH2\0; ð32Þ

From (19–20, 31, 32) and Lemma 2, we deduce from (30) that

EfLJðdt; tÞ þ kzðtÞk2 � g2kwðtÞk2g�maxfkmaxð ~H1Þ; kmaxð ~H2Þg Efkvk2g� 0

ð33Þ

Under zero-initial conditions and noticing JðdT ; TÞ� 0 for any T [ 0, inte-
grating (33) from 0 to ? yields that the H1 performance requirement (12) is
satisfied. With a procedure similar to the above, we can arrive under the given
conditions and by virtue of Lemma 2 that,

EfLVðdt; tÞg�maxfkmaxð ~H1Þ; kmaxð ~H2Þg EfkdðtÞk2g

Hence, system (8) is EMS from Lemma 1.

Proof of Theorem 2It can be seen from (21) or (22) that

Y Y
Y X

� �
[ 0

which gives XY [ 0; implying that I ��XY�1 is invertible. Now let U and W be
any invertible matrices satisfying UWT ¼ I � XY�1. Choose

P ¼ X U
UT 


� �
[ 0; P�1 ¼ Y�1 W

WT 


� �
[ 0 ð34Þ

where each ellipsis 
 denotes a positive definite matrix block that will not influ-
ence the subsequent development (of course it makes PP�1 ¼ I). In the sequel, we
show that if (21, 24) are satisfied, then (17, 20) hold with P [ 0 chosen as in (39),
and thus the result follows immediately from Theorem 1. Define

S ¼ I I
WT Y 0

� �
ð35Þ
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which is invertible and produces

ST P ¼ Y 0
X U

� �
; ST PS ¼ Y Y

Y X

� �
: ð36Þ

We first show that (21) implies (17). By Schur complement, the matrix
inequality (17) holds if and only if (37)

H ½ ~MT ;u0
~NT �diag P;Pf g ffiffiffiffiffi

q1
p

F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 � q1
p

H½I; I�
� �P 0 0

� � �L1 0

� � � �L3

2
6664

3
7775\0

P ¼ diag P;Pf gðq2Z þ ðq2 � q1ÞZ1Þ�1diag P;Pf g

ð37Þ

In view of

q2Z þ ðq2 � q1ÞZ1 � diagfP;Pgð Þðq2Z þ ðq2 � q1ÞZ1Þ�1

times q2Z þ ðq2 � q1ÞZ1 � diagfP;Pgð Þ[ 0
ð38Þ

we obtain

� diag P;Pf gðq2Z þ ðq2 � q1ÞZ1Þ�1diag P;Pf g� � 2diag P;Pf g
þ q2Z þ ðq2 � q1ÞZ1

ð39Þ

we have that (37) holds if (40) holds

H ½ ~MT ;u0
~NT �diag P;Pf g ffiffiffiffiffi

q1
p

F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 � q1
p

H½I; I�
� �2diag P;Pf g þ q2Z þ ðq2 � q1ÞZ1 0 0
� � �L1 0
� � � �L3

2
664

3
775\0

ð40Þ

Now, applying the congruence transformation diag S; S; S; S; Iq; S; S; S; S; S; S

 �

to (40) and setting

~Q ¼ ST QS; ~Q1 ¼ ST Q1S; ~Q2 ¼ ST Q2S;

~Z ¼ diag S; Sf gT Zdiag S; Sf g; ~Z1 ¼ diagfS; SgT Z1diag S; Sf g;
~Li ¼ diag S; Sf gT LidiagfS; Sg; i ¼ 1; 2; 3

~F ¼ diag S; S; S; Sf gT FS; ~G ¼ diag S; S; S; Sf gT GS;

~H ¼ diag S; S; S; Sf gT HS; � a ¼ XBKbWT Y þ UKaWT Y ;

� b ¼ KbWT Y ; � c ¼ UKc

ð41Þ
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we obtain that (40) is equivalent to

~Nþ ~Y ~K þ ~KT ~YT \ 0; ð42Þ

~N ¼

N11 þ NT
17N17 N12

ffiffiffiffiffi
q1
p ~F½I; I� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2 � q1
p ~H½I; I�

� N22 0 0

� � �~L1 0

� � � �~L3

2
6664

3
7775

~Y ¼ NT
15;N

T
25; 0n	8n

� �T
; ~K ¼ NT

16; 0n	12n

� �
Inequality (42) holds if the following is true for any j1 [ 0;

~Nþ j�1
1

~Y ~YT þ j1 ~KT ~K\0; ð43Þ

which is equivalent to

~N ~Y ~KT

~YT �j1In 0
~K 0 �j�1

1 In

2
4

3
5\0 ð44Þ

The above inequality is, by Schur complement again, exactly that of (21), and
we conclude that this implies (17).

Next we show that (22) implies (18). This can be done by using a procedure
analogous to the above. As for the verification of other inequalities, applying the
congruence transformation diag{S, S} to (19, 20) and setting matrix variables as
in (41), it is seen that (19, 20) are equivalent to (23, 24). So far, we have proven
that (21– 24) ensure (17–20) and thus the closed-loop system (8) is EMS-g. In this
case, from (41), the feedback gains are computed as in (26). This completes the
proof.
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A Probabilistic Method for Optimal
Power Systems Planning with Wind
Generators

Maryam Dadkhah and Bala Venkatesh

Abstract Radial Distribution Systems (RDS) connect a large number of renew-
able generators that are inherently uncertain. From being unidirectional power
flow systems, RDS now enable bi-directional power flow. Depending upon
availability of power from renewables, they receive or feed power to the connected
transmission system. RDS optimal power flow (OPF), is an important tool in this
new era for utilities, to minimize losses and operate efficiently. With large scale
integration of wind generators to distribution systems, they must be appropriately
represented using probabilistic models capturing their intermittent nature in these
OPF algorithms. This paper proposes characterizing the solution of a Probabilistic
Optimal Power Flow (P-OPF) for RDS using the Cumulant Method. This method
makes it possible to linearly relate the probabilistic parameters of renewables at
the optimal solution point to the state of the RDS. To assess the accuracy of the
proposed P-OPF Cumulant Method, wind generators and system probabilistic data
are incorporated in a 33-bus and 129-bus test system. The results are compared
with those of Monte Carlo simulations (MCS). It is shown that the proposed
method possesses high degree of accuracy, is significantly faster and more prac-
tical than an MCS approach.
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1 Introduction

OPF (optimal power flow) is a versatile tool used for electric transmission systems
for a variety of purposes. The most common amongst them are: (a) real power OPF
where real power output of generators are scheduled such that the total cost of
generation is minimized [1], and (b) reactive power OPF where generators volt-
ages, reactive power compensation and settings of transformers taps are set to
route reactive power optimally such that real power transmission losses are the
least and all the voltages are within prescribed limits [2]. OPF has not been easily
extended to distribution systems as their system Jacobian is ill-conditioned owing
to higher R/X ratio of their lines [3]. In the recent past, numerous Jacobian based
OPF methods have been researched and published [4]. Today, with a rush to
integrate wind generators to electric power systems, largely to distributions sys-
tems, distribution systems OPF must account for wind generators as well.

In essence, an OPF for distribution systems must contend with the challenge
that it must account for wind generators that are uncertain in their output and their
near term forecasts can be best represented by a normal distribution with mean and
variance values [5]. Further to understand the effect of probabilistic nature of loads
and availability of wind on the OPF solution, such as the optimal values of
transformer taps and capacitor settings, it is necessary to propose an efficient
probabilistic OPF method that includes the load and generator probabilistic
models. The ultimate goal is to determine the probability density function of
typical variables such as voltage and power flow that form a part of OPF solution.

Uncertainties of the power systems components have been addressed with many
researchers by adapting probabilistic techniques in the Power Flow solution in
transmission systems since 1960s [6]. Later, the probabilistic methods were
applied to the optimal dispatch [7] and for the first time the term P-OPF was used
in [8]. However, in contrast to the transmission system case, distribution systems
have not been studied to the same extent. In [9] the authors proposed a probabi-
listic optimal capacitor planning method using Cumulant technique to find the
probabilistic information of the size of newly installed capacitor banks in the
distribution systems with high penetration of wind generations.

This paper uses the idea given in [9] to propose and construct a distribution
system OPF using a set of 3N equations such that the Jacobian is robust [10]. The
objective of the OPF is to minimize losses in the distribution system by optimally
scheduling all the reactive power sources and ensuring that voltages are within the
prescribed limits. Then, it proposes to use Cumulant Method (CM) to directly
relate probabilistic values of the loads and output power of wind generators to the
optimal settings of the distribution system [11]. This approach has been reported
for uncertainty without specific application to wind generators and in transmission
system by Schellenberg et al. [12].

This paper is an extension to the Ref. [13] and outlined as follows. In Sects. 2
and 3, the model of the radial distribution system for OPF solution is presented and
the Cumulant method is described respectively. Section 4 presents the numerical
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results of the method as tested on the 33-bus IEEE test system with three wind
generators and a 129-bus test system with nine wind generators. Section 5 con-
cludes the paper.

2 System Model and Probabilistic OPF

2.1 Problem Formulation

This subsection uses the radial distribution system (RDS) model from [10].
Figure 1 shows a single-line representation of a tree-like distribution systems
structure.

Consider the ith bus in Fig. 1. It has a wind turbine connected to it that injects
only real power equal to PWi. Its bus load is represented by SDi = PDi ? j � QDi.
The total power injected into this bus is SBi = SDi - PWi. It is the difference
between generation and load at that bus. Consider the lth line/transformer between
buses i - 1 and i. The tap setting of this transformer/line is represented by Tl and
it has an impedance of Zl = Rl ? j � Xl. The total apparent power reaching the
downstream end of this line equals STl. The real power loss on this line equals:

PLl ¼ Rl � STlj j2�V�2
i ð1Þ

The total real power loss in all feeders of the system equals:

TPL ¼
Xnl

l¼1

Rl � STlj j2�V�2
i ð2Þ

where Vi is the bus voltage magnitude, nb is the number of buses in the system and
nl is the number of lines/transformers.

In Fig. 1, the complex power balance at the ith can be expressed as:

STi ¼ SDi þ
Xkl3;k3ð Þ

l;kð Þ¼ kl1;k1ð Þ
Zl � STlj j2�V�2

k þ STk

2
4

3
5� PWi � j � QSi ð3Þ

Where QSi is the reactive power injected into the ith bus. Equation (3) is a
complex equation and yields a set of 2(NB - 1) equations. Writing the voltage
drop equation across line l gives:

V4
i þ 2 � V2

i � PTl � Rl þ QTl � Xl �
1
2
� V

2
i�1

T2
l

ffi �
� Zlj j2� STlj j2¼ 0 ð4Þ

Equations (3) and (4) provide 3(NB - 1) equations that completely model a
RDS.
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2.2 OPF for Radial Distribution System

The objective of Radial Distribution System OPF is to minimize the total real
power loss. By referring to the set of Eqs. (2)–(4), one may construct an optimal
power flow formulation for a radial distribution system as below:

Objective Function:

Minimize: TPL ¼
Xnl

l¼1

Rl � STlj j2�V�2
i ð5Þ

Constraints:

STi ¼ SDi þ
Xkl3;k3ð Þ

l;kð Þ¼ kl1;k1ð Þ
Zl � STlj j2�V�2

k þ STk

2
4

3
5� PWi � j � QSi ð6Þ

V4
i þ 2 � V2

i � PTl � Rl þ QTl � Xl �
1
2
� V

2
i�1

T2
l

ffi �
� Zlj j2� STlj j2¼ 0 ð7Þ

UMIN\ U \ UMAX ð8Þ

VMIN\ V \ VMAX ð9Þ

where the decision vector is U = [QS, T] and dependent vector is Y = [V, P, Q].
Equations (6) and (7) are equality constraints which correspond to the complex
power balance equation and the voltage drop equation across line l, respectively.
Equations (8) and (9) limit the control and dependent vectors. The optimization
problem described by (5)–(9) is solved by using the Logarithmic-Barrier Interior
Point Method (LBIPM) [14].

T li-1 i

PW i

SD i

SB i

ST l
R l + j. X l

k 1

k 2

k 3

kl1

kl2

kl3

Fig. 1 A tree-like distribution system with wind generator
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2.3 Optimal Solution

The formulation (5)–(9) is solved using the Lower Bound Interior Point Method
[14]. This yields the optimal solution of decision and dependent vectors U and Y.
In addition, the Hessian of the Lagrangian formed from the optimization formu-
lation (5)–(9) is evaluated H (U, Y, k). It provides a linear relation between
incremental changes of dependent vector in terms of the decision vector.

3 Cumulant Technique and P-OPF

In probability theory, Cumulants and moments are two sets of quantities of a
random variable which are mathematically equivalent. However, in some cases
preference is to use Cumulants due to their simplicity over using moments [15]. In
this section some properties of Cumulants used to adapt the Cumulant Technique
to the radial distribution system P-OPF are presented.

Consider a linear combination of ‘n’ independent random input variables a used
to create a new random output variable b as follows [12]:

b ¼ c1 � a1 þ c2 � a2 þ c3 � a3 þ � � � þ cn � an ð10Þ

where ci is the ith coefficient in the linear combination. The above expansion can
be written in terms of the moment generation function of random variable b, i.e.,
Ubðs), as

Ubðs) ¼ E esb
� �

¼ E es c1 a1þc2 a2þ���þcn anð Þ
h i

ð11Þ

where s is the Laplace operator. Assuming that a1, a2, a3, …, an are independent,
the above relationship can be written as

Ub sð Þ ¼ E½esb � ¼ E esc1a1½ � � E esc2a2½ � � � �E escn an½ �
¼ Ua1 sc1ð Þ � Ua2 sc2ð Þ � � �Uan scnð Þ

ð12Þ

The Cumulant generating function WxðsÞ can be written in terms of the moment
generating function Ux as [15]

Wbðs) ¼ ln Ub sð Þ
� �

: ð13Þ

By taking the natural logarithm at both sides of the (12) and using (13), (12) is
written in the terms of cumulant generating function as below:

Wbðs) ¼ Wa1ðsc1Þ þWa2ðsc2Þ þ � � � þWanðscnÞ: ð14Þ

To obtain the different orders of cumulants, we can set s ¼ 0 to compute the
different order derivatives of the cumulant generating function. A general equation
for the mth order cumulant of W is
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WðmÞb ð0Þ ¼ cm
1 �W

mð Þ
a1 0ð Þ þ cm

2 W mð Þ
a2 0ð Þ þ � � � þ cm

n W mð Þ
a n 0ð Þ ð15Þ

Kb;m ¼ cm
1 � Ka1;m þ cm

2 � Ka2;m 0ð Þ þ � � � þ cm
n Ka n;m 0ð Þ: ð16Þ

where Kb,m is a vector containing the mth order cumulants of the system unknown
variables and Ka,m is a vector containing the mth order cumulants of the random
bus generation and loading.

3.1 Adaptation to P-OPF

By applying Newton method to the Lagrangian function L (U, Y, kÞ for (5)–(9),
the following system is obtained:

rL(U, Y, kÞ þ H(U,Y,kÞ �
DU
DY
Dk

" #
¼ 0 ð17Þ

where rL(U, Y, kÞ and rH(U, Y, kÞ are the gradient and the Hessian of the
Lagrangian respectively. Rearranging (16) and replacing rL(U, Y, kÞ with a
vector of change in the bus power injections for uncertain wind power, DSB, the
vector of changes can be linearly mapped with DSB by using the inverse of the
Hessian:

DU
DY
Dk

" #
¼ �H(U,Y,kÞ�1 � rU;YL(U,Y,kÞ

DSB

ffi �
ð18Þ

By replacing DSB with a vector containing the nth order cumulants of loads and
generation, the Cumulants of system variables, DSB can obtain using the inverse
of the Hessian as follow:

KðU;Y;kÞ;n ¼ �H�1
� �ðnÞ� 0

KSB;n

ffi �
ð19Þ

where K(U,Y,k),n is a vector of nth-order cumulants for the optimal settings of the
distribution system and KSB,n is a vector of nth-order Cumulants for the random
bus power injections. Consequently, the Hessian contains the constant multipliers.
Once the cumulants of the random variables of the OPF solution are computed
from the input random variables, PDFs are recreated by using Gram-Charlier/
Edgeworth Expansion theory [16].
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4 Numerical Results

This section provides the results based on applying the Cumulant method to the
33-bus and 129-bus test systems. In both systems, the loads and the power output
of wind generators are considered Gaussian random variables with the mean
values set to the nominal bus loading and mean capacity of wind generators
respectively. The standard deviation is such that the 99 % confidence interval is
equal to ±15 % of the nominal loading value. In order to show the efficiency and
accuracy of the Cumulant method, the results have been compared with MCS with
5,000 samples.

4.1 33-Bus Test System Case Study

The method is firstly applied to the 33-bus, 32-branch IEEE test system described
in [17]. The system, however, is modified to accommodate the probabilistic data of
the loads and wind generators. The modified system and loads data can be found in
the Appendix. Three wind turbines are connected to buses 3, 17 and 32 with a
mean capacity equal to 500 kW each. The results of both mean and standard
deviation values obtained by comparing with those of 5,000 sample points MCS,
are discussed as follows.

(1) Mean Values: From Table 1 it can be seen that the percentage errors of the
voltage mean values are very small with the maximum value equal to
0.0077 % which occurs at bus 18. The maximum percentage error of the real
power and reactive power mean values is equal to 3.44 and 7.97 % at bus 29
and 5 respectively. The corresponding maximum error for capacitor value
occurs at bus 18 and is as low as 0.1901 %. These results show a small
difference between two methods in systems variables mean values which can
be seen more clearly in Fig. 2.

(2) Variance Value: The maximum percentage errors for the system variables
variance values are presented in Table 2. These values for the voltage, active
power, reactive power and capacitor value variance are equal to 1.55, 1.91,
2.13 and 1.85 %, which occur at buses 24, 9, 11 and 30 respectively. These
small error values for the variance of the systems variables are shown in
Fig. 3.

In summary, the percentage errors of the mean and variance values for the
system variables are well below 8 %, which implies a close match between two
methods. Also, it is worth noting that largest errors (8 %) occur for reactive power
and voltage magnitude variables due to inherent nonlinearity. This nonlinearity for
voltage and reactive power usually happens in the buses with capacitor banks
connected to them.

A Probabilistic Method for Optimal Power Systems Planning 377



The analysis using Cumulant method is captured in graphs of Figs. 4 and 5
wherein mean capacitor and bus voltage magnitude values are shown with
potential spread using corresponding 3r values. This analysis and graphing can be
rapidly completed using the proposed method.

Table 3 presents the time comparison between Cumulant method and Monte
Carlo Simulation technique. It is evident that to identify this spread in values of

Table 1 Maximum error of mean values of the system variables

Bus no. CM (per unit) MCS (per unit) Error (%)

Voltage 18 0.98 0.98 0.0077
Active power 29 0.03 0.03 3.44
Reactive power 5 -0.0045 -0.0049 7.97
Capacitor value 18 0.15 0.15 0.19
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Fig. 2 Error in mean of the output variables using the cumulant method and MCS technique—
33-bus system

Table 2 Maximum error of variance values of the system variables

Bus no. CM MCS Error (%)

Voltage 24 0.0013 0.0012 1.55
Active power 9 0.079 0.0811 1.91
Reactive power 11 0.0062 0.0061 2.13
Capacitor value 30 0.091 0.093 1.85
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capacitor settings and voltages at buses, though being important information, is
difficult to obtain using the conventional Monte Carlo Simulation technique due to
long solution time. However, using the proposed cumulant method, using a few
additional steps such as computation of the Hessian of the Lagrangian, yields the
variance values of the optimized control (capacitor) and dependent (voltage)
variables.
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Fig. 3 Error in standard deviation of the output variables using the cumulant method and MCS
technique—33-bus system
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Fig. 4 Mean capacitor values are shown with potential spread using corresponding 3r values
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This is an important benefit for the RDS operator as s/he would like to how far
the capacitor values and voltage solutions might travel from the mean forecasted
and anticipate/plan to avoid violations.

4.2 The 129-Bus Test System Case Study

To show the accuracy and efficiency of the Cumulant method, it also has been
tested on a large system of 129-bus with nine wind generators each having a mean
capacity equal to 500 kW. The results have been compared with 5,000 sample
points of MCS.

Table 4 shows the mean absolute percentage error of mean and standard
deviation of the problem variables (Table 5).

The method works well for small and reasonably sized systems.
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Fig. 5 Mean bus voltage magnitude values are shown with potential spread using corresponding
3r values

Table 3 Time comparison
between cumulant method
and Monte Carlo simulation
technique

Execution
time (s)

CM MCS

System #1 4.44 s 2888.05 s
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5 Conclusion

This paper describes the Cumulant method for probabilistic optimization of radial
distribution systems. Random variables used in distribution system are the output
of wind generators and bus loads. Both are modeled using Gaussian distribution
function. While a Logarithmic Barrier Interior Point Method (LBIPM) based
solver is used to solve the probabilistic nonlinear optimization problem, the
cumulants of the system variables are easily computed using the inverse of the
Hessian of the Lagrangian function. The method was implemented and tested on a
33-bus and 129-bus IEEE test system. In order to illustrate efficiency and accuracy
of the cumulant method, the resultant data using cumulant method are bench-
marked with those obtained from Monte Carlo Simulation Technique with 5,000
samples. The errors were found well below 8 %. An execution time comparison
demonstrates superiority of the Cumulant method. Less computational burden and
complexity makes the proposed method very practical and advantageous.

This method can be advantageously used by RDS operators to know possible
swings in optimal capacitor settings and voltage solution giving them additional
insight into operation of the system and anticipate potential operational challenges.

Acknowledgments Financial Support: This work was supported in part by the NSERC Dis-
covery and Wind Energy Strategic Network grants to Bala Venkatesh.

6 Appendix

Table 6 presents the mean values used for the load demands, and Table 7 presents
the feeder data.

Table 5 Time comparison
between cumulant method
and Monte Carlo simulation
technique

Execution time
(seconds)

CM MCS

System #2 12.79 s 6,504.87 s

Table 4 Mean absolute
percentage error of mean and
standard deviation of the
problem variables

Variable Mean Standard deviation

Voltage 0.0025 1.4285
Real power 0.2206 0.8180
Reactive power 0.4580 1.2150
Capacitor size 0.0589 1.2537
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Table 6 33 bus RDS—mean
value of the loads

Bus no. Mean

Real power (kW) Reactive power (kW)

1 0 0.0
2 0.1 0.06
3 -0.5 0.0
4 0.12 0.08
5 0.06 0.03
6 0.2 0.1
7 0.2 0.1
8 0.2 0.1
9 0.06 0.02
10 0.06 0.02
11 0.045 0.03
12 0.06 0.035
13 0.06 0.035
14 0.06 0.04
15 0.06 0.01
16 0.09 0.04
17 -0.5 0.0
18 0.09 0.04
19 0.09 0.04
20 0.09 0.04
21 0.09 0.04
22 0.09 0.04
23 0.09 0.05
24 0.42 0.2
25 0.42 0.2
26 0.06 0.025
27 0.06 0.025
28 0.06 0.02
29 0.12 0.07
30 0.2 0.6
31 0.15 0.07
32 -0.5 0.1
33 0.06 0.04
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Four Quadrant Operation of Field
Weakened FOC Induction Motor Drive
Using Sliding Mode Observer

G. K. Nisha, Z. V. Lakaparampil and S. Ushakumari

Abstract Field Weakening (FW) is applied in order to allow operation of variable
speed induction motor drives at high speeds. Field Oriented Controlled (FOC)
induction machine has the capability for easy field weakening and the full utili-
zation of voltage and current rating of the inverter to obtain a wide dynamic speed
range. In a sensorless FOC induction machine, the estimation of rotor speed is
difficult in the high speed region. Model Reference Adaptive System (MRAS)
based techniques are one of the best methods to estimate the rotor speed due to its
better performance and unsophisticated stability approach. MRAS scheme based
on Sliding Mode (SM) technique provides accurate speed estimation during
operation in the FW region. In this chapter, operation of FOC induction motor with
and without sensor using Sinusoidal Pulse Width Modulation (SPWM) and Space
Vector Modulation (SVM) inverters are compared and assessed in terms of their
performance in the FW region. Further, the four possible combinations of polar-
ities of torque and speed in four quadrant operation of induction machine are
analyzed. The drive system with the proposed adaptive mechanism is simulated by
MATLAB/Simulink to verify the performance of the drive system.
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1 Introduction

Power electronics has deeply expanded the use of induction machine in automation
applications such as the traction machine of the electric train, which requires high
torque at starting and low torque at high speed. In order to achieve these
requirements, the induction machine is to be operated in FW region. The dynamic
behavior of a field weakened FOC induction motor is dependent on sophisticated
speed control [1, 2].

Sensorless speed control of induction motor drive by the elimination of the
rotor speed sensor without affecting performance is the foremost trend in advanced
drive technology for a wide speed range. MRAS methods are generally accepted as
better solution for high sensorless performance because of its simplicity. The
adaption mechanism for MRAS can be taken care of the overall stability of the
system and to ensure that the estimated speed will converge to the desired value
with satisfactory dynamic characteristics [3–6].

Discrepancy between the actual plant and its mathematical model is generally
due to the presence of external disturbances, plant parameters and unmodelled
dynamics and it is necessary to design a controller for minimizing the error.
Designing the control laws that provide the desired performance to the control
system in presence of these disturbances is challenging, this leads to the devel-
opment of robust control methods. One particular approach to robust controller
design is the SM control technique. SM control is considered to be the appropriate
methodology for the robust nonlinear control of induction motor drives due to its
order reduction, disturbance rejection, strong robustness and simple implementa-
tion by means of power converter [7, 8].

The FW approaches can be categorized as: (1) variation of stator flux in inverse
proportion to the rotor speed (1/xr); (2) feed forward reference flux generation on
machine equations or machine models and (3) closed loop control of the stator
voltage or voltage detection model. The first approach as presented in [9] is the
most frequently used method in FW control, in which the flux is inversely pro-
portional to the rotor speed. Although the method is simple, it is justified only
when considering the machine as a linear magnetic circuit. The method thus
cannot produce maximum output torque for the available current and the full
utilization of DC-link voltage. The second approach, as presented in [10] relies on
the nonlinear equations of machine model and the constraints of voltage and
current, which makes it parameter dependent. Thus the method can provide
accurate results only if magnetic saturation is considered with known machine
parameters of sufficient accuracy. The third approach as described in [11–18],
maximum available inverter voltage is utilized to produce maximum torque in FW
region when the excitation level is adjusted by closed loop control of the machine
voltage. Although it is not dependent on motor parameters and DC link voltage, it
demands an additional outer loop which is to be tuned and requires intensive
computation. On comparing the above three approaches, the method based on
machine model seems to be a more practical approach giving reasonable results.
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The major problem of the machine model approach in the FW region is the
substantial variation of magnetizing inductance which is considered constant in the
base speed range. In the FW region, the rotor flux is getting reduced below its rated
value due to the increase of rotor speed than the base speed. The variable level of
the main flux saturation in the machine causes the variation of magnetic induc-
tance [19]. Therefore, in model based approach, accurate speed estimation is
possible only if the speed estimation algorithm is modified to account the variation
of magnetic inductance in the FW region.

In [20–27], mathematical models for speed estimation of sensorless FOC
induction motor drive with SVM inverter using MRAS scheme based on SM
observer have been developed. The electric machine for the traction application
can operate at four quadrants in a torque-speed plane, in this chapter the four
simulation models: (1) FOC with sensor using SPWM inverter, (2) FOC with
sensor using SVM inverter, (3) sensorless FOC using SPWM inverter and
(4) sensorless FOC using SVM inverter have been developed using MATLAB/
Simulink. Aim of this section is to compare performance of FOC induction
machine in FW region with and without sensors using SPWM and SVM in all the
four quadrants.

2 Dynamic Model of Induction Machine

Induction motor drive system is becoming a more and more competitive system in
many high performance motion drive applications. The Indirect Field Oriented
Control (IFOC) can provide good dynamic torque response as obtained from DC
motor drives [28]. Mathematical representation of induction motor is based on
space vector notation of any three time varying quantities, its sum is always equal
to zero, and are spatially separated by 120� can be expressed as space vector [29].
Figure 1 shows the Inverse Park transformation module and the stator voltage
space vector and its component in stationary reference frame by using the trans-
formation as:

Vsa

Vsb

ffi �
¼ cos h � sin h

sin h cos h

ffi �
Vsd

Vsq

ffi �
ð1Þ

Independent control of motor flux and torque can be achieved using FOC
method by properly connecting coordinate system with rotor flux vector [30].
Figure 2 shows the phasor diagram in stationary and rotating reference frame. The
reference frame d–q is rotating with the angular speed equal to rotor flux vector
angular speed xe. Induction motor model equation is written as follows:

V
*

sðtÞ ¼ Rs i
*

s þ Ls
di
*

s

dt
þ Lm

dð i
*

rejeÞ
dt

ð2Þ
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0 ¼ Rr i
*

re
je þ Lr

d i
*

r

dt
eje þ Lm

di
*

s

dt
ð3Þ

dxr

dt
¼ 1

J

2
3

P

2
Lm

Lr
wrdisq � wrqisd

� �
� TL

� �
ð4Þ

The two phase d–q model of an induction machine rotating at a speed will give
the decoupled control concept. The complete motor dynamic equation is obtained
by separating the real and imaginary components as:

V
*

sq ¼ Rsisq þ Ls
disq

dt
þ Lm

d

dt
irq þ Lsxeisd þ Lmxeird ð5Þ

V
*

sd ¼ Rsisd þ Ls
disd

dt
þ Lm

d

dt
ird � Lsxeisq � Lmxeirq ð6Þ

0 ¼ Rrird þ Lr
dird

dt
þ Lm

d

dt
isd � Lr xe � xrð Þirq þ Lm xe � xrð Þisq ð7Þ

Fig. 1 Stator voltage space vector from d–q to a–b

Fig. 2 Phasor diagram in
stationary and rotating
reference frame
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0 ¼ Rrirq þ Lr
dirq

dt
þ Lm

d

dt
isq þ Lr xe � xrð Þird þ Lm xe � xrð Þisd ð8Þ

The induction motor model is often used in vector control algorithms in which
the reference frame may be aligned with the rotor flux linkage. In this reference
frame, the torque can be instantaneously controlled by controlling the current isq

after decoupling the rotor flux and torque producing component of the current
components. The flux along the q axis must be zero, thus the field orientation
concept in rotating reference frame is,

dwrq

dt
¼ 0 ð9Þ

The fundamental equations for vector control which allows the induction motor
to act like a separately excited DC machine with decoupled control of torque and
flux making the induction motor to operate as a high performance four quadrant
servo drive [31]. From the voltage loop equation, the magnetizing current
dependency on the d axis component of stator current is obtained as:

dwrd

dt
þ Rrird ¼ 0 ð10Þ

Tr
dimr

dt
þ imr ¼ ids ð11Þ

where

sr ¼
Lr

Rr

Slip speed and dynamic torque are calculated based on the following equations:

xslip ¼
1
sr

isq

imr
ð12Þ

Td ¼
2
3

P

2
Lm

ð1þ rrÞ
imrisq ð13Þ

where,
Ls = Lm(1+rs) Stator self inductance
Lm Magnetizing inductance
Lr = Lm(1+rr) Rotor self inductance
Rs Stator resistance
Rr Rotor resistance
Td Electromagnetic torque
x Angular speed
P Number of poles
sr Rotor time constant
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imr Rotor magnetizing current
xslip Slip speed
xe Rotor flux speed
hr Rotor position
hsl Slip angle

3 Field Weakening Control of Induction Machine

Field weakening is needed when motor operation above the rated speed is
required. Field weakening operation consists of two steps (i) the choice of the
proper flux reference to get maximum torque (ii) to produce the necessary current
to meet the flux and torque reference. The operation of the induction motor can be
divided into three speed ranges, (1) constant electromagnetic torque region (2)
constant power region (3) constant slip frequency region. Figure 3 shows the
typical capability curve of induction machine.

The limiting factor of maximum torque capability in field weakening mode of
operation is the DC bus voltage. The performance of AC machine driven by a three
phase PWM inverter in the high speed range is limited by the voltage and current
rating of electric machine and inverter and the machine thermal rating. The stator
voltage equation by considering stator resistance effect at higher operating speed as:

Vsd ¼ Rsisd þ rLs
disd

dt
þ Lm

Lr

dwrd

dt
� xerLsisq ð14Þ

Vsq ¼ Rsisq þ rLs
disq

dt
þ Lm

Lr
xewrd þ xerLsisd ð15Þ

The voltage limit boundary is an ellipse and the shape of the ellipse is deter-
mined by its eccentricity which depends on the leakage factor of the machine. The
maximum phase voltage is decided by the PWM strategy and the d–q axis stator
voltage should satisfy the following inequality condition, which sensibly influence
the motor behaviour and the voltage limit ellipse equation as follows:

i2
sd

Vsm
xeLs

� 	2 þ
i2sq

Vsm

xeL0s

� 	2 � 1 ð16Þ

where,

L0s ¼ rLs

The maximum current to the machine is also limited, and the current limit
boundary is a circle, whose radius depends only on the current rating, as follows:
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i2
sd þ i2

sq� I2
sm ð17Þ

At a given operating frequency, to satisfy voltage and current constraints, the
command current must be inside the common area of a circle and an ellipse.
Figure 4 shows voltage limit boundary, current constraint circle and constant
torque locus. In steady state and rotor flux orientation condition, the torque of the
field oriented induction machine is expressed as:

Td ¼
2
3

P

2
L2

m

Lr
isdisq

� �
ð18Þ

In the constant torque region, the speed is less than the rated speed and the
d axis current is kept constant. In this current limit and the rated flux level
determine the operating point to the maximum torque. The base frequency is the
angular frequency where the constant torque operation region terminates at xb and
is given as:

Fig. 3 Typical capability curve of induction machine

Fig. 4 Voltage constraint
ellipse, current constraint
circle and torque locus
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xb ¼
Vsm

Ls

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

½r2ðI2
sm � i2sdÞ þ i2sd�

s
ð19Þ

In field weakening region I, the ellipse shrink as the speed increases and goes
beyond its rated speed, it is necessary to reduce the rotor flux magnitude, the d axis
current is no longer a constant. In this region, the power delivered to the load is
nearly constant because the maximum torque is inverse proportion to the
mechanical speed, the operation region starts from the base speed and ends at x1.

x1 ¼
Vsm

rLsIsm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ r2Þ

2

r
ð20Þ

The characteristic region of the induction machine referred to as field weak-
ening region II, the operating frequency of the induction machine further increases
from x1 and the ellipse is encircled by the current constraint circle, the power
delivered to the load decreases proportionally with the rotor speed. In this constant
slip frequency region, the maximum torque is inverse proportion to square of the
mechanical speed. The maximum q axis current is:

isq ¼
isd

r
ð21Þ

4 SPWM and SVPWM Based Three Phase Inverters

The three phase voltage source inverter is used for driving the motor by accepting the
control signals generated by the controller and the modulation technique used here
are sine triangle and space vector pulse width modulation. The basic concept of
SPWM is to achieve symmetrical 3-phase sine voltage waveforms of adjustable
voltage and frequency, while in SVM, both the inverter and motor are taken as whole
using the eight fundamental voltage vector to realize variable frequency of voltage
and speed adjustment [32]. To obtain PWM pulses for the three phases in SPWM, the
controlled sine waves for the three phases are compared with a carrier triangular
waveform and in SVM, the modulating functions are compared with the triangular
waveform. These PWM pulses are given to the gate of the inverter switches to get a
controlled three phase output voltage which can be given to the motor input.

In SVM, a space phasor can be considered as a rotating phasor and no separate
modulators are needed for each of the three phases in comparison with SPWM. Six
non-zero vectors called the active vectors, shape the axis of hexagonal and the
angle between any adjacent two non-zero vectors is 60�. Switching logic signals
for the second sector is shown in Fig. 5. For each switching period Ts, the
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reference vector as a geometric summation of two nearest space vectors is
expressed mathematically by applying volt-second balance equation as:

V
!

ref ¼
T1

Ts
V1 þ

T2

Ts
V2 þ

T0

Ts
V0 ð22Þ

5 Sliding Mode MRAS Speed Observer

The standard non linear time varying feedback system, which is said to be
asymptotically stable if it posses the following two conditions; (1) the transfer
function of the feed-forward linear time invariant block must be strictly positive
real and (2) the error should converge asymptotically. In MRAS scheme, with two
independent machine models, speed estimation is done continuously by comparing
the output of the reference model with the output of the adaptive model until the
error between the two models disappear. Figure 6 describes the modified MRAS
with both references and adaptive models for rotor speed estimation. The reference
model does not contain the speed to be computed, which represents stator equation
and is usually known as voltage model. The reference value of the rotor flux
components in the stationary frame are generated from the monitored stator
voltage and current components, which are given by:

d

dt

wra

wrb

" #
¼ Lr

Lm

Vsa

Vsb

" #
� Rs þ rLs 0

0 Rs þ rLs

ffi �
pisa

pisb

" #
ð23Þ

Fig. 5 Switching logic signals
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where,

p ¼ d

dt
r ¼ 1� L2

m

LsLr
ð24Þ

The adaptive model contains the estimated rotor speed, which represents the
rotor equation and is usually known as the current model flux equations. The
adaptive values of rotor flux components are given by:

d

dt

ŵra

ŵrb

" #
¼ Lm

sr

isa
isb

" #
�

1
sr

xe

�xe
1
sr

�
ŵra

ŵrb

" #"
ð25Þ

ex ¼ wrbŵra � wraŵrb ð26Þ

The adaptive scheme for the MRAS estimator can be designed based on
Popov’s criteria for hyper stability concept. The difference between the two esti-
mated vectors is fed to an adaption mechanism to generate estimated value of rotor
speed which is used to tune the adaptive model. The tuning signal, ex actuates the
rotor speed, which makes the error signal zero. The major problems associated
with the classical MRAS speed estimator described above are those related to
initial condition and integrator drift which is solved by substituting pure integra-
tion with low pass filtering. At high frequencies (FW region) variation of stator
resistance has practically no impact on the accuracy of the speed estimation.

SM control with variable structure system is an adaptive control where the
structure of the control is deliberately varied to alleviate the control and to make
its response robust. The sliding mode control should be chosen such that the
candidate Lyapunov function, V which is a scalar function of S and its derivative
satisfies the Lyapunov stability criteria:

VðSÞ ¼ 1
2

SðxÞ2 ð27Þ

In Lyapunov theory, if the time derivative of V(S) along a system trajectory is
negative definite, this will ensure that it constrains the state trajectories to a point
towards the sliding surface S(x) and once on the surface, the system trajectories

Fig. 6 Block diagram of
modified MRAS-SM speed
estimator for FW
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remain on the surface until the origin is reached asymptotically. Thus the sliding
condition is achieved by the following condition (28) makes the surface an
invariant set.

_VðxÞ� � g SðxÞj j ð28Þ

where,
g strictly positive constant on outside of S(x)

The control signal is written as:

uðtÞ ¼ ueqðtÞ þ uswðtÞ ð29Þ

The sliding mode control should be chosen such that the candidate Lyapunov
function, V which is a scalar function of S and its derivative satisfies the Lyapunov
stability criteria:

_VðSÞ ¼ SðxÞ _SðxÞ ð30Þ

where, u(t) is the control vector, ueq(t) is the equivalent control vector and usw(t) is
the switching vector and must be calculated so that stability condition as per (30)
for the selected control is satisfied.

uswðtÞ ¼ gsignðSðx; tÞÞ ð31Þ

where,

signðSÞ ¼
�1 for S \ 0
¼ 0 for S ¼ 0
þ1 for S [ 0

8<
:

The sliding mode control theory is now applied to the rotor flux MRAS scheme
for speed estimation by replacing the conventional constant gain PI controller.
With reference to dynamic model of induction machine and the speed tuning
signal, the time varying sliding surface S(x) is formulated and is given in (32):

SðxÞ ¼ ex þ
Z

Kexdt ¼ 0 ð32Þ

where, K is the switching gain which is strictly positive constant. When the system
reaches the sliding surface, the error dynamics at the sliding surface, S(x) = 0 will
be forced to exponentially decay to zero. Thus,

_S ¼ _ex þ Kex ¼ 0 ð33Þ

The time derivative of V(S) is negative definite for the following conditions:
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ðaþ Kex � x̂rbÞ
\0 for S [ 0
¼ 0 for S ¼ 0
[ 0 for S \ 0

8<
: ð34Þ

This can be attained when:

x̂r ¼ ueq þ usw ð35Þ

where,

ueq ¼
aþ Kex

b
ð36Þ

usw ¼ g:signðSÞ ð37Þ

The equivalent control defines the control action which keeps the state trajec-
tory on the sliding surface and the switching control depends on the sign of the
switching surface and g is the hitting control gain which makes (30) negative
definite, whose main purpose is to make the sliding condition viable and the value
of g should be large enough to overcome the effect of external disturbance. The
controller given will have chattering near sliding surface due to the presence of
sign function. This drastic change is avoided by introducing a boundary layer with
width, /. By replacing sign(s) with sat(S//), then (37) becomes:

usw ¼ gsatðS=/Þ ð38Þ

A natural solution to reduce the chattering in the estimated speed is by means of
a Low-Pass Filter (LPF) as in (39).

usw ¼
1

lsþ 1
usw ð39Þ

6 Simulation

Simulation models for (1) FOC with sensor using SPWM inverter, (2) FOC with
sensor using SVM inverter, (3) sensorless FOC using SPWM inverter and (4)
sensorless FOC using SVM inverter have been developed using MATLAB/Sim-
ulink. The block diagrams of the drive system for FOC induction machine with
and without sensor are shown in Figs. 7 and 8 respectively. The switching fre-
quency selected for both the inverters is 5 kHz. A 10 kW squirrel cage induction
machine used for the simulation having the motor parameters is given in Table 1.
For comparing the performance of the developed drive system, simulations are
carried out for both models, with and without sensor as Case-1 and Case-2
respectively.
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Fig. 7 Block diagram of
FOC induction machine with
sensor

Fig. 8 Block diagram of
FOC induction machine
without sensor using MRAS-
SM

Table 1 Parameters of induction motor

Parameter Rated values

Stator resistance Rs 0.74 X
Rotor resistance Rr 1.00 X
Stator inductance Ls 0.0963 H
Rotor inductance Lr 0.0963 H
Magnetizing inductance Lm 0.0854 H
Line current IL 28 A
Number of poles P 4
Moment of inertia J 0.03 Nm
Viscous friction coefficient B 0.00334 Nm/rad/sec
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7 Results and Discussion

The dynamic behavior of field weakening algorithm in the models is evaluated by
applying a sequence of multiple and single step changes of the speed reference
signal between 0 and 4 p.u. (4 times rated value) in four quadrant are shown in
Figs. 9 and 10 respectively. The results show that MRAS-SM observer estimates
the rotor speed well and close to that of with sensors in all ranges of speed and
SVM inverter catches better performance in tracking the speed command com-
pared to that of SPWM inverter.
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Fig. 9 Rotor speed versus Time. a With SPWM inverter. b With SVM inverter

-5.0

-4.0

-3.0

-2.0

-1.0

0.0

1.0

2.0

3.0

4.0

5.0

0 2 4 6 8 10

Ref. speed
Est. speed

R
ot

or
 s

pe
ed

 (
p.

u.
)

Time (sec)

Case-1 

Case-2 

-5.0

-4.0

-3.0

-2.0

-1.0

0.0

1.0

2.0

3.0

4.0

5.0

0 2 4 6 8 10

Ref. speed
Est. speed

R
ot

or
 s

pe
ed

 (
p.

u.
)

Time (sec)

Case-1 

Case-2 

(a) (b)

Fig. 10 Rotor speed versus Time. a With SPWM inverter. b With SVM inverter
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The Electromagnetic Torque (p.u.) versus rotor speed (p.u.) characteristics of
the four models is presented in Fig. 11. The torque attainability rate is slightly less
for Case-2 compared to Case-1 for both type of inverters and the characteristics is
more or less same in all quadrants. But, SVM inverter improves the torque
capability in all quadrants compared to SPWM inverter.

Figure 12 shows the variation of power (p.u.) with respect to rotor speed (p.u.)
in first quadrant operation. Power maintains constant for rotor speed ranges
between 1.0 and 1.5 in Case-1 while the range is less for Case-2. However, the
power for Case-1 and Case-2 are very close when using SVM inverter compared to
SPWM inverter.
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Fig. 11 Torque versus rotor speed. a With SPWM inverter. b With SVM inverter
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Fig. 12 Power versus rotor speed. a With SPWM inverter. b With SVM inverter
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Variation of magnetizing current (p.u.) with respect to rotor speed (p.u.) in first
quadrant operation is shown in Fig. 13. The magnetizing current in Case-1 and
Case-2 are very close in FW region by using SVM inverter.

By observing all the simulation results of the four models, it ensures that FOC
induction motor drives with MRAS-SM observer using SVM inverter can respond
quickly and provide accurate speed estimation in both base speed and FW regions
of all the four quadrants which works well when the parameters are precisely
measured and do not change during operation.

8 Conclusions and Future Work

In this paper, four simulation models of FOC induction motor drives with and
without sensors using SPWM and SVM inverters are developed for wide ranges of
speed including FW region and the performance of the models are compared in
four quadrant operation. For sensorless model, a novel adaption mechanism using
MRAS with SM control in FW region is proposed. The adaption mechanism is
based on Lyapunov theory to ensure stability with fast error dynamics. The speed
estimation by the rotor flux MRAS with SM observer using SVM inverter, instead
of conventional SPWM inverter, has ensured very good accuracy in all ranges of
speed control. In this method, the transition speed between base speed region and
FW region is smooth, depending upon the voltage and current limits.

In future, the models can be implemented in a digital platform and hardware
implementation of the above models has to be done.
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The Investigation of the Optical
and Electrochemical Characteristics
for the Pani Thin Film by Cyclic
Voltammetry and Potentiostatic Methods

Chia-Yu Liu, Jung-Chuan Chou, Yi-Hung Liao, Cheng Jung Yang
and Hsueh-Tao Chou

Abstract The objective of this study is to investigate optical and electrochemical
characteristics of Polyaniline (PANI)/indium tin oxide/glass (ITO/Glass) by cyclic
voltammetry and potentiostatic method. The electrochromic behaviors of the
PANI/ITO/Glass were performed in 0.1 M lithium perchlorate (LiClO4)/propylene
carbonate (PC) electrolyte. The coloration efficiency (g) of the PANI/ITO/Glass
was 9.35 cm2/C. Furthermore, the experimental results observed that the color of
PANI/ITO/Glass was changed from Green to Light Green.
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1 Introduction

The conjugated polymers are organic macromolecules, which consist of one or
more backbone chains of alternating double and single bonds. Conjugated poly-
mers have been widely used in variety of applications, such as polymer conductors
[1], electronic components [2, 3], light-emitting diodes [4], batteries [5], and
polymer electrochromic devices (PECDs) [6], because they exhibit several
advantages, such as thermal stability, low cost and easy preparation.

Various methods have been proposed to deposit the conjugated polymers thin
film, such as chemical and electrochemical polymerizations. The conjugated
polymers prepared by chemical or electrochemical polymerization have received
significant attention due to the wide range of electrical, electrochemical, and
optical properties [7]. In this study, the thin film of the conjugated polymers was
deposited on the indium tin oxide/glass (ITO/Glass) substrate by electrochemical
polymerization. The advantages of electrochemical polymerization comparing
with other methods include rapidity, simplicity, generation of the polymer directly
on the electrode in the doped or undoped states, and easy controlled synthesis of
these compounds [8]. According to these results, the preparation, characterization
and application of electrochemically active and electronically conjugated poly-
meric systems are still investigated in electrochemistry [9].

Polyaniline (PANI) shows yellow color in the reduction state and green color in
the oxidation state [10–13]. It can be applied to electrochromic displays [14].
According to the mentioned above, the electrochromic PANI thin film can be
applied in display for green pixel.

In this study, the PANI thin film has been electrodeposited on the indium tin
oxide/glass (ITO/Glass) substrate with the various deposition charges to optimize
electrochromic property of the PANI thin film. Furthermore, the electrochromic
property of the PANI thin film has been studied in a 0.1 M lithium perchlorate
(LiClO4)/propylene carbonate (PC) electrolyte solution, and color of the PANI thin
film was switched between green (1.0 V (PANI vs. Platinum (Pt))) and yellow
(-0.5 V (PANI vs. Pt)).

2 Experimental

2.1 Materials

Indium tin oxide/glass (ITO/Glass) substrate was manufactured by Sinonar Corp.,
Taiwan, and its sheet resistivity is 7 X/unit square area. Aniline (ANI) solution,
hydrogen chloride (HCl) solution, lithium perchlorate (LiClO4) powders and pro-
pylene carbonate (PC) solution were all purchased from Acros Organics Corp., USA.
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2.2 Instrumentation

2.2.1 Ultraviolet-Visible (UV-Vis) Spectroscopy

In this study, all optical parameters of thin film, e.g. transmittance, absorbance and
energy band gap were observed by Ultraviolet-visible (UV-vis) spectroscopy
(LABOMED UVD-3500, USA), and these parameters were utilized to calculate
the optical modulation, optical density and coloration efficiency of electrochromic
thin film. The software of UV-vis measuring system was UVwin 5 (v5.1.0), and
the scanning wavelength was set from 900 to 190 nm. The scanning speed and the
interval were set at medium and 1 nm, respectively.

2.2.2 Micro Spectroscopy

In this study, chromaticity coordinates parameters of thin film was observed by
micro spectroscopy (SD1200-LS-HA, Tiawan). The software of chromaticity
coordinates measuring system was sprctrasmart 1.0.4.0. For the simulation of mid-
morning to mid-afternoon natural light, the relative spectral power distribution of a
D65 constant temperature (6,500 K black body radiation) standard illuminant was
used in the calculations.

2.2.3 Cyclic Vlotammetric (CV) Measurement System

In this study, the cyclic voltammetric (CV) measurement system (BioLogic
SP-150, France) was utilized to observe the redox reactions and coloration effi-
ciency of the PANI thin film. The technique of CV is composed of [20]:

1. An initial rest potential sequence,
2. A starting potential setting block,
3. The 1st potential sweep with a final limit E1,
4. The 2nd potential sweep in the opposite direction with a final limit E2,
5. The possibility to repeat nc cycles for the 1st and the 2nd potential sweeps.
[Note that all the different sweeps have the same scan rate (absolute value)]

The measurement was performed in electrolyte with the three electrodes
arrangement comprising the PANI thin film as the working electrode, a platinum
counter electrode and Ag/AgCl reference electrode, and the schematic diagram of
CV measurement system.

2.3 Substrate Cleaning

The characteristics of ITO/Glass substrate were listed on Table 1. The processes of
the substrate cleaning were described as follows:
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The purchased ITO/Glass substrate was cut into 1.4 cm 9 5 cm.
The ITO/Glass substrate was immersed quickly in ethanol to remove acetone,

and utilizing D. I. water to remove ethanol and dirt with ultrasonic cleaner for
10 min.

The nitrogen gas was utilized to remove the water spots on ITO/Glass substrate
and the substrate was put into the oven at 120 �C for 20 min to evaporate the water
molecular on ITO/Glass substrate.

2.4 Preparation of the PANI Thin Film

In this study, the electrochromic PANI thin film have been deposited on the indium
tin oxide/glass (ITO/Glass) substrate by cyclic voltammetry and potentiostatic
method. The PANI thin film was deposited on the ITO/Glass by cyclic voltam-
metry in 1 M ANI and 2 M HCl with deionized (D. I.) water, and the potentials
were set at -0.5 V to +1.5 V, the scan rate is 100 mV s-1. The deposited cycles
were controlled for 10, 20, 30, 40, 50 and 60 cycles, respectively. On the other
hand, the PANI thin film was deposited on the ITO/Glass by potentiostatic
polymerization in 1 M ANI and 2 M HCl with deionized (D. I.) water, and the
potential was set at +1.5 V.

The deposited time were controlled for 400, 800, 1,200, 1,600, 2,000 and
2,400 s, respectively. The PANI thin film electrodes were removed from the
monomer/electrolyte solution after electrochemical polymerization and rinsed with
0.1 M HCl to produce cleaned surface without monomer. Figure 1 was the
schematic diagram of the electrochromic PANI device in this study.

3 Results and Discussion

The PANI thin film was obtained by cyclic voltammetry and potentiostatic
method. And the PANI thin film was obtained by electrochemical polymerization
at potential slightly higher than the monomer oxidation onset potential, and could
obtain a homogeneous thin film on the ITO/Glass. The redox behavior of the ANI
monomer was obtained in 1 M ANI and 2 M HCl with D. I. water by cyclic
voltammetry, as shown in Fig. 2. An oxidation onset potential was obtained about

Table 1 Characteristics of
ITO/glass substrate

ITO/glass substrate

Thickness of substrate 0.7 mm
Resistance of substrate \15 ohm/square
Transmittance of substrate [86 %
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1.25 V. Because lower potential could not synthesize the ANI, the potential of
polymerization of the PANI thin film was set at 1.5 V. The CV curves of the PANI
thin film exhibited that the onset potential of oxidation of ANI was at +1.25 V in
1 M ANI and 2 M HCl with D. I. water, as well as, the oxidation peak of the PANI
thin film at +0.75 V and reduction peak of the PANI thin film was at +0.15 V
during the 20 cycles.

As shown in Fig. 3, the cyclic voltammetry of the PANI/ITO/Glass and the
maximum current density were observed when the PANI thin film (the PANI/ITO/
Glass with 10 cycles) was fabricated by cyclic voltammetry. During the oxidation
(anodic peak at 0.75 V), the ClO4

- ions of LiClO4/PC electrolyte solution were
injected from the PANI thin film. During the reduction (cathodic peak at -0.25 V),
the ClO4

- ions of LiClO4/PC electrolyte solution were excluded the PANI thin film.

Fig. 1 Structure of electrochromic PANI device [15]

Fig. 2 Cyclic
voltammograms of PANI thin
film during electrodeposition
(scan rate = 100 mV/s)
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The overall reaction, involving ion diffusion -in and -out of the polymer matrix to
balance the charge, can be represented as in Eq. (1) for PANI [13],

ðANIÞn þ nyðCIO4
�Þ  ! ½ðANIþÞ þ yðCIO4

�Þ�n þ nye�

ðLight GreenÞ ðGreenÞ ð1Þ

where n is the number of repeated units and y is the stoichiometric number of the
counter ion [13].

As shown in Fig. 4, the colored and bleached transmittances of the PANI/ITO/
Glass were studied with 10 cycles and -0.5 V to +1.5 V by cyclic voltammetry.
The PANI/ITO/Glass was performed in 0.1 M LiClO4/PC electrolyte solution. The
potentials were set -0.5 V and +1.0 V. The solid shape and hollow shape were
coloring and bleaching, respectively. The PANI/ITO/Glass has the maximum
optical transmittance variation (DT (%)) which was 20 % at 550 nm.

Fig. 3 Cyclic
voltammograms of PANI/
ITO/glass in 0.1 M LiClO4/
PC electrolyte solution with
scan rate of 100 mV s - 1 by
different methods: black
circle deposited 400 s by
constant potential +1.5 V;
circle deposited 10 cycles by
deposited voltage -0.5 V to
+1.5 V

Fig. 4 Transmittances of
PANI/ITO/glass (the PANI/
ITO/glass with 10 cycles)
was immersed in 0.1 M
LiClO4/PC electrolyte
solution, and the oxidizing
potential and reducing
potential were set +1.0 V and
-0.5 V, respectively
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As shown in Fig. 5, the colored and bleached transmittances of the PANI/ITO/
Glass were studied with 400 s and +1.5 V by potentiostatic method. The PANI/
ITO/Glass was performed in 0.1 M LiClO4/PC electrolyte solution. The potentials
were -0.5 V and +1.0 V. The solid shape and hollow shape were coloring and
bleaching, respectively. The PANI/ITO/Glass has the maximum optical trans-
mittance variation (DT (%)) which was 1 % at 550 nm.

As shown in Fig. 6, the coloration efficiency (g) of the PANI/ITO/Glass with
different fabricated parameters. The PANI/ITO/Glass had the best transmittance
variation (20 %) when the deposited cycles and voltage of the PANI thin film were
set for 10 cycles and -0.5 V to +1.5 V, respectively. The coloration efficiency of
the PANI/ITO/Glass was 9.35 cm2/C. Compared with the above results, the col-
oration efficiency of the PANI/ITO/Glass was higher than other literatures [16–18],
as summarized in Table 2.

Fig. 5 Transmittances of
PANI/ITO/glass (the PANI/
ITO/glass with 400 s) was
immersed in 0.1 M LiClO4/
PC electrolyte solution, and
the oxidizing potential and
reducing potential were set
+1.0 V and -0.5 V,
respectively

Fig. 6 Transmittance
variation and coloration
efficiency of the PANI/ITO/
Glass in 0.1 M LiClO4/PC
electrolyte solution between
oxidizing potential (+1.0 V)
and reducing potential
(-0.5 V)
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The variant colors of the electrochromic thin film were observed by the chro-
maticity coordinates of the commission internationale de l’Eclairage 1931 (CIE
1931) [21]. Figure 7 shows the chromaticity coordinates of CIE of PANI/ITO/
Glass (the colored and bleached transmittances of the PANI/ITO/Glass were

Table 2 Comparison of the coloration efficiency of PANI/ITO/glass in this study and previous
literatures for electrochromic devices

Electro
chromic
device

Method Coloration
efficiency
(cm2/C)

Wave
length
(nm)

Tran
smittance
variation
(DT (%))

Time
of
manu
facture

Cost
of
manu
facture

References

PANI/ITO/
glass

Electro
chemistry

9.35 550 20 Short Low In this study

PANI/ITO/
glass

Chemistry 42.80 550 41 Long High [16] (2009)

PANI/G/glass Chemistry 39.60 550 45 Long High [16] (2009)
PANI/ITO/

glass
Screen-printed 52.00 550 N/A Long High [17] (2009)

POSS-PANI/
ITO/glass

Screen-printed 69.00 550 N/A Long High [17] (2009)

PANI/ITO/
glass

Electrochemistry 6.20 550 N/A Short Low [18] (2009)

PANI/PASA/
ITO/glass

Solution bath N/A 633 40 Long High [19] (2010)

Fig. 7 Chromaticity
coordinates of CIE of PANI/
ITO/glass (the colored and
bleached transmittances of
the PANI/ITO/glass were
studied with 10 cycles and
-0.5 V to +1.5 V by cyclic
voltammetry) were
performed in 0.1 M LiClO4/
PC electrolyte solution
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studied with 10 cycles and -0.5 V to +1.5 V by cyclic voltammetry) were per-
formed in 0.1 M LiClO4/PC electrolyte solution. The PANI/ITO/Glass in yellow
color state (reduction state) was at -0.5 V (PANI vs. Pt), and the chromaticity
coordinate of the PANI/ITO/Glass was (0.28, 0.48). Green color state (oxidation
state) of PANI thin film was at +1.0 V (PANI vs. Pt), and the chromaticity
coordinate of the PANI/ITO/Glass was (0.14, 0.54).

Figure 8 shows the chromaticity coordinates of CIE of PANI/ITO/Glass (the
PANI/ITO/Glass was studied with 400 s and +1.5 V by potentiostatic method) was
performed in 0.1 M LiClO4/PC electrolyte solution. The PANI/ITO/Glass in light
green color state (reduction state) was at -0.5 V (PANI vs. Pt), and the chro-
maticity coordinate of the PANI/ITO/Glass was (0.16, 0.42). The PANI/ITO/Glass
in dark green color state (oxidation state) was at +1.0 V (PANI vs. Pt), and the
chromaticity coordinate of the PANI/ITO/Glass was (0.04, 0.44). Above
descriptions of the Chap. 3 is part of description from literature [22].

4 Conclusion and Outlook

The electrochromic PANI thin film has been successfully deposited on ITO/Glass
by cyclic voltammetry and potentiostatic method. The PANI/ITO/Glass had the
best transmittance variation (20 %) when the deposited cycle and voltages of the
PANI thin film were set for 10 cycles and -0.5 V to +1.5 V, respectively.

Fig. 8 Chromaticity
coordinates of CIE of PANI/
ITO/Glass (the PANI/ITO/
Glass was studied with 400 s
and +1.5 V by potentiostatic
method) were performed in
0.1 M LiClO4/PC electrolyte
solution
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The coloration efficiency of the PANI/ITO/Glass was 9.35 cm2/C. According to
the experimental results, the electrochromic PANI thin film was prepared by cyclic
voltammetry, which has the best transmittance variation and current density.
Furthermore, the experimental results obtained the colors of the PANI/ITO/Glass
were from Green (oxidation state) to Light Green (reduction state). According to
the above results, the electrochromic PANI/ITO/Glass can be applied in display
for green pixel. The electrochromic performance of the electrochromic PANI thin
film can be improved by changing other parameters such as potential range,
temperature of deposition and deposited cycle in cyclic vlotammetric system.

Because large area and array-type can increase the applications, to design large
area and array-type flexible electrochromic device, colloidal electrolyte can be
applied to flexible electrochromic device, which will improve the overflow of
liquid electrolyte.
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Influence of Titanium Dioxide Layer
Thicknesses and Electrolyte Thicknesses
Applied in Dye-Sensitized Solar Cells
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and Hsueh-Tao Chou

Abstract In this study, the different TiO2 layer thicknesses and electrolyte
thicknesses were investigated, which were applied in the dye-sensitized solar cells
(DSSC). The amount of dye adsorption was decided by thickness of TiO2 layer,
the appropriated TiO2 thickness could increase the short-circuit current density of
DSSC and decreased the resistance of TiO2 layer, effectively. The oxidation-
reduction reaction of inner electrochemical of DSSC was decided by thickness of
electrolyte. The appropriate electrolyte thickness could increase the redox rate of
DSSC and decreased the distance of electron transmission, effectively.
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1 Introduction

In recent years, some of petrochemical energies were dried up day by day, such as
petroleum, coal, fuel and natural gas, which produced serious pollution to influence
the environment and humanity. Solar cells are very effective solution for solving
the problems of the depletion of fossil fuels and the emission of greenhouse gases
[1]. Various solar cells, such as dye-sensitized solar cells (DSSCs), a-Si thin film
solar cells [2], organic solar cells [3], and quantum dot solar cells [4] have been
researched. Compared with silicon solar cell, glass-based DSSC has been exten-
sively studied due to its low cost, easy fabrication and high transmittance [5].

Dye-sensitized solar cell (DSSC) was one of photoelectrochemical solar cells,
which was composed of a dye-modified wide band working electrode, a platinum
counter electrode, N3 dye and an electrolyte layer containing a redox couple (I-/
I3

-), as shown in Fig. 1. The working electrode consisted of titanium dioxide
(TiO2) film which was fabricated on the substrate by screen printing technique. The
counter electrode consisted of platinum (Pt) film which was fabricated on substrate
by R. F. magnetic sputtering. The sensitized dye solution was adsorbed on the TiO2

film of working electrode and the electrolyte containing I-/I3
- redox couple [6].

TiO2 film of working electrode was porous nanostructure, which was fabricated
on substrate by screen printed technique to be an adsorption layer. The TiO2 film
provided the high surface area which could be absorbed by sensitized dye. The
most important thing was the energy level had to match each other between
adsorption layer and sensitized dye. The TiO2 adsorption layer could produce
electron and hole pairs after illumination, the common materials were such as TiO2

[7], BaSnO3 [8], ZnO [9], SrTiO3 [10] and CdS [11], the TiO2 material had higher
photocatalytic activity than others. And the TiO2 material had some advantages,
such as low cost, chemical stability, and no poison.

Electrolyte of dye-sensitized solar cell was utilized to produce oxidation-
reduction reaction, which could reduce the dye molecule. DSSC almost utilized the
liquid state of electrolyte, the advantages were more types and easy to control, but it
had some disadvantage as follows: (1) Boiling point of organic solvent was lower
and easy to evaporate, it was not good for stability of DSSC to be utilized for a long
time. (2) Liquid state electrolyte was difficult to be packaged, which produced
leakage of electrolyte for a long time. (3) Electrolyte was organic solvent. (4) Some
of moisture in liquid state electrolyte caused the dye molecule to be adsorbed.

2 Experimental

2.1 Chemicals and Materials

Titanium dioxide (TiO2) powder and Ruthenium-535 (N3) were purchased from
UniRegion Bio-Tech, Taiwan. The ethanol was purchased from Katayama
Chemical, Japan. The Triton X-100 was purchased from PRS Panreac, Spain. The
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Acetylacetone (AcAc), lithium iodide (LiI) and 4-Tert-Butylpyridine (TBP) were
purchased from Sigma-Aldrich, United States. The iodine (I2) was purchased from
Riedel-deHaen, United States. The 1-propyl-2,3-dimethylimidazolium iodide
(DMPII) was purchased from Tokyo Chemical, Japan. The Surlyn layer (Meltonix
1170-60 Series) was purchased from Solaronix, Switzerland.

2.2 Preparation of Solvent, Paste and Fabrication
of Dye-Sensitized Solar Cell

The TiO2 paste consists of 3 g TiO2 powder (P25), 3.5 mL deionized (D. I.) water,
0.1 mL acetylacetone and 0.3 mL Triton X-100 [12, 13]. The TiO2 working
electrodes with an active area of 0.64 cm2, which were fabricated on FTO and
ITO-PET substrates [14] by screen-printing technique, as shown in Fig. 2. The
working electrode was baked at 100 �C for 10 min, and then was immersed in an
absolute ethanol solution of 3 9 10-4 M N3 dye at 75 �C for 1 h. Platinum was
fabricated on ITO-PET substrate by sputtering for 90 s and was generally regarded
as the counter electrode. The liquid-state electrolyte consists of 0.6 M DMPII,
0.5 M LiI, 0.05 M I2, and 0.5 M TBP in 15 mL MPN [15]. Finally, Dye-sensitized
solar cells (DSSCs) were sealed by Surlyn.

Fig. 1 Working principle scheme of the dye-sensitized solar cell [6]
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2.3 Design and Measurement of Dye-Sensitized Solar Cell

First, the 0.8 9 0.8 cm active area of TiO2 thin films were fabricated on substrate
by screen printing technique. The DSSC is based on a sandwich structure [16],
which consists of working electrode, electrolyte and counter electrode, as shown in
Fig. 3. The electrolyte thicknesses and TiO2 layer thicknesses were changed by
different materials and space layers quantities.

The short-circuit current density (Jsc), open circuit voltage (Voc), fill factor (FF)
and conversion efficiency (g) of DSSC were measured by Keithley 2,400 digital
source meter under one sun illumination (AM 1.5 G, 100 mW/cm2). And the
thickness of Surlyn, Teflon tape, and TiO2 thin film were measured by Stylus
Surface Profiling System.

3 Results and Discussion

3.1 Analysis of Thicknesses of TiO2 Layers by Different
Fabrication Pressures

In this study, the pressure of screen printing technique was utilized to determine
the optimal thickness of TiO2 layer. The common pressure as the stander (0 circle)
in this experiment, and the different pressures were investigated from large to
small (-2 circle, -1 circle, 0 circle, +1 circle and +2 circle), The current density-
voltage (J-V) curves of different pressures were shown in Fig. 4 and the charac-
teristic parameters were listed in Table 1. The FTO surface was very smooth and
low adhesion, which needed an appropriate pressure to fabricate TiO2 layer. When
the pressure was -1 circle, the adhesion between TiO2 layer and FTO glass
substrate was better than other pressures, which enhanced the amount of dye
adsorption. According to the experiment result, when the fabrication pressure was
-1 circle had better characteristics, where the short-circuit current density was
5.28 mA/cm2 and the conversion efficiency was 2.15 %, respectively.

Scraper 

Paste 
Plate

Substrate 

Fig. 2 Fabricated TiO2 thin
film of working electrode by
screen printing technique
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In literature [17], the TiO2 layer was fabricated on FTO glass substrate by
screen printing technique. The thicknesses parameters of TiO2 layer were 3, 6, 8,
12, 15, 20 and 26 lm, the optimal thickness of TiO2 layer was 20 lm, where the
short-circuit current density was 14.42 mA/cm2 and conversion efficiency was
7.85 %. The increasing percentages (%) of literature [17] and our research group
were listed in Table 2. Compared with our experimental result, the increasing
percentages of short-circuit current density and conversion were higher than lit-
erature [17].

Fig. 3 Schematic diagram of
flexible dye-sensitized solar
cell

Fig. 4 J-V curves of
different pressures of screen
printing technique

Table 1 Different fabrication pressures of screen printing technique

Pressure (circle) Thickness (lm) Voc (V) Jsc (mA/cm2) FF (%) g (%)

-2 17.26 0.76 4.11 55.38 1.73
-1 19.63 0.74 5.28 55.07 2.15
0 21.56 0.76 4.44 56.12 1.89
+1 23.87 0.75 4.49 46.03 1.58
+2 25.19 0.74 3.44 53.36 1.37
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3.2 Analysis of Different Thicknesses of Electrolyte

The thickness of space layer of flexible dye-sensitized solar cell (FDSSC) was an
important part for reduction-oxidation reaction of electrolyte. Figure 5 showed the
schematic diagram of space layer of DSSC. The thicknesses of electrolyte were
changed by different materials and space layers quantities. When the space layer
was too thin, the distance was short for electron to transmit, but the TiO2 thin film
touched the counter electrode and produced the leakage of electrolyte. When the
space layer was too thick, the excessive amount of electrolyte produced higher
resistance and longer electron transmission. Figure 5 showed the schematic dia-
gram of different thicknesses of electrolyte. Figure 6a showed the regular DSSC
which had one space layer [18], and Fig. 6b showed the DSSC which had thicker
space [19], and the extra space region was called ‘‘region 2’’.

Figure 7 showed the short circuit current density-open circuit voltage (J-V)
curves of flexible dye-sensitized solar cells (FDSSCs) with different space layers
for Teflon tape. The thickness of space layer subtracts the thickness of TiO2 thin
film could get the real thickness of electrolyte to investigate the different thick-
nesses of space layers. The thicknesses of one, two and three space layers of
electrolyte applied in Teflon tape were 38.47, 85.19 and 131.91 lm, respectively.
According to Fig. 7, the one layer of Teflon tape touched the counter electrode
which had no trend of fill factor, and the 3 layers of Teflon tape had better open
circuit voltage and short circuit current density. Figure 8 showed the J-V curves of
FDSSCs with different space layers for Surlyn. The thicknesses of one, two and
three space layers of electrolyte applied in Surlyn were 51.75, 111.75 and
171.75 lm, respectively. According to Fig. 8, the one layer of Surlyn had less
reduction-oxidation reaction, because the electrolyte was too less to be reacted,
and three layers of Surlyn had enough electrolyte to enhance reduction-oxidation
reaction, which could enhance open circuit voltage and short circuit current
density, obviously.

The conversion efficiency of FDSSC with Surlyn 2 layers had more stable
characteristics after measured 6 times. The values of characteristic parameters and
thicknesses of space layers were listed in Table 3. According to Table 3, the
experimental result of the thickness of thicker space had larger amount of elec-
trolyte in FDSSC. Although the distance of electron transmission become longer,
the FDSSC had better reduction-oxidation reaction to enhance short circuit current

Table 2 Increasing percentage of Jsc, Voc and g with different TiO2 thicknesses in our experi-
mental result and previous literature

Thickness (lm) Increasing percentage (%)

Voc (V) Jsc (mA/cm2) g (%)

17.26–19.63 -3.6 28.5 24.3
15.00–20.00 [17] (2010) -1.4 16.5 18.8
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density and conversion efficiency for FDSSC. These results proved that the
reduction-oxidation reaction was more important than the distance of electron
transmission between working electrode and counter electrode. Above descriptions
of the Sect. 3.2 is part of description from literature [20].

Fig. 5 Schematic diagram of
space layer of flexible dye
sensitized solar cell

Fig. 6 Simulation models
for DSSCs. a Cell a: model
employed by Ferber et al.
[18]. b Cell b: model
proposed in literature [19]
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4 Conclusion and Outlook

In this study, the different thicknesses of space layers and thickness of TiO2 layer of
dye-sensitized solar cells were investigated to provide an improved method to
enhance the reduction-oxidation reaction, dye adsorption and electron transmission,

Fig. 7 Dependence of J-V
curves to the spacer thickness
of Teflon tape

Fig. 8 Dependence of J-V
curves to the spacer thickness
of Surlyn

Table 3 Different space thicknesses of Teflon tape and surlyn applied in FDSSC

Materials Electrolyte
thickness (lm)

Voc (V) Jsc (mA/cm2) FF (%) g (%)

Teflon tape 1 layer 38.47 0.46 1.52 24.82 0.17
Teflon tape 2 layers 85.19 0.76 1.41 37.24 0.40
Teflon tape 3 layers 131.91 0.78 1.65 34.19 0.44
Surlyn 1 layer 51.75 0.62 0.79 39.54 0.19
Surlyn 2 layers 111.75 0.71 1.57 35.83 0.40
Surlyn 3 layers 171.75 0.72 1.88 32.86 0.45

422 J.-E. Hu et al.



which can enhance the short circuit current density (Jsc) and conversion efficiency
(g), although the cell has a smaller inner resistance.

According to experiment results, the optimal conditions are Surlyn of 2 layers
(111.75 lm), and the open circuit voltage, short circuit current density and con-
version efficiency can reach to 0.71 V, 1.57 mA/cm2 and 0.4 %, respectively. The
optimal thickness of TiO2 layer was 19.63 lm, where the short-circuit current
density was 5.28 mA/cm2 and conversion efficiency was 2.15 %.

At future prospects, the liquid electrolyte should change the gel electrolyte to
avoid evaporating and leakage, which can increase the stability of DSSC. The
TiO2 layer is fabricated by screen printing technique, which can be manufactured
numerously.
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Fabrication of Real-Time Wireless
Sensing System for Flexible Glucose
Biosensor

Jie-Ting Chen, Jung-Chuan Chou, Yi-Hung Liao, Hsueh-Tao Chou,
Chin-Yi Lin and Jia-Liang Chen

Abstract In this study, the wireless sensor network (WSN) with Zigbee technique
is integrated with the flexible glucose biosensor. The wireless sensing system is
accomplished by the graphical language laboratory virtual instrumentation engi-
neering workbench (LabVIEW). The wireless sensing system can be classified into
two parts, which are the glucose detection system of front end and the transmission
platform of back end. According to the experiment results, wireless sensing system
can operate successfully on potentiometric sensor.
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1 Introduction

The wireless sensor network (WSN) is consisted of network nodes with sensor that
designed to communicate via wireless radio. The recent development of WSN
provides the advantages of low cost, low power consumption, small size, flexibility
and distributed intelligence that compared with wired ones [1]. The sensors are
combined with the WSN that has been widely used in various applications. The
applications of WSN techniques have been proposed in the healthcare of patient
monitoring [2, 3]. The monitored signals include heart rate (HR) electrocardio-
gram (ECG), blood glucose, and activity for ambulatory health monitoring.
Environment monitoring [4, 5] has become an important area of management and
protection that is provided real-time system and control communication from
WSN. In literature [6], a wearable healthcare system is integrated with WSN for
detecting falls of an elder person, that the healthcare system can reduce the cost of
medical care, and improves primary care services. About the application of
intelligent life is proposed in literature [7], this literature develops a smart med-
ication system which utilizes the WSN techniques. The functions of medication
system are medication reminding, pill-dispensing assisting and medication
recording that help the patients with chronic diseases.

In 1970, Bergveld [8] presented a chemical sensor, ion sensitive field effect
transistor (ISFET), that was fabricated by semiconducting process and electro-
chemistry technique. The physical difference in the ISFET structure replaced the
metal gate of the metal-oxide-semiconductor field effect transistor (MOSFET) by
the series combination of the reference electrode, electrolyte and chemical sen-
sitive insulator or membrane [9]. Afterward, Spiegel et al. [10] proposed the
extended gate ions sensitive field effect transistor (EGISFET) in 1983. The
EGISFET was improved to become separative extended gate field effect transistor
(SEGFET) [11]. The SEGFET structure only needs to change sensing electrode,
and the MOSFET device of that can be used repeatedly. The structure is shown in
Fig. 1 [11]. The SEGFET holds the advantages of small size and fast response
time. An extended metal wire is used as the connection between metal gate and
field effect transistor (FET), and the sensing film is deposited on the metal gate
area to measure the various detections of environment.

Some advantages of the WSN are presented a low cost technique for collecting
detection signals, and increase the space expansion. Consequently, the WSN for
homecare, healthcare, and environmental monitoring in our life is required. The
proposed system includes the glucose detection system and transmission platform.
We achieve the WSN that is integrated with the flexible glucose biosensor, and
detect in different concentrations of glucose solutions. Subsequently, the detection
signals are communicated via Zigbee module to nearby computer. According to
the experimental results, wireless sensing system can be operated successfully and
replaces the wired devices.
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2 Experimental

2.1 Glucose Detection System

Potentiometric electrochemical method is used to measure the output signal of the
potential difference between reference electrode and the flexible glucose biosen-
sor. This glucose detection system comprises: test solutions in the container; a
silver/silver chloride (Ag/AgCl) reference electrode is providing stable reference
potential in test solutions; a flexible glucose biosensor; a readout circuit device is
amplifying the detection signals.

The flexible glucose biosensor is imitated the structure of SEGFET and a
99.99 % purity ruthenium metal target via radio frequency (R.F.) sputtering is
used, which deposits ruthenium dioxide (RuO2) thin film on PET substrate. The
screen printing technique produces conductive wire and insulation layer. The
insulating layer has an aperture for exposing a sensing window on the flexible
glucose biosensor and the area of aperture is 3 9 3 mm. First, the 0.1 M potas-
sium phosphate dibasic (K2HPO4) and 0.1 M potassium phosphate monobasic
(KH2PO4) are mixed in distilled water to obtain 0.1 M phosphate buffer saline at
pH 7. The glucose oxidase (GOX) powder of 3 mg is premixed with phosphate
buffer saline of 5 ml as glucose oxidase solution, and then the 5 wt% Nafion
solution and glucose oxidase solution are mixed by the chemical solution method,
after compositing the solution of 3 ll is dropped on sensing window. The glucose
sensing membrane is prepared by an optimal mixed ratio of 3:4 (vol%) with
Nafion and glucose oxidase solution [12]. After the enzyme immobilization, the
flexible glucose biosensor is stored at 4 �C in a refrigerator for 12 h. The cross-
sectional of flexible glucose biosensor is shown in Fig. 2 [13].

The commercial instrumentation amplifier (LT1167 CN8, Linear Technology
Corp., U.S.A.) is regarded to the appropriate component of readout circuit device.
The LT1167 is a low power, precision instrumentation amplifier that requires only
one external resistor to set gains of 1–10,000. The block diagram of instrumen-
tation amplifier is shown in Fig. 3 that compares with Fig. 4, the descriptions of
input and output pins are as follows. The second pin (-IN) of LT1167 is

Fig. 1 Structure of the
SEGFET [11]
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(e) Glucose sensing membrane

(d) Insulation layer

(c) Conductive wire

(b) RuO2 thin film

(a) PET substrate

Fig. 2 Flexible glucose biosensor cross-sectional view [13]

Fig. 3 Block diagram of instrumentation amplifier

Fig. 4 Top view of the
instrumentation amplifier
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connected with flexible glucose biosensor. The reference electrode is connected to
ground at the third pin (+IN). The fifth pin (REF) is grounded. Furthermore, the
detection signal is calculated by instrumentation amplifier and transmitted to the
measurement node at the sixth pin (OUTPUT). The power supply provides ±5 V
at the seventh pin (+VS) and the fourth pin (-VS), respectively. The others are not
connected.

2.2 Transmission Platform

The popular near field communications are such as Zigbee, Bluetooth, and Wi-Fi.
Zigbee is best suited for periodic measurement, intermittent data or signal trans-
mission from a sensor or a device. This aspect makes Zigbee very useful for
monitoring and management. The transmission platform is consisted of wireless
measurement devices and graphical language laboratory virtual instrumentation
engineering workbench (LabVIEW). In this study, the wireless measurement
devices use National Instruments (NI) WSN system of Zigbee module to transmit
the detection signals. Wireless measurement devices consist of measurement node
(Model: NI WSN-3202, National Instruments Corp., U.S.A.), and a gateway
(Model: NI WSN-9791, National Instruments Corp., U.S.A.). The measurement
node is directly connected via 2.4 GHz radio transmitted signals to the gateway, and
it installed with four 1.5 V AA alkaline battery cells. The measurement node offers
four analog input channels and four digital Input/Output channels. The gateway
must be connected to a computer that running graphical language LabVIEW
(Model: LabVIEW 2011, National Instruments Corp., U.S.A.). The front panel of
graphical language LabVIEW can display detection signals and then process,
analyze, and store. The schematic diagram of wireless sensing system is shown in
Fig. 5. The diagram of actual installation of wireless sensing system is shown in
Fig. 6. The indoor transmission distance of a single measurement node is about
10–15 m.

2.3 Description of Graphical Language

The graphical language LabVIEW is a kind of program language that is a method
of graphic design to replace the traditional text program function. This study
utilizes the graphical language LabVIEW to implement the real-time wireless
sensing system, and the main functions are described below. Before running
graphical language LabVIEW, the wireless measurement devices should be
installed.

At first, we describe the gateway operation in program. As shown in Fig. 7, the
‘WSN Open Gateway’ creates a reference to the gateway. User can confirm the
gateway internet protocol (IP) address is correct, and then the ‘WSN Discover All
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Nodes’ is started to search the measurement nodes via the Zigbee module from the
gateway. ‘WSN Get Node Info.’ is returned information about the specified
measurement node. The information of specified measurement node are serial
number, wireless identification (ID), measurement node type, status of the firm-
ware update, current version of the firmware, state of the battery, network link
quality, power supply type, and network mode. The state of the battery is shown no

Fig. 5 Schematic diagram of the wireless sensing system

Fig. 6 Actual installation of the wireless sensing system
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signal, poor, fair, good, or excellent. Finally, the program will set parameter and
scan the amount of measurement node.

If the measurement node is working normally that should create the shared
variable node. The shared variable node represents to transmit information
between different virtual instruments. As shown in Fig. 8, the analog inputs (AI0–
AI3) are the shared variable nodes relative to the four analog channels of mea-
surement node. The ‘WSN Open Node Reference’ creates a reference to the
specified measurement node, and then ‘WSN Close Node’ closes the reference to
the specified measurement node. At the same time, input signal of the potential
difference through shared variable node can be read. The detection signals of the
potential difference will output to the next step.

Next all functions are processed the detection signals. The descriptive programs
of storage and display framework are shown in Fig. 9. In Fig. 9a, the function is
referred to select saving path. In addition, after terminating the measurement, the
program will automatically save two files: an excel files of measured data (*.xls)
and a graph (*.png). In Fig. 9b, the function of ‘Waveform Chart’ can display the
result of detection signals with real-time which will be written into selected saving
path file. The saving path is retained in the beginning, which provides a function to
auto-save the completed measurement curve for the ‘*.png’ formation. Chapter
Prediction of Thermal Deformation for a Ball Screw System Under Composite
Operating Conditions is parts of extended description of literatures [14].

3 Results and Discussion

In this study, we build the glucose detection system to detect glucose values, and
integrated with the wireless sensor network, transmitted signals with real-time and
displayed the results. The flexible glucose biosensor is based on RuO2/PET. The
glucose detection system is measured in glucose solutions (100, 200, 300, and
400 mg/dL). The environment temperature is controlled at room temperature
(25 �C). The immovable measurement time is set 180 s. If the measurement time
needs to be changed, the parameter settings can be changed in the user interface.

Fig. 7 Program framework of the gateway interface
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After operating the wireless sensing system, we can analyze the characteristic
of flexible glucose biosensor. Figure 10 shows that the average sensitivity of
flexible glucose biosensor is 0.192 mV(mg/dL)-1 and the linearity is 0.975. The
linear range is between 100 and 400 mg/dL. The average response voltage with
100, 200, 300 and 400 mg/dL are about -273.9, -248.8, -219.4, and
-204.0 mV, respectively. Then the error bars of response voltage with 100, 200,
300 and 400 mg/dL are 6.65, 0.57, 5.81, and 4.20 mV, respectively. The mea-
surement results show that the proposed wireless sensing system is used suc-
cessfully to measure glucose solutions and stable measurement. The measured
results of flexible glucose biosensor are compared with other literatures as shown
in Table 1. Furthermore, we list the different applications of the biosensor and
compare the WSN technique and analytical apparatus, as shown in Table 2.

Fig. 8 Program framework of the measurement node interface

Fig. 9 a Program framework
of the storage interface.
b Program framework of the
display interface
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Different sensing membrane and characteristics of glucose biosensors are
compared with other literatures [15, 16]. Chou et al. [15] reported that the average
sensitivity and linearity of ruthenium oxide based glucose biosensor are
0.018 mV(mg/dL)-1 and 0.964, respectively, this literature has bad sensing char-
acteristics because the ruthenium metal thin film has smooth surface, which is not
easy to adhere enzyme. Lee et al. [16] propose that the glucose biosensor is fab-
ricated by utilizing silicon nitride (Si3N4)-based on ISFET, although the glucose
biosensor has a wide detecting range (0–1,800 mg/dL), but it has lower sensitivity
(0.05 mV(mg/dL)-1). Besides, the structure of ISFET has the disadvantages such

Fig. 10 The measurement
results of the flexible glucose
biosensor

Table 1 Glucose biosensor in this study is compared with other literatures [15, 16]

Sensing membrane/Substrate Sensitivity
(mV(mg/dL)-1)

Linearity Linear range
(mg/dL)

Reference

RuO2/PET 0.192 0.975 100–400 In this study
RuO2/Silicon 0.018 0.964 100–500 Chou and Yang [15]
Si3N4/Silicon nitride 0.050 0.989 0–1,800 Lee et al. [16]

Table 2 WSN system in this study is compared with other literatures [17, 18]

Method of transmission A/D
resolution

Analytical
apparatus

Application Reference

Zigbee, Twisted pair 16 bits LabVIEW pH, glucose In this study
Bluetooth, RS-232 10 bits LabVIEW pH, potassium,

sodium, chloride
Cheng et al. [17]

2.4 GHz wireless
transceiver, RS-232

8 bits ASCII pH, temperature,
chlorine

Chung et al. [18]
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as high cost, complicated process, not easy to package, etc. that compared with the
structure of SEGFET.

Different WSN techniques and sensor analytical apparatus are presented in
literatures [17, 18]. We compare the properties of literatures [17, 18] and are
shown in Table 2. The WSN system of literature [17] is based on graphical lan-
guage LabVIEW with the Bluetooth wireless technique for handheld devices. But
the measurement system is limited to extend more sensor devices. In this study, the
measurement node has four channels, and the 16 bits A/D resolution of NI WSN
system can process more signal transfer quickly. However, a measurement node
offers four analog input channels. If we expect to extend more channels to transmit
analog signals, we just needed to add another measurement node to install in NI
WSN system. In addition, the analytical apparatus of graphical language Lab-
VIEW is the simpler and more flexible than literature [18]. The graphical language
LabVIEW is easily customized and controlled with different sensor devices.

The reproducibility and storage stability of the proposed flexible glucose bio-
sensor have been studied [19]. The lifetime of flexible glucose biosensor is affected
by the number of use, acid or alkaline environment in test solution, and temper-
ature in test solution or the preservation of environment when flexible glucose
biosensor is not in use. The research of lifetime of flexible glucose biosensor is
measured in different concentrations of glucose solution from 100 to 400 mg/dL
per 7 days. After using, the flexible glucose biosensor is preserved in 4 �C and the
measurement time is 30 days. Figure 11 is shown that the sensing characteristic of
sensitivity of flexible glucose biosensor is kept about 78.0 % after 30 days. The
analysis of measured results of flexible glucose biosensor is shown in Table 3.

The main objective of reproducibility and stability is the glucose biosensor to
be used repeatedly over a long period. The proposed glucose biosensor has been
studied in literature [20]. The glucose biosensor is stored dry at 4 �C and measured
at intervals of 1 week, and it remained about 75 % of the original sensitivity after
5 weeks. The literature [21] has evaluated the stability of the glucose biosensor,
which is stored at 4 �C. The storage stability of the glucose biosensor is tested by
monitoring the response currents in 0.2 mM glucose concentration over 20 days.
The optimum experimental result is the activity of the electrode remained about
83 % that contrast the initial current response, after the storage periods of 10 days.

In literature [22], the long-term stability of the glucose biosensor is studied by
amperometric detection of 5 mM glucose solution every 2 or 3 days over a month.
The glucose biosensor retains about 72.4 % of its initial response after 30 days.
Although the maintainable proportion of glucose biosensor of literature [21] has
been retained 83.0 % for 10 days, further the characteristic of glucose biosensor
should be shown over 10 days whether its keeps superior proportion. We compare
other literatures to demonstrate the proposed flexible glucose biosensor has
excellent stability for long-term use.
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4 Conclusion and Outlook

In this study, the wireless sensing system has been presented successfully for
detecting glucose values. The system is integrated with glucose detection system
and transmission platform. The wireless sensing system provides a real-time
monitoring and rapid detection, and the detection range is from 100 to 400 mg/dL
with average sensitivity is 0.192 mV(mg/dL)-1, and linearity is 0.975. Moreover,
the wireless sensing system is designed by using graphical language LabVIEW
which can design different functions according to user’s needs. The wireless
sensing system receives the detection signals and analyzes the characteristics of
flexible glucose biosensor.

The various potentiometric sensors or biosensors such as calcium ion, chlorine
ion, potassium ion, sodium ion etc., are suitable for combining with the wireless
sensing system in the application of future, which widely use in various applica-
tions and construct a healthcare system, monitoring function and offers the con-
venience of living. Wireless sensing system is a promising direction to develop for
applications of portable mobile measurement, healthcare and homecare.

Fig. 11 Lifetime
measurement of the flexible
glucose biosensor

Table 3 Lifetime of flexible glucose biosensor in this study is compared with other literatures

Sensing membrane Measurement
method

Measurement range Lifetime (day)/
maintainable
proportion (%)

Reference

RuO2 Potentiometric 100–400 mg/dL 30/78.0 In this study
Gold nanoparticles

biocomposite
Amperometric 5.0 lM–2.4 mM 35/75.0 Luo et al. [20]

Silver nanowire Amperometric 10.0 lM–0.8 mM 10/83.0 Wang et al. [21]
Wood ceramics Amperometric 0.5–7.0 mM 30/72.4 Qian et al. [22]
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Gate-Passing Detection Method Using
WiFi and Accelerometer

Katsuhiko Kaji and Nobuo Kawaguchi

Abstract Gate-passing information is useful for daily activity recording. We
propose a gate-passing detection method using WiFi and accelerometer. Since
doors divide such physical areas as rooms and hallways, the WiFi environments
tend to greatly vary. A gate should exist when the points in the WiFi environments
are significantly different. We define such points as WiFi significant points and
propose a detection method based on a WiFi propagation model and estimated
moving distance according to an accelerometer. We evaluated our proposed
method and found out that most door passings can be detected. We also found that
we can estimate the existence of doors that have identical door passings with a
high degree of accuracy. Furthermore, we propose a cumulative error correction
method of pedestrian dead-reckoning based on our proposed method as an
application.
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1 Introduction

Gate-passings, which refer to the entrances and exits to a building or a room and
going by a corridor, are crucial information for indoor location-based services,
especially for monitoring user activities, recognizing user migration pathways, and
lifelogs.

Traditional gate-passing detection methods suffer from the following problems.
The most general gate-passing detection method is IC card readers or RF tag
readers attached to gates. In such situations, users touch the readers with their
cards. The vision-based approach detects a gate [1]. Its door is extracted from the
images captured by the camera attached to a robot or a user. The restrictions of
camera locations burden general users. Another method uses proximity sensors [2],
although general mobile terminals don’t have them.

In this paper, we propose a gate-passing detection method [3]. We assume that
users have general smartphones. In our method, we use WiFi signal information
for gate detection and estimate the moving distance by accelerometers with which
most smartphones are equipped. WiFi access points (APs) must be placed in the
environment, even though many APs have already been placed in public buildings,
universities, and offices.

The following is the outline of our proposed method. Since WiFi signal strength
tends to be cut off or reduced by such gates as doors, we assume gates in a location
where the WiFi environment greatly varies. To acquire the degree of variation of
WiFi environments, we introduce and compare two kinds of moving distances that
are based on WiFi and accelerometers. If the WiFi-based distance deviate from the
accelerometer-based distance, we assume that the user is passing a gate.

2 Proposed Method

Many objects divide spaces, such as doors, elevators, and walls. Such objects tend
to cut off or weaken WiFi signal strength. The degree of decay depends on the
object’s material and the physical relationship between the object and the AP.
However, in many cases, WiFi environments separated by objects tend to be very
different.

Figure 1 shows an example where a WiFi environment is different because it is
separated by a door. If the user passes it, the WiFi environment changes. We
assume that if the WiFi environment greatly varies, the user is passing a gate such
as a door.

In this paper, we define a location where WiFi environments are separated by
significantly different locations as a WiFi significant point. We assume a situation
where users have standard smartphones and walk around indoors. Our method
requires two kinds of moving distances. One is accelerometer-based step estima-
tion, and the other is the distance based on the variation of WiFi signal strengths
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and the signal propagation model. If the latter distance deviate from the former
distance, the method judges that the user has passed a WiFi significant point.

One typical signal propagation model is the Seidel model [4], which represents
the relationship between the distance to an AP and its received signal strength
indication (RSSI). With the model, we can estimate the distance to AP using RSSI.

2.1 Fundamental Algorithm for Extracting WiFi
Significant Points

First, we formulate the WiFi significant point extraction algorithm by defining a
simple environment. It has only one AP whose location is unknown. Users walk
around it freely, thus the trajectory is not necessarily linear. From WiFi and
accelerometer information, two kinds of distances are estimated.

One distance is user minimum moving distance dmin that is estimated by the
WiFi information. When RSSI rt1 at time t1 changes to rt2 at time t2, the minimum
moving distance is represented as the following formula using WiFi propagation
model f:

dmin ¼ jf ðrt1Þ � f ðrt2Þj: ð1Þ

Figure 2 shows several possible trajectory examples where RSSI is changed
from -30 to -40 dBm. When the user linearly moves away from the AP, the
lengths of the distance of trajectories must be the shortest. The length is calculated
as |f( -30 dBm) - f( -40 dBm)|. If the user passed the WiFi significant point,
estimated minimum distance dmin should be larger than the actual walking
distance.

A B C  … A B C  …

RSSI list

Significant 

variance

Pass the door

Fig. 1 WiFi environment
variation by passing a door
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The other distance, which is maximum moving distance dmax between times t1
and t2, is estimated by an accelerometer. Walking steps can be extracted by
capturing the periodical local maximum and local minimum values of an accel-
erometer. Each step’s distance is estimated using the user’s height and the local
maximum and local minimum values. Here, if the user is walking linearly, the
distance is the sum of each step’s distance. If the user isn’t walking linearly, the
distance between the user’s positions at t1 and t2 must be shorter than the distance
of the linear walking. The sum of the walking distance must be the maximum
distance.

Based on dmin and dmax, we estimate whether the user passed the WiFi sig-
nificant point during t1 and t2. The algorithm is shown in Fig. 3. If dmax exceeds
dmin, the actual distance range can be estimated (Fig. 3, top). On the other hand, if
the WiFi environment varies significantly during t1 and t2, dmin should be larger
than the actual walking distance, and dmin is probably larger than dmax (Fig. 3,
bottom). In such situations, we judge that value dmin is not reasonable. Conse-
quently, we consider that the user passed the WiFi significant point during t1 to t2.

2.2 Extending Our Proposed Method for Real Environments

We introduce the effect of the fluctuation of RSSI and multiple WiFi information
and extend our proposed method for real environments. In the real world, WiFi
signals influence multipath fading so that RSSI is not constant. Using the average
or median RSSI values that are observed multiple times, the effect of fluctuation
can be reduced. We imagine a situation where users aren’t standing, so WiFi RSSI
cannot be observed multiple times. The effect of fluctuation cannot be ignored. At
the same time, we must consider the multiple WiFi information transmitted by
multiple APs. Recently, since many APs have been placed in various buildings, we
can receive multiple AP signals at a number of locations.

-30-40-50

 ) 40(     )30 ( −     −       −f              f

Minimum 
moving distance

Contour of RSSI
(interval: 10 dBm)

Fig. 2 Possible variation of
user trajectory when RSSI
varies from -30 to -40 dBm
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2.2.1 Effect of Fluctuation of RSSI

First, we introduce the effect of the fluctuation of RSSI and reconstruct our above
scheme as a stochastic model. In this paper, we approximate the fluctuation as a
Gaussian distribution. Several researches adopt Gaussian distribution to approxi-
mate RSSI fluctuation [5, 6]. We also regard the level of fluctuation as constant. In
ideal environments, the distance can be calculated using function f and RSSI rl,
and the distance is expressed as f(rl). The fluctuation is expressed as a Gaussian
whose average is rl and the standard deviation is rr (Fig. 4, top). At the time, in
the ideal environment, when RSSI is observed, distance rl - rr can be calculated
as f(rl) - f(rl - rr). Using the value, we approximate the distance fluctuation to
AP as a Gaussian distribution where the average is wl = f(rl) and the standard
deviation is wr = f(rl) - f(rl - rr) (Fig. 4, bottom).

Minimum distance dmin, which we introduced above, is expressed as a sub-
traction of Gaussian distributions. Consequently, minimum distance dmin is
expressed as a Gaussian whose average is dmin_l = wl1 - wl2, and the standard
deviation is dmin r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wr1 þ wr2
p

.
In the Sect. 2.2, the existence probability of WiFi significant points is expressed

as binary. On the other hand, by introducing fluctuation, the likelihood based on
two kinds of distances dmax and dmin are expressed as cumulative probability
(5 shaded area). The likelihood is calculated as Eq. 2. Here, erf(x) is an error
function.

p ¼ 1
2

1þ erf
dref � dlffiffiffiffiffiffiffi

2d2
r

p
 ! !

ð2Þ

The top of Fig. 5 is an example where cumulative probability p is high. In short,
the observed RSSI should probably be fluctuated. On the other hand, if p is under
threshold pthreshold (Fig. 5, bottom), the observed RSSI is unlikely even where the

distancedmaxdmin0

Actual moving domain can be estimated

minmaxd        d≥

distancedmax dmin
0

Actual moving domain cannot be estimated 
WiFi significant point

minmaxd        d<

dmin Minimum moving distance (based on WiFi)
dmax Maximum moving distance (based on accelerometer)Fig. 3 Fundamental basis of

WiFi significant point
extraction
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fluctuation is concerned. We assume that a WiFi significant point is passed
between observation times t1, t2.

Based on the fluctuation, a weak RSSI value should not be used to extract WiFi
significant points. If the RSSI is weak, the estimated distance to the AP is signif-
icantly different if the RSSI value is fluctuated. For example, using the WiFi
propagation model from the evaluation section, the distance where the RSSI is -80
dBm is 83 m, and the distance where it is -81 dBm is 91 m. The variance is only
1 dBm, but the difference of the estimated distances is 8 m. Therefore, we use RSSI
values that exceed threshold rthreshold for WiFi significant point extraction.

2.2.2 Multiple APs’ WiFi Information

Next, we introduce multiple AP RSSI information. When the user passes a point
where the WiFi environment changes significantly, RSSIs don’t always change
simultaneously due to the mobile device’s sensitivity and the device driver. Thus,
the time instants that WiFi significant points are observed don’t always match.

To reduce the problem, we aggregate WiFi significant points that come from
each AP’s RSSI as one WiFi significant point.

Based on the previous section, the existence of WiFi significant points from
each RSSI is judged in each observation interval between t and t ? 1. The WiFi
significant points receive votes for their respective intervals. Then the interval that
receives the most votes in a window, whose size is w, is deemed to be one WiFi
significant point. Figure 6 shows an example of the voting and the aggregation of
WiFi significant points. The window size is 4. In the example, four zones are voted
as WiFi significant point at first (Fig. 6, top). Then, according to the voting count
and window size, they are aggregated as two zones (Fig. 6, bottom). Finally, these
two zones are considered as WiFi significant point.

2.3 Identical Gate-Passing Detection and Passing
Direction Estimation

The aggregated WiFi significant points consist of multiple WiFi significant points
from multiple APs’ WiFi information. We believe that identical gate-passing
detection can be realized using the pattern of the AP’s information. The pattern of

distancewμ

wσ
RSSI

Fluctuation of estimated distance

distance

RSSI

rμ

f(rμ)

rσ

f(rμ-r σ)

Fluctuation of RSSI

Fig. 4 Conversion from
RSSI fluctuation to distance
fluctuation. (Top Gaussian
distribution of RSSI, Bottom
Gaussian distribution of
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ith WiFi significant point Si is expressed as a vector using the number of votes and
voted BSSIDs b.

Si ¼ ½bi;0; bi;1; . . .; bi;n� ð3Þ

The similarity of two arbitrary WiFi significant points Si, Sj is calculated using
Tanimoto coefficient T [7]:

T ¼ NðSi \ SjÞ
NðSiÞ þ NðSjÞ � NðSi \ SjÞ

: ð4Þ

The Tanimoto coefficient is a similarity metric to evaluate two sets. If they are
completely identical, T is 1. They don’t have a common element, and T is 0. Here,
N(x) is the number of elements in x.

When similarity T exceeds similarity threshold tthreshold, WiFi significant points
Si, Sj are estimated to be the same point, and the user is passing the gate again.

Furthermore, we estimated the passing direction using the pattern of the vari-
ance of the RSSIs. For each common BSSID b in Si and Sj, we checked the
variance direction to determine whether RSSI increased or decreased. If the

dmin_µ dmax

p

Likelihood: hign

dmin_µdmax

p

Likelihood: low

dmin_µ: the mean of minimum moving distance (based on WiFi)

dmax: maximum moving distance (based on accelerometer)

p: likelihood of the moving distance

Fig. 5 Distance likelihood
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Fig. 6 Voting and
aggregation of WiFi
significant points. Top voting,
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variance direction is the same, Nsame is incremented. If the variance direction is
different, Ndiff is incremented. If Nsame is larger than Ndiff, the user passed the gate
from the same direction, and if Ndiff are larger than Nsame, the user passed the gate
from a different direction.

2.4 Correction of WiFi Significant Points Using
Accelerometers

As above, RSSIs don’t always change at the gate-passing moment. Based on our
pilot study, the difference of the RSSI change timing and actual gate-passing
timing is not zero, and the difference may be about 10 s.

Next we corrected the WiFi significant point with an accelerometer. Generally,
when a person passes a gate, the step interval is long, and each step length is short,
even though the continuing time of the state is not so long. Based on the heuristics,
we developed simple gate-passing timing estimation using an accelerometer. In
our method, when the accelerometer’s local maximum and minimal are lower than
threshold gthreshold and the continuing time is lower than wthreshold, we assume the
time zone is a gate passing. Here, gthreshold means threshold of gate-acc and
wthreshold means threshold of gate-passing time.

If the time distance between a WiFi significant point and a gate-passing time is
under window size w, the time of the WiFi significant point is corrected to the
gate-passing time. When multiple WiFi significant points exist within the window,
the nearest WiFi significant point is corrected as the gate-passing time.

Note that our door passing estimation is not very robust. Various situations
probably exist where the estimation is not correct. For example, when the envi-
ronment is crowded, people stand or walk slowly for a short time. The method is
probably inaccurate when a person slow down to passes a corridor’s corner.

2.5 Restrictions

Our proposed method is very dependent on the physical relationships between
gates and APs. Thus, not all gate passings can be detected by our method. If there
are no APs around a gate, gate passings cannot be detected. Even if an AP exists
around a gate, there are patterns of physical relationships between the AP and the
gate where our method cannot extract gate passings. Figure 7 shows two of the
examples. In such a situation as the top of Fig. 7, the RSSIs at points A and B are
almost the same, so the gate passings cannot be extracted by the RSSI variance. In
such a situation as the bottom of Fig. 7, the pattern of the RSSI variance of passing
rooms C and D is almost the same. Thus, using our proposed identical gate-passing
detection, the doors of the two rooms should be detected as the identical door.

446 K. Kaji and N. Kawaguchi



Additionally, there are several restrictions to apply our proposed method. First,
the gate must physically divide the environment like doors and elevators. Second,
the person himself should open a gate to pass. If the door is already open, the RSSI
variance cannot be captured.

3 Experiments

We experimentally evaluated the accuracy of our method using the gate-passing
detection method and the identical gate-passing estimation method.

3.1 Experimental Environment

We conducted our experiment on the 1st and 4th floors of the IB Information
Buildings on Nagoya University. The door alignment and types are shown in Figs. 8
and 9. There were nine doors in the environment including one automatic door.

A B

C D

Fig. 7 Examples of
situations where it is
impossible to apply proposed
method

A
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C D (automatic door)
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4F
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court

G
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Central building
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Fig. 8 Door alignment. Top
1F, bottom 4F
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Doors A F are the entrance doors of the buildings, and doors G I are inside the
buildings.

Table 1 overviews the observation data. The subject is one of the authors of this
paper who used an iPhone3G smartphone. He put it in his waist holder and walked
around the experimental environment. His walking speed was not constant;
standing and slow walking were included except for door passings. Our proposed
method is applicable when users themselves open and close doors, so he opened
and closed doors when passing them.

3.2 Settings

We adopted LaMarca’s parameter of the Seidel model [8] (Eq. 5).

f ðrÞ ¼ �32� 25log10r ð5Þ

Step length s is calculated by the following formula [9].

s ¼ 0:26 � height þ ðpeakdiff � peakavgÞ � 5:0: ð6Þ

Here, peakdiff is the difference between the value of the local maximum and the
local minimum in each step and peakavg means the average value of peakdiff. The
user’s height is height. In this experiment, we set the values as height = 1.80 m,
peakavg = 1.11 g (Table 2).

A,B,C,E,F D G H,I

Fig. 9 Door types

Table 1 Overview of experimental data

Sampling rate of WiFi observation 1 Hz
Sampling rate of accelerometer 100 Hz
Number of doors 9
Number of door passings A–F: 10 times, BG–I: 20 times
Total experimental time 5,300 s
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3.3 Results

3.3.1 Gate-Passing Detection Method

Table 3 shows the result of gate-passing detection. We define correct answers to
be when a detected gate passing is within 10 s of the actual door passing. The
precision of the gate-passing detection was about 58 %, and the recall was about
76 %. Consequently, our proposed method detected about half of the door pas-
sings, but it doesn’t always detect them.

Figure 10 shows the accuracy of the gate-passing detection for individual
doors. The maximum accuracy is 100 %, and the minimum accuracy is 40.0 %.
Based on the results, the accuracy of the gate-passing detection significantly differs
by door, even though gate-passing detection is possible when the user passes the
door many times.

Automatic doors provide minimum accuracy. When passing automatic doors,
the step length around the door isn’t shorter than manual doors. This explains why
the accuracy of automatic door passing detection is low. Of course, our method is

Table 2 Experimental
parameters

Fluctuation of RSSI rr 2.5 dBm
Threshold of RSSI rthreshold -60 dBm
Threshold of likelihood pthreshold 0.1 %
Threshold of similarity tthreshold 0.4
Window size w 10 s
Threshold of gate-acc gthreshold 0.15 G
Threshold of gate-passing time wthreshold 2.0 s

Table 3 Accuracy of gate-
passing detection

Gate-passing detected points 157
Actual gate passings 120
Successful gate-passing detection 92
Precision (%) 59
Recall (%) 76
F-measure (%) 66
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A B C D E F G H I

Fig. 10 Gate-passing
detection accuracy for
individual doors

Gate-Passing Detection Method Using WiFi and Accelerometer 449



influenced by the door’s material and the distribution of APs. This is one reason
that the accuracy of gate-passing detection widely differs by door.

On the other hand, WiFi significant points were detected except for around the
gate. One reason is the existence of WiFi hotspots caused by reflections and
multipaths. For example, corridor’s corner tends to be WiFi hotspot.

3.3.2 Identical Gate-Passing Estimation

Using successfully detected points (92 points), we evaluated the identical gate-
passing estimation. Precision, recall, and F-measure are shown in Table 4.
Figure 11 shows the individual door results of the identical gate estimation. The
accuracy of door G is obviously higher than the other doors. Door G is the thickest,
and one AP is placed near it. Such an ideal environment enhances the accuracy of
identical gate-passing estimation.

The number of errors relevant to doors H and I is 43, 19 of which were
mistaken for other doors. Doors H and I are located within 3 m of each other, so
the pattern of their WiFi environments is similar.

Consequently, the accuracy of identical gate-passing estimation is not as high as
gate-passing detection, even though we found doors on which the identical gate-
passing estimation method was successfully performed. Therefore, we believe that
our method is useful for restrictive situations.

For 245 pairs that were correctly estimated as the same gate, we applied the
gate-passing direction estimation method, and the accuracy was 92 %.

Table 4 Accuracy of identical gate-passing estimation

WiFi significant points related to door passings 92
Pair of WiFi significant points that hline have identical gates 348 pairs
Pairs of WiFi significant points where hline identical gate detection was correct 245 pairs
Pairs of WiFi significant points where hline they should be estimated as same gate 508 pairs
Precision (%) 70
Recall (%) 48
F-measure (%) 57
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Fig. 11 Accuracy of
identical gate-passing
detection for each door
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Additionally, for door G whose accuracy of identical gate-passing estimation was
high, the accuracy of the gate-passing direction estimation was 100 %. Conse-
quently, the gate-passing direction estimation method is generally useful.

4 Related Works

There are several researches on gate detection. Patel proposed a person movement
detection method based on air pressure sensors attached to HVAC units [10]. The
method captures door openings and closings, door-passing based on the variation
patterns of air pressure, although a case might exist where air pressure sensors are
difficult to attach to HVAC units due to a building’s structure. Moreover, if
multiple persons exist, this method cannot track an individual.

GPS-based building entrance/exit detection methods have also been proposed
[11]. Generally, GPS signal strength tends to be weak Inside buildings. In our
method, with training data that were observed beforehand, we generated a
detection model. Therefore, a labor cost problem exists for prior observation. On
the other hand, our proposed method needs no preparation.

Hotta proposed a robust room-level location estimation method [12]. When
generating WiFi fingerprints, the distance to the nearest door is input. Addition-
ally, they introduced a room transition probability, which is generated using the
distance to the nearest door; the probability will be high when the location is near a
certain door. Our method doesn’t just detect actual door passings; it also enhances
the transition probability.

5 Application

We are currently trying to correct cumulative error of personal dead-reckoning
(PDR) [13]. By using the proposed identical gate-passing detection method, PDR
could be more accurate like Fig. 12.

PDR is relative position tracking method using multiple sensors such as
accelerometer and magnetometer equipped in mobile devices. Sensor values
contain noise, so that error of estimated position tends to be large when the
tracking time duration is long. To solve the problem, a kind of absolute position
estimation method should be combined. There are several methods to estimate
absolute position by using GPS, RF tags and WiFi, and so on. Though, most of the
methods are not so practical indoors. GPS signal cannot arrive indoors well. RF tag
reader should be placed for each doors for RF tag based positioning. WiFi fin-
gerprints should be corrected previously in WiFi positioning, so that labor-cost is
high [14]. On the other hand, cumulative error correction based on our proposed
identified gate-passing detection can be realized at a lower cost. The method don’t
need to place some kinds of special devices such as RF tag reader for each doors,
and don’t need any operation previously such as observing WiFi environment.
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We think that the application is very practical for recording person’s daily
indoor activities such as working in office and live at home in detail. In daily life,
person tends to pass same gate frequently. For example, office worker passes same
door at the working room twice to go to and return from restroom. Therefore, our
method could detect identical gate-passing and can correct trajectory of PDR a
number of times on the same date.

6 Conclusion

We proposed a gate-passing detection method based on WiFi significant points.
Our method is based on the assumption that WiFi environments, which are divided
by gates, tend to be very different. Only WiFi and accelerometer information are
used to detect gate passings. We conducted several experiments and found that our
proposed method has the ability to detect more than half of the gate passings.
Identical gate-passing detection has very low accuracy. However, we found gates
whose accuracy of identical gate-passing methods is high.

Currently, we are developing an indoor pedestrian sensing corpus with a bal-
ance of gender and age for indoor positioning and floor-plan generation researches
(HASC-IPSC) [15]. The corpus contains over one hundred subjects’ pedestrian
sensing data in certain buildings. As future work, we are going to refine the
proposed method to achieve high accuracy by using the corpus. The corpus is
almost ready to publish. We consider to publish the corpus for free.
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such as Wi-Fi. Performance is a most fundamental issue, leading to more reliable
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measurements were performed on several performance aspects of Wi-Fi (IEEE
802.11a, b, g) WPA point-to-multipoint links. Our study contributes to perfor-
mance evaluation of this technology, using available equipments (DAP-1522
access points from D-Link and WPC600N adapters from Linksys). New detailed
results are presented and discussed, namely at OSI levels 4 and 7, from TCP, UDP
and FTP experiments: TCP throughput, jitter, percentage datagram loss and FTP
transfer rate. Comparisons are made to corresponding results obtained for WPA
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1 Introduction

Contactless communication techniques have been developed using mainly elec-
tromagnetic waves in several frequency ranges, propagating in the air. Examples
of wireless communications technologies are Wi-Fi and FSO, whose importance
and utilization have been growing.

Wi-Fi is a microwave based technology providing for versatility, mobility and
favourable prices. The importance and utilization of Wi-Fi have been growing for
complementing traditional wired networks. It has been used both in ad hoc mode
and in infrastructure mode. In this case an access point, AP, permits communi-
cations of Wi-Fi devices with a wired based LAN through a switch/router. In this
way a WLAN, based on the AP, is formed. Wi-Fi has reached the personal home,
where a WPAN permits personal devices to communicate. Point-to-point and
point-to-multipoint configurations are used both indoors and outdoors, requiring
specific directional and omnidirectional antennas. Wi-Fi uses microwaves in the
2.4 and 5 GHz frequency bands and IEEE 802.11a, 802.11b, 802.11g and 802.11n
standards [1]. As the 2.4 GHz band becomes increasingly used and interferences
increase, the 5 GHz band has received considerable attention, although absorption
increases and ranges are shorter.

Nominal transfer rates up to 11 (802.11b), 54 Mbps (802.11a, g) and 600 Mbps
(802.11n) are specified. CSMA/CA is the medium access control. Wireless com-
munications, wave propagation [2, 3] and practical implementations of WLANs [4]
have been studied. Detailed information has been given about the 802.11 archi-
tecture, including performance analysis of the effective transfer rate. An optimum
factor of 0.42 was presented for 11 Mbps point-to-point links [5]. Wi-Fi (802.11b)
performance measurements are available for crowded indoor environments [6].

Performance evaluation is a crucially important criterion to assess the reliability
and efficiency of communication. In comparison to traditional applications, new
telematic applications are specially sensitive to performances. Requirements have
been pointed out, such as: 1–10 ms jitter and 1–10 Mbps throughput for video on
demand/moving images; jitter less than 1 ms and 0.1–1 Mbps throughputs for Hi
Fi stereo audio [7].

Wi-Fi security is very important. Microwave radio signals travel through the air
and can be easily captured by virtually everybody. Therefore, several security
methods have been developed to provide authentication such as, by increasing
order of security, WEP, WPA and WPA2. WEP was initially intended to provide
confidentiality comparable to that of a traditional wired network. A shared key for
data encryption is involved. In WEP, the communicating devices use the same key
to encrypt and decrypt radio signals. The CRC32 checksum used in WEP does not
provide a great protection. However, in spite of its weaknesses, WEP is still widely
used in Wi-Fi communications for security reasons. WPA implements the majority
of the IEEE 802.11i standard [1]. It includes a MIC, message integrity check,
replacing the CRC used in WEP. WPA2 is compliant with the full IEEE 802.11i
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standard. It includes CCMP, a new AES-based encryption mode with enhanced
security. WPA and WPA2 can be used in either personal or enterprise modes.
In this latter case an 802.19 server is required. Both TKIP and AES cipher types
are usable and a group key update time interval is specified.

Several performance measurements have been made for 2.4 and 5 GHz Wi-Fi
open [8, 9], WEP [10], WPA [11] and WPA2 [12] links, as well as very high
speed FSO [13]. In the present work new Wi-Fi (IEEE 802.11a, b, g) results
arise, using personal mode WPA, through OSI levels 4 and 7. Performance is
evaluated in laboratory measurements of WPA point-to-multipoint links using
new available equipments. Comparisons are made to corresponding results
obtained for WPA point-to-point (PTP) and Open point-to-multipoint (PTMP)
links.

In prior and actual state of the art, several Wi-Fi links have been investigated.
Performance evaluation has been considered as a crucially important criterion to
assess communications quality. The motivation of this work is to evaluate per-
formance in laboratory measurements of WPA point-to-multipoint links using
available equipments. Comparisons are made to corresponding results obtained for
WPA PTP and Open PTMP links. This contribution permits to increase the
knowledge about performance of Wi-Fi (IEEE 802.11a, b, g) links [4–6]. The
problem statement is that performance needs to be evaluated under security
encryption and several topologies. The solution proposed uses an experimental
setup and method, permitting to monitor, mainly, signal to noise ratios (SNR) and
noise levels (N) and measure TCP throughput (from TCP connections) and UDP
jitter and percentage datagram loss (from UDP communications).

The rest of the paper is structured as follows: Sect. 2 presents the experimental
details i.e. the measurement setup and procedure. Results and discussion are
presented in Sect. 3. Conclusions are drawn in Sect. 4.

2 Experimental Details

The measurements used a D-Link DAP-1522 bridge/access point [14], with
internal PIFA *2 antenna, IEEE 802.11a/b/g/n, firmware version 1.31 and a 100-
Base-TX/10-Base-T Allied Telesis AT-8000S/16 level 2 switch [15]. The wireless
mode was set to access point mode. Two PCs were used having a PCMCIA IEEE.
802.11a/b/g/n Linksys WPC600N wireless adapter with three internal antennas
[16], to enable PTMP links to the access point. In every type of experiment,
interference free communication channels were used (chapter ‘‘Identification of
Multistorey Building’s Thermal Performance Based on Exponential Filtering’’ for
802.11a; chapter ‘‘Performance Evaluation of the Valveless Micropump with
Piezoelectric Actuator’’ for 802.11b, g). This was checked through a portable
computer, equipped with a Wi-Fi 802.11a/b/g/n adapter, running NetStumbler
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software [17]. WPA encryption was activated in the AP and the wireless adapters
of the PCs, using AES and a shared key composed of 26 ASCII characters. The
experiments were made under far-field conditions. No power levels above 30 mW
(15 dBm) were required, as the wireless equipments were close.

A new laboratory setup has been planned and implemented for the PTMP
measurements, as shown in Fig. 1. At OSI level 4, measurements were made for
TCP connections and UDP communications using Iperf software [18]. For a TCP
connection (TCP New Reno, RFC 6582, was used), TCP throughput was obtained.
For a UDP communication with a given bandwidth parameter, UDP jitter and
percentage loss of datagrams were determined. Parameterizations of TCP packets,
UDP datagrams and window size were as in [12]. One PC, with IP 192.168.0.2 was
the Iperf server and the other, with IP 192.168.0.6, was the Iperf client. Jitter,
which is the smooth mean of differences between consecutive transit times, was
continuously computed by the server, as specified by the real time protocol RTP, in
RFC 1889 [19]. Another PC, with IP 192.168.0.20, was used to control the settings
in the AP. The scheme of Fig. 1 was also used for FTP measurements, where FTP
server and client applications were installed in the PCs with IPs 192.168.0.2 and
192.168.0.6, respectively. The server and client PCs were HP nx9030 and nx9010
portable computers, respectively, running Windows XP. They were configured to
optimize the resources allocated to the present work. Batch command files have
been written to enable the TCP, UDP and FTP tests.

Fig. 1 Experimental laboratory setup scheme
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Fig. 2 Typical SNR (dB) and N (dBm); WPA PTMP and PTP links

Extended Performance Studies 459



The results were obtained in batch mode and written as data files to the client
PC disk. Each PC had a second network adapter, to permit remote control from the
official IP University network, via switch.

3 Results and Discussion

The access point and the wireless network adapters of the PCs were manually
configured for each standard IEEE 802.11a, b, g with typical nominal transfer rates
(1, 2, 5.5, 11 Mbps for 11b; 6, 9, 12, 18, 24, 36, 48, 54 Mbps for 11a,g). For every
fixed transfer rate, data were obtained for comparison of the laboratory perfor-
mance of the WPA PTMP and PTP links at OSI levels 1 (physical layer), 4
(transport layer) and 7 (application layer) using the setup of Fig. 1. For each
standard and every nominal fixed transfer rate, an average TCP throughput was
determined from several experiments. This value was used as the bandwidth
parameter for every corresponding UDP test, giving average jitter and average
percentage datagram loss.

At OSI level 1, noise levels (N, in dBm) and signal to noise ratios (SNR, in dB)
were monitored and typical values are shown in Fig. 2.

The main average TCP and UDP results are summarized in Table 1, both for
WPA PTMP and PTP links. The statistical analysis, including calculations of
confidence intervals, was carried out as in [20]. In Fig. 3 polynomial fits were
made (shown as y vs. x), using the Excel worksheet, to the 802.11a, b, g TCP
throughput data for PTMP and PTP links, respectively, where R2 [2] is the
coefficient of determination. It gives information about the goodness of fit. If it is
1.0 it means a perfect fit to data. It was found that, on average, the best TCP
throughputs are for 802.11a and PTP links (15.9 ± 0.5 Mbps, vs. 7.5 ± 0.2
Mbps for PTMP). On average TCP throughput for Open PTMP links (7.6 ± 0.2
Mbps) was found slightly better than for WPA PTMP links (7.5 ± 0.2 Mbps). In
Figs. 4 and 5, the data points representing jitter and percentage datagram loss
were joined by smoothed lines. It was found that, on average, the best jitter
performances are for 802.11g and PTP links (2.3 ± 0.1 ms). On average, jitter
performance was found similar for Open PMTP links (3.5 ± 0.4 ms) and WPA
PTMP links (3.5 ± 0.5 ms). Concerning percentage datagram loss, the best
performance was for 802.11a and PTP links (1.2 ± 0.2 %, vs. 2.2 ± 0.1 % for

Table 1 Average Wi-Fi (IEEE 802.11a, b, g) WPA results; PTMP and PTP links

Link type PTMP PTP

Parameter/IEEE standard 802.11b 802.11a 802.11g 802.11b 802.11a 802.11g

TCP throughput (Mbps) 1.1 ± 0.0 7.5 ± 0.2 6.3 ? 0.2 2.9 ? 0.1 15.9 ? 0.5 13.4 ± 0.4
UDP-jitter (ms) 6.0 ± 0.9 3.3 ± 0.7 3.5 ± 0.5 5.5 ? 0.2 2.5 ? 0.5 2.3 ? 0.1
UDP-% datagram loss 1.2 ± 0.2 2.2 ± 0.1 1.7 ± 0.1 1.2 ? 0.2 1.2 ? 0.2 1.8 ? 0.2
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Fig. 3 TCP throughput results (y) versus technology and nominal transfer rate (x); WPA PTMP
and PTP links
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Fig. 4 UDP—jitter results versus technology and nominal transfer rate; WPA PTMP and PTP
links
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Fig. 5 UDP—percentage datagram loss results versus technology and nominal transfer rate;
WPA PTMP and PTP links
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PTMP). On average, percentage datagram loss performance was found better for
Open PTMP links (1.0 ± 0.1 %) than for WPA PTMP Links (2.2 ± 0.1 %).
Generally, in comparison to PTP links, TCP throughput, jitter and percentage
datagram loss were found to show performance degradations for PTMP links. In
comparison to Open PTMP links, TCP throughput, jitter and percentage data-
gram loss were found to show performance degradations for WPA PTMP links,
where data length is increased.

At OSI level 7 we measured FTP transfer rates versus nominal transfer rates,
configured in the access point and the wireless network adapters of the PCs, for the
IEEE 802.11a, b, g standards. The result for every measurement was an average of
several experiments involving a single FTP transfer of a binary file with a size of
100 Mbytes. The FTP results show the same trends found for TCP throughput.

4 Conclusions

In the present work a new laboratory setup arrangement was planned and imple-
mented, that permitted systematic performance measurements of new available
wireless equipments (DAP-1522 access points from D-Link and WPC600N
adapters from Linksys) for Wi-Fi (IEEE 802.11a, b, g) in WPA point-to-multipoint
links.

Through OSI layer 4, TCP throughput, jitter and percentage datagram loss were
measured and compared for each standard and WPA PTMP and PTP links. It was
found that, on average, the best TCP throughputs are for 802.11a and PTP links.
On average, the best jitter performances were found for 802.11g and PTP links.
Concerning percentage datagram loss, the best performance was for 802.11a and
PTP links.

In comparison to PTP links, TCP throughput, jitter and percentage datagram
loss were found to show performance degradations for PTMP links, where the
access point has to maintain links between PCs. In comparison to Open PTMP
links, TCP throughput, jitter and percentage datagram loss were found to show
performance degradations for WPA PTMP links, where data length is increased.

At OSI layer 7, FTP performance results have shown the same trends found for
TCP throughput.

Further work involving additional performance studies is planned using several
equipments, topologies and security settings, not only in laboratory but also in
outdoor environments involving, mainly, medium range links.
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An Experimental Study of ZigBee
for Body Sensor Networks

José Augusto Afonso, Diogo Miguel Ferreira Taveira Gomes
and Rui Miguel Costa Rodrigues

Abstract We present an experimental performance evaluation of ZigBee
networks in the context of data-intensive body sensor networks (BSNs). IEEE
802.15.4/ZigBee devices were mainly developed for use in wireless sensors net-
work (WSN) applications; however, due to characteristics such as low power and
small form factor, they are also being widely used in BSN applications, making it
necessary to evaluate their suitability in this context. The delivery ratio and end-to-
end delay were evaluated, under contention, for both star and tree topologies. The
reliability of the ZigBee network in a star topology without hidden nodes was very
good (delivery ratio close to 100 %), provided the acknowledgement mechanism
was enabled. On the other hand, the performance in a tree topology was degraded
due to router overload and the activation of the route maintenance protocol trig-
gered by periods of high traffic load. The effect of the devices’ clock drift and
hidden nodes on the reliability of the star network was modeled and validated
through experimental tests. In these tests, the worst-case delivery ratio when the
acknowledgment is used decreased to 90 % with two sensor nodes, while for the
non-acknowledged mode the result was of 13 %. These results show that a
mechanism for distributing the nodes’ traffic over the time is required to avoid
BSN performance degradation caused by router overload, clock drift and hidden
node issues.
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1 Introduction

Recent advances in wireless communications, microelectronics and signal pro-
cessing are enabling the development of body sensor networks (BSNs). These
networks are mainly comprised by wearable or implantable sensor devices and a
wireless network to transport the collected data from the users’ bodies to a remote
site [1]. BSNs can be used to monitor diverse physiological parameters and sig-
nals, such as temperature, heart rate, blood pressure, blood oxygen saturation, body
posture, electroencephalogram (EEG), electrocardiogram (ECG) and electromyo-
gram (EMG) [2].

BSNs can provide significant benefits in the long term diagnosis and treatments
of patients, with minimum constrains to daily life activities. These networks allow
the patients to move freely, inside or outside the hospital, while providing con-
tinuous monitoring, which can be particularly useful when long periods of mon-
itoring are required. For example, many cardiac diseases are associated with
episodic abnormalities, such as transient surges in blood pressure or arrhythmias
[3], which cannot always be detected using conventional monitoring equipment.
BSNs have the potential to provide early detection and prevention [4] of such
pathologies, replacing expensive therapies later on.

IEEE 802.15.4 and ZigBee are widespread adopted network standards con-
ceived primarily for wireless sensor networks (WSN) applications, which typically
generate event based and low data rate traffic. Currently, these are also the most
widely used network standards for BSNs [1, 2, 5]. However, unlike WSNs, BSNs
usually generate periodic and, frequently, data-intensive traffic (e.g., ECG, EEG
and body posture data). Therefore, the suitability of these standards to transport the
traffic generated by this type of BSN sensors needs to be assessed.

Several works in the literature present performance evaluation results regarding
IEEE 802.15.4 and/or ZigBee protocols, for different application scenarios.
However, most of these results are based on analytical models [6–8] or simulations
[9, 10]. On the other hand, this work, which presents a revised and extended
version of our previous work [11], concerns the experimental performance eval-
uation of ZigBee and IEEE 802.15.4 using BSN traffic. This approach provides
further insight on the performance of these systems, by taking into account vari-
ables present in real-world implementations that have impact in the performance
but are overlooked in most theoretical models, such as the processing load in the
network nodes.

In [12], the authors present a multihop ZigBee-based BSN system for patient
monitoring in hospitals, where wearable patient units using MICAz motes are con-
nected to a commercial blood pressure and heart rate monitor. Experimental tests in
laboratory using three patient units resulted in no data loss. In [13], the authors present
a multihop 802.15.4-based BSN system that measures the heart rate and blood oxygen
levels of emergency room patients. The system was implemented using Telos motes
and used the Collection Tree Protocol (CTP) provided by TinyOS to forward the
measurements to a gateway. The measured delivery ratio was above 99.9 %.
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Unlike these two works, which only use low data rate sensors, our work considers
sensors that generate data-intensive traffic. Three relevant quality of service (QoS)
metrics are studied: delivery ratio (DR), end-to-end delay and goodput. Clock drift
and hidden nodes effects were also modeled and evaluated.

2 Network Standards and Platforms

2.1 IEEE 802.15.4 and ZigBee

The IEEE 802.15.4 standard [14] specifies the physical (PHY) and medium access
control (MAC) layers for low power, low data rate and low cost wireless network
devices. The PHY layer uses direct sequence spread spectrum (DSSS) and defines
different transmission rates and bands: 250 kbps for the 2.4 GHz band and
20/40 kbps for 868/915 MHz band, among other possible optional configurations.
The MAC layer defines two different operation modes: a non-beacon-enabled
mode, which uses an unslotted CSMA-CA (Carrier Sense Multiple Access-
Collision Avoidance) algorithm, and a beacon-enabled mode, which defines a
superframe structure and uses a slotted CSMA-CA algorithm. The MAC layer
provides also an optional guaranteed time slot (GTS) scheme, which allows the
allocation of dedicated bandwidth for devices; however, this scheme is limited to a
maximum of seven GTS allocations.

ZigBee [15, 16] is a standard designed for low power devices used on wireless
monitoring and control systems. The protocol supports star, tree and mesh
topologies. In star topology, all devices communicate directly with the coordina-
tor. Tree and mesh topologies allow to increase the range of the network by
introducing routers that relay the traffic from the end devices (EDs). The ZigBee
stack is based on the Open Systems Interconnection (OSI) model. Each layer
performs a specific set of services for the layer above. The stack is divided into
four distinct layers: physical (PHY), medium access control (MAC), network
(NWK) and application (APL). The IEEE 802.15.4 standard defines the two lower
layers of ZigBee: PHY and MAC. The NWK layer enables multihop network
communication and is responsible to create and maintain the network, discover
new routes and assign the devices short addresses, among others tasks. The APL
layer supports up to 240 applications on the same device.

2.2 Experimental Evaluation Platforms

The hardware platform used in the tests was the CC2530 development kit, which is
provided by Texas Instruments, a leading supplier of ZigBee products. It is based on
the CC2530 [17] SoC (System on Chip), which integrates a microcontroller and a
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transceiver in the same chip. The microcontroller is based on the 8051 architecture,
and the transceiver is compliant with the IEEE 802.15.4 standard in the 2.4 GHz
frequency band.

The experimental tests presented in this work were developed using the ZigBee
and IEEE 802.15.4 stack implementations provided by Texas Instruments: Z-Stack
and TIMAC, respectively. The Z-Stack version that was used, Z-Stack-CC2530-
2.4.0-1.4.0, supports the two stack profiles of the ZigBee 2007 specification: ZigBee
and ZigBee Pro. This Z-Stack version is a combination of the ZigBee stack imple-
mentation version 2.4.0 and the IEEE 802.15.4 stack implementation version 1.4.0.
Some of the experiments described in this work use only the IEEE 802.15.4 stack. In
these cases, the standalone TIMAC version TIMAC-CC530-1.3.1 was used.

3 Evaluation Methods and Models

This section describes the experimental evaluation methods and models that were
used to obtain the results presented in the next section. Channel 26 was used, due
to the absence of interference from Wi-Fi networks and other sources, verified
using a spectrum analyzer. Likewise, the transmission power and placement of the
nodes was set to assure that there are no packet losses due to path loss or shad-
owing effects, since the purpose of this study is to evaluate only the losses due to
collision and transmission attempt failures of the CSMA-CA protocol caused by
contention, clock drift and hidden nodes. In the tests with hidden nodes, the signals
of the sensor nodes were blocked from each other using metal plates and the nodes
were placed inside an anechoic chamber to avoid multipath propagation.

The default parameters of the IEEE 802.15.4 unslotted CSMA-CA algorithm
were used. The overhead introduced in the data packets by all ZigBee layers
accounts for a total of 264 bits, in all evaluation scenarios. All tests finish after the
coordinator has received 5,000 packets from the end devices. The tests presented
in this work used the ZigBee Pro stack profile, but the same tests were performed
using ZigBee stack and the results have shown no significant differences.

This work uses data-intensive traffic parameters extracted from a real imple-
mentation of a body posture monitoring system composed by multiple sensor
modules, each one containing three accelerometers and three magnetometers [18],
which are sampled at 30 Hz. Two different traffic configurations were used. In
mode A, packets are transmitted at 200 ms intervals, and the data packet length,
which includes six samples from each sensor plus the protocol overhead, is
89 bytes. In mode B, smaller packets of 62 bytes with half of the samples are
transmitted every 100 ms. Similar data-intensive traffic can be found in other BSN
applications, such as ECG monitoring, where the sampling rate can reach 250 Hz
per electrode [19].
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3.1 Delivery Ratio and Delay

In this evaluation scenario, the delivery ratio and end-to-end delay were measured
in a contention environment where multiple EDs generate packets to the coordi-
nator simultaneously. The delivery ratio (DR) represents the ratio of the number of
successfully delivered packets to the number of packets generated by the source
node application. The end-to-end delay is the time since the packet is delivered for
transmission by the source node application layer until it reaches the destination
node application layer.

Although star topologies are more common for BSNs, multihop topologies are
considered in many works [12, 13]. Therefore, two topologies were evaluated: star
and 2-hop tree. In the latter, a router forwards the packets from the EDs (sensor
nodes) to the coordinator.

The same tests were performed with both Z-Stack and TIMAC, in order to
observe the overall system behavior when supported by these two different stacks.
Since the IEEE 802.15.4 standard does not define a network layer, for the tests
using the TIMAC, the router of the 2-hop tree topology was simulated using a
peer-to-peer network where all the EDs transmit the packets to a specific device,
which relays the packets to the coordinator.

A wired trigger signal controlled by the coordinator was used to generate a
periodic interrupt on the EDs according to the transmission period, which was set
to 200 ms (mode A). The main objective of the trigger is to create a scenario of
contention where all the EDs try to access the medium at same time, which
represents a worst-case contention scenario. For the delay tests, an end device was
chosen to be the reference device for the measured values.

3.2 Clock Drift

This section proposes a model that uses the differential clock drift between two
ZigBee end devices to estimate the duration of two parameters: the interference
period (TInt), defined as the period during which the two end devices using the
unslotted CSMA-CA algorithm will contend for the channel due to the clock drift,
and the interference repetition interval (TIntRep). This model uses the times asso-
ciated to a packet transmission according to the unslotted CSMS-CA algorithm of
the IEEE 802.15.4 standard, which are shown in Fig. 1.

The transmission period (TTx) is composed by the random backoff interval
(TBackoff), a transceiver turnaround time (TTA) from RX to TX, the packet trans-
mission time (TPacket), a turnaround time from TX to RX and, finally, the ACK
transmission time (TAck). The turnaround time is defined in IEEE 802.15.4 stan-
dard and corresponds to 192 ls. The ACK transmission time is 352 ls, while the
packet transmission time depends on the payload length.
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Each end device EDn was physically connected to the coordinator (base sta-
tion), to measure the number of added or missing oscillations (ticksdrifted) within a
period T, in comparison to the coordinator’s clock. The differential clock drift
between the base station (BS) and end device n can be calculated through Eq. 1,
where fosc is the nominal clock frequency of the CC2530 (32 MHz).

DBS;EDn ¼
ticksdrifted

fosc � T
ð1Þ

The differential clock drift between ED1 and ED2 can be obtained, without the
knowledge of the absolute clock drift of the end devices (DEDn), from the
respective differential clock drifts in relation to the BS:

DED1;ED2 ¼ DBS;ED1 � DBS;ED2 ¼ DED2 � DED1 ð2Þ

Unsynchronized devices transmitting periodic traffic with the same nominal
period will eventually contend for the wireless channel due to the clock drift effect.
If the differential clock drift between ED1 and ED2 is DED1,ED2 and the nominal
transmission period of the nodes is given by TED, then both nodes will start to
contend for the wireless channel every TIntRep seconds. The value of the inter-
ference repetition interval can be obtained through Eq. 3:

TIntRep ¼
TED

DED1;ED2
ð3Þ

The interference period (TInt) during which two devices will compete for the
channel can be obtained through the Eq. 4, where TVul represents the vulnerability
time window.

TInt ¼
TVul

DED1;ED2
ð4Þ

Figure 2 shows this vulnerability time window under which the transmissions
of two nodes may interfere with each other.

Equations 5 and 6 represent the instants of time when the interference period
between devices ED1 and ED2 begins and ends, respectively.

tED2 þ TBackoff min þ TTA ¼ tED1 þ TTx max ð5Þ

t0ED1 þ TBackoff min þ TTA ¼ t0ED2 þ TTx max ð6Þ

TTx

Packet Ack

t
TBackoff TTA TPacket TTA TAck

Fig. 1 Times associated to
the IEEE 802.15.4 unslotted
CSMA-CA algorithm
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TBackoff_min is the minimum backoff period, which is equal to zero. TTx_max

represents the maximum period needed to transmit a packet and receive the
respective acknowledgment (if required), which is calculated using the maximum
backoff period (TBackoff_max = 2.24 ms). tEDn and t0EDn represent instants of time
where device n starts the CSMA-CA algorithm. We obtain TVul from t0ED1 - tED1:

TVul ¼ 2� ðTTx max � TTAÞ ð7Þ

To validate our model, we evaluated a ZigBee network formed by two end
devices that transmit packets in mode B (TED = 100 ms) to the coordinator in a
star topology. The packet transmission time in this case is 1.984 ms. In order to
better observe the interference periods and interference repetition intervals, we
forced a hidden node situation, so nodes are unable to backoff due to carrier sense,
and the ACK mechanism was disabled. Therefore, in this case:

TTx max ¼ TBackoff max þ TTA þ Tpacket ð8Þ

3.3 Hidden Node Problem

In this test, two ZigBee end devices hidden from each other transmit packets in
mode B in a star network topology. In order to analyze a worst-case scenario, the
nodes generate packets at the same time, according to a trigger signal sent by the
coordinator, and no acknowledgments are used.

The minimum transmission period (TTx_min) is associated to TBackoff_min (zero),
while the maximum transmission period (TTx_max) is achieved with TBackoff_max

(2.24 ms, which corresponds to 7 unit backoff periods). Given the packet trans-
mission time in this test (1.984 ms), when the coordinator triggers a transmission
in both EDs, the corresponding transmitted packets will not collide only if the
transmission periods of ED1 and ED2 are equal to TTx_min and TTx_max,

tED1 tED1 + TTx_max 

tED2 tED2 + TTx_min 

tED2’ tED2’ + TTx_max 

tED1’ tED1’ + TTx_min 

t

t

t

t

TVul tVul_init tVul_end 

Fig. 2 Vulnerability window
for the clock drift evaluation
scenario
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respectively, or vice versa. The probability for this specific case to occur (pTX) can
be obtained through the following equation:

pTX ¼ 2� pBackoff min � pBackoff max ð9Þ

The two probabilities on the right side of this equation are equal to 1/8, since
they come from a discrete uniform distribution with 8 possibilities (0 to 7).
Therefore, pTX is 3.125 %. This value corresponds to the expected DR of the
network when the ACK mechanism is not used.

3.4 Maximum Goodput

In this scenario a single ED transmits packets continuously to the network coor-
dinator in the star topology. The application layer waits for the indication that the
ACK has arrived before sending the next packet. The theoretical maximum
goodput is obtained using Eq. 10, where the average transmission period is the
sum of the MAC times presented on Fig. 1, using the mean backoff interval
(1.12 ms).

Goodput ¼ Payload Length½bits�
Average Transmission Period½s� ð10Þ

4 Results and Discussion

4.1 Delivery Ratio and Delay

During the tests with the Z-Stack in the 2-hop tree topology and with the
acknowledgment mechanism enabled, a router blocking problem was observed.
Through the use of a packet sniffer, it was noticed that the router relays packets for
just few seconds, then blocks for around 8 s, after what it becomes available again
and the process repeats. Several other tests were performed in other conditions,
and it was verified that this problem only occurred in tests where the router was
subject to high traffic load. A possible explanation for this problem is that the
router experiences an overload situation where it is not able to handle packet
relaying at the NWK layer when new packets are constantly being received at the
MAC layer (which is a higher priority task in the Z-Stack implementation).
Therefore, in order to allow the evaluation of the delivery ratio and delay during
the period where the router is not blocked, the number of packets received by the
coordinator for this particular experiment was reduced from 5,000 to 1,000
packets.
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Figure 3 presents the measured DR with Z-Stack as a function of the number of
sensor nodes. For the star topology, the DR was close to 100 % when the ACK
mechanism was used. However, the DR for the 2-hop tree topology with 3–5 end
devices was lower (around 96 %). The explanation is that, due to the high traffic
load generated by the end devices, the route maintenance protocol, triggered by the
router’s network layer, initiates the route discovery procedure frequently (each 5 s,
on average). This procedure, which lasts for around 250 ms, forces the router to
interrupt the packet relaying, causing packet drops due to buffer overflow. When
the acknowledgments are disabled, the DR decreases significantly in both topol-
ogies as the number of sensor nodes increases, as expected.

In order to compare the TIMAC performance with Z-Stack, the length of the
data packets has been equaled to the one used in the Z-Stack measurements
through the introduction of dummy bytes, since the TIMAC has smaller protocol
overhead. Figure 4 presents the DR with TIMAC as a function of the number of
sensor nodes.

The results with the ACK mechanism enabled are worse than the ones obtained
using the Z-Stack. This is explained by the fact that the Z-Stack network layer may
retransmit a packet if the MAC layer has failed to transmit it (the default is one
retransmission). The non-acknowledged experiments showed better results with
the Z-Stack for the tree topology, due to the router’s network layer capability for
buffering the received packets and relaying them in lower contention periods,
whereas the application that simulates the router in the TIMAC relays the received
packets immediately.

Figures 5 and 6 show the measured average and maximum end-to-end delay,
respectively, as a function of the number of sensor nodes, for both Z-Stack and
TIMAC, and using the ACK mechanism. The delays measured with TIMAC are
lower than those measured with the Z-Stack, due to the lower processing load
introduced by the TIMAC stack. As expected, the delays increase with the number
of nodes, because the contention, collisions and retransmissions also increase. The
activation of the route maintenance protocol for the Z-Stack tree topology with
3–5 nodes causes the buffering of packets in the NWK layer, increasing signifi-
cantly the maximum delay for the ZigBee network.

4.2 Clock Drift

Table 1 specifies the differential clock drifts between end device n and the BS
(DBS,EDn).

We have chosen end devices 0 and 1 for the experimental measurements and
model validation; for these nodes, the differential clock drift is
DED1,ED0 = 3.5 ppm. Using these values in Eq. 4, we obtain a TInt value of
40 min. The TIntRep period, which can be obtained through Eq. 3, is 7 h and
56 min. Figure 7 shows the results obtained in this test, which uses a moving
average window of 60 messages to compute the DR, corresponding to 6 s. The test
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Fig. 3 DR measured with
Z-Stack as a function of the
number of nodes

Fig. 4 DR measured with
TIMAC as a function of the
number of nodes

Fig. 5 Average delay as a
function of the number of
nodes for both Z-Stack and
TIMAC
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started at 18:15:10 and ended at 13:02:44 the next day. The DR was 100 % most of
the time, which corresponds to non-interference periods. The DR decreases when
the interference period starts, reaches a minimum when both devices are gener-
ating packets simultaneously, and then increases again until the end of the inter-
ference period. Taking into account these boundaries, the interference period
lasted for approximately 40 min. The interference repetition interval is approxi-
mately 7 h and 53 min. The measured TInt matches the value predicted by the
theoretical model, whereas TIntRep presents an error of 0.6 %. These results vali-
date the proposed model.

4.3 Hidden Node Problem

In this evaluation scenario, the measured DR when the acknowledgment is used
was 90 %, whereas for the non-acknowledged mode the result was of 13 %, which
is very close to the minimum DR verified in the clock drift experiment, shown in
Fig. 7. Previous results showed DRs in the absence of hidden nodes of 100 % and
91 % for two end devices transmitting in acknowledged and non-acknowledged
modes, respectively (Fig. 3). Therefore, when compared with the results without
hidden nodes, the results with hidden nodes show accentuated decrease in the DR.
These results show that, in a scenario of contention, the DR of a simple network
constituted by only two hidden EDs decreases considerably. With more hidden
nodes, the network performance would be even worse. This may seriously com-
promise the reliability of the network and, consequently, make it unable to satisfy
the QoS requirements [20] of BSN applications.

Fig. 6 Maximum delay as a
function of the number of
nodes for both Z-Stack and
TIMAC

Table 1 Measured
differential clock drifts to the
BS in ppm

DBS,ED0 DBS,ED1 DBS,ED2 DBS,ED3 DBS,ED4

3.6 0.1 -1.0 -0.5 0.2
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The DR measured in this experiment for the non-acknowledged mode (13 %) is
higher that the value predicted by the theoretical analysis (3.125 %) performed on
the previous section. In order to discover the origin of this discrepancy, we ana-
lyzed the log file of this specific experiment. The theoretical analysis assumes that
the coordinator should only receive packets that were sent from the nodes in the
absence of collision, which is only possible if node 1 selects TBackoff_min and node 2
selects TBackoff_max when the CSMA-CA is executed, or vice versa. Therefore, it
should not be possible, in principle, to receive packets from only one of the nodes;
however, this situation occurred, causing an increase on the DR. Using a packet
sniffer, it was possible to observe that both nodes transmit their packets when
triggered and, if one of the nodes was disabled, the coordinator receives all the
packets from the other node. It was also observed that if the transmit power of the
nodes were controlled in a way for the coordinator to receive equal power from
both nodes, the DR decreased, while it increased if the packets were received with
different power. Therefore, we conclude that the difference between theoretical
and experimental results may be related with the capture effect, where, in the
presence of collision, a packet may be successfully received if its power is suffi-
ciently greater than the power of the interfering packet.

4.4 Maximum Goodput

Figure 8 presents the theoretical and measured maximum goodput for star topol-
ogy, as a function of the payload length, using the Z-Stack. The measured goodput
is significantly lower than the theoretical values given by Eq. 10 because the latter

Fig. 7 DR with clock drift in a star topology with two hidden nodes
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was calculated using only the MAC times presented in Fig. 1. However, when the
delays from the application to the MAC layer (TAPP?MAC) and vice versa
(TMAC?APP) are added to the average transmission period, the theoretical values
become correct. For example, with 90-byte payload, the measured average
TAPP?MAC and TMAC?APP values were, respectively, 4.04 ms and 2.23 ms. Using
these values, the theoretical maximum goodput becomes 59.7 kbps, which is very
close to the measured value (60.5 kbps).

A simple enhancement, which consists in sending two packets from the
application layer from the MAC layer at the beginning, was implemented and
tested. As shown in Fig. 8, this enhancement provides a substantial increase in the
measured maximum goodput (70.7 % with 90-byte payload). The rationale is that
the MAC layer will always have a spare packet available on its buffer and
therefore it can bypass most of the delay between the application and MAC layers.

5 Conclusion

This work presented an experimental performance analysis of ZigBee in the context
of the BSNs, using the Texas Instruments implementations of ZigBee (Z-Stack) and
IEEE 802.15.4 (TIMAC).

For 2-hop tree, tests have shown that successive periods of high traffic load can
cause the ZigBee router to start the route discovery procedure, with negative
impact on the delay and DR. A router blocking problem, which is also caused by
high traffic loads and lasts several seconds, was also observed.

Results from the clock drift analysis showed that interference periods may last
for a long time due to the small clock drifts between nodes. The experiments have
also demonstrated the validity of the proposed clock drift model, where the the-
oretical and experimental results are close.

Other results have shown that the DR with hidden nodes is considerably worse.
Although this experiment considered a worst-case contention scenario, due to the
synchronization of packet generation instants, only two end devices were used.

Fig. 8 Maximum goodput
for star topology
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Multiple hidden nodes combined with the clock drift effect may cause frequent
network reliability problems during long periods.

Since BSN applications demand specific QoS requirements, these results sug-
gest that it is necessary to provide a mechanism to distribute the traffic load
generated by high traffic nodes along the time in ZigBee-based BSNs, in order to
prevent the router overload, clock drift and hidden node issues.
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Closed Form Solution and Statistical
Performance Analyses for Regularized
Least Squares Estimation of Retinal
Oxygen Tension

Gokhan Gunay and Isa Yildirim

Abstract For improved estimation of oxygen tension in retinal blood vessels, reg-
ularization of least squares estimation method was proposed earlier and it was shown
to be very effective. However, closed form solutions for the estimation, and bias and
variance of the estimator were not provided and comprehensive statistical analyses
were not done. In this chapter, we derive the closed form solution for the regularized
least squares estimation, bias and variance of the regularized least squares estimator
and with the help of the closed form solutions, statistical performance analyses of the
estimator are realized for different values of estimation parameters.

Keywords Closed form solution � Least squares estimation � Phosphorescence
lifetime imaging � Regularized estimation � Retinal oxygen tension � Statistical
performance analysis

1 Introduction

Accurate estimation of oxygen tension (pO2) in retinal vessels is of primary
importance since abnormality of oxygenation in retinal tissue, in many cases, gives
important clues regarding devastating common eye diseases such as diabetic ret-
inopathy, glaucoma, and age related macular degeneration [1, 2].
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Oxygen tension of retinal vessels can be estimated using phosphorescence
lifetime imaging model (PLIM) [3, 4] whose mathematical model was developed
by Lakowicz et al. [5] for fluorescence lifetime imaging model (FLIM). In [3, 4],
the least squares (LS) estimation method was used to obtain estimate of oxygen
tension in retinal vessels using PLIM.

While the LS estimation method is efficient in the computation sense, it produces
high variance, and artificial peaks in the estimates, and therefore gives values outside
of the physiological range. In order to overcome these shortcomings, regularization
of the LS estimation method was proposed by Yildirim et al. [6].

Regularization has been extensively used in several problems such as image
processing [7, 8], biomedical imaging [9, 10], and astronomical imaging [11] and
its success in many problems was the main motivation of Yildirim et al. [6] to
develop a regularized least squares (RLS) estimation method in the estimation of
oxygen tension in retinal vessels.

In their study, after considering the physiology of retinal tissue in which oxygen
tension of a retinal vessel does not vary rapidly in a small neighborhood [12], they
assumed that mean value of a pixel value in an oxygen tension map of retinal
blood vessel can be formulated as weighted mean of oxygen tension values of its
neighboring pixels. It was shown that their RLS method is much better than the LS
estimation approach in many senses such as robustness to noise, having much less
variance, obtaining smoother pO2 maps and therefore generating pO2 values which
are in the physiologically expected range. However, in their study, iterative pro-
cedures such as steepest descent algorithm were used to find minimum of the RLS
cost function and a closed form solution was not provided. Bias and variance of the
estimator were also estimated using some Monte-Carlo simulations.

Closed form solutions for the RLS estimations and its bias and variance was
proposed in [13] and in this paper, we give derivation of them considering the RLS
estimation method proposed in [6]. With the help of the closed form solutions RLS
estimator, we examined and showed the effects of the regularization parameters,
window size and weighting coefficients of neighboring pixels, which are used in
the formation of regularization term in the model, and phosphorescence obser-
vation number on the statistical performance of the estimator.

2 Background

2.1 Phosphorescence Lifetime Imaging Model

In phosphorescence life time imaging model, a linear model developed earlier for
the fluorescence life time imaging [5] is used. The intensity of the emitted
phosphorescence, denoted by I(t), is given as:
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I tð Þ ¼ Io expð�t=sÞ; ð1Þ

where Io is the maximum intensity at time zero and s is the lifetime of the
phosphorescence.

The relationship between the phosphorescence lifetime and density of the
quenching agent, which is oxygen, is given by the Stern-Volmer expression:

s0

s
¼ 1þ Kus0½pO2�; ð2Þ

where [pO2] (mmHg) is the oxygen tension, Ku is the quenching constant, and s0 is
the lifetime in zero oxygen environments.

Considering (2) and for given constants Ku and s0, s first must be determined in
order to find ½pO2�. The intensity depends on the phase angle between the mod-
ulated excitation laser light and the emitted phosphorescence, denoted by h.
Therefore, the lifetime can be calculated from the distribution of intensity values
in different modulation phase images.

The relation between s and h, the phase angle of the phosphorescence, is given by;

tan h ¼ xs; ð3Þ

where x is the modulation frequency. If the modulation frequency and modulation
phase delay are respectively x and hn then the integrated phosphorescence
intensity at each pixel is:

I hnð Þ ¼ k½Pd� 1þ 1
2

mmn cosðh� hnÞ
ffi �

n ¼ 1; 2; . . .S; ð4Þ

where k, [Pd] and m are unknown and mn is the known modulation profile. S is
number of measurements at each pixel for different phase values of hn.

Using the trigonometric identity,

cosðh� hnÞ ¼ cosðhÞ cosðhnÞ þ sinðhÞ sinðhnÞ; ð5Þ

the intensity values in (4) can be written as:

IðhnÞ ¼ k½Pd� þ 1
2

k½Pd�mmnðcosðhÞ cosðhnÞ þ sinðhÞ sinðhnÞÞ ð6Þ

Defining a0 ¼ k½Pd�, a1 ¼ ð1=2Þk½Pd�mmn cosðhÞ, and, b1 ¼ ð1=2Þk½Pd�mmn

sinðhÞ, we can re-write (6) as:

IðhnÞ ¼ a0 þ a1 cosðhnÞ þ b1 sinðhnÞ ð7Þ

from the equations above, the phase angle h in (6) is obtained as:
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h ¼ tan�1ðb1=a1Þ ð8Þ

Using Eqs. (2), (3) and (8), the oxygen tension values at each observation
location can therefore be obtained from only a1 and b1.

In the absence of noise, the observed intensity vector for each pixel, by using
(7), can be given as:

I1

..

.

In

..

.

Ii
S

2
666664

3
777775
¼

1 cos h1ð Þ sin h1ð Þ
..
.

1 cos hnð Þ sin hnð Þ
..
.

1 cos hSð Þ sin hSð Þ

������������

������������

a0

a1

b1

2
4

3
5; ð9Þ

where hn = 2p(n - 1)/S, In is n-th phosphorescence intensity observation, and
S denotes the number of observation per pixel.

In the presence of additive noise (9) becomes;

I1

..

.

In

..

.

Ii
S

2
666664

3
777775
¼

1 cos h1ð Þ sin h1ð Þ
..
.

1 cos hnð Þ sin hnð Þ
..
.

1 cos hSð Þ sin hSð Þ

������������

������������

a0

a1

b1

2
4

3
5þ

N1

..

.

Nn

..

.

NS

2
666664

3
777775

ð10Þ

The noise contaminated observation data in the phosphorescence lifetime
images is modeled by (10). As can be seen explicitly, this estimation requires at
least three observations for each location.

2.2 Estimation of Oxygen Tension from the LS Estimates
of the Model Parameters

Considering the Eq. (2.10) for i-th pixel and defining A, yi, ni and Xi as:

A ¼

1 cos h1ð Þ sin h1ð Þ
..
.

1 cos hnð Þ sin hnð Þ
..
.

1 cos hSð Þ sin hSð Þ

��������������

��������������

; yi ¼ Ii
1 Ii

2. . .Ii
S

� �T
;

ni ¼ Ni
1N i

2. . .Ni
S

� �T
; xi ¼ ai

0 ai
1 bi

1

� �T
;

ð11Þ
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we can re-write (10) as yi ¼ Axi þ ni.

We model the additive noise as i.i.d. Gaussian and then the cost function can be
given as:

Ci ¼ yi � Axi2
�� �� ð12Þ

Using this cost function, the LS estimate of x can be given as:

x̂i ¼ Qyi ¼ xi þ Qni; ð13Þ

where Q is the pseudo inverse matrix of A, Q ¼ ðAT AÞ�1AT .
From the Eqs. (2), (3), (8) and (10), we see that assessment of oxygen tension values

requires estimation of a1 and b1. âi
1 and b̂i

1 are respectively equal to x̂i 2ð Þ and x̂i 3ð Þ and
using Eqs. (2), (3), (8) and (13) oxygen tension for the i-th pixel can be given as:

pOi
2 ¼

1
Ku

1
s
� 1

s0

ffi �
¼ 1

Ku

xâi
1

b̂i
1

� 1
s0

 !
: ð14Þ

2.3 Regularization of the Least Squares Estimation

The RLS approach in [6] using phosphorescence lifetime imaging model will be
briefly described here.

In [6], the RLS cost function for a1 parameter was defined as follows:

f i
a1
¼ ðai

1 � âi
1Þ

2 þ bðai
1 � a�i

1 Þ
2; ð15Þ

where b is the regularization parameter, and ai
1 denotes the mean value of the

parameter to be estimated for the i-th pixel considering 3 9 3 neighborhood relation.
âi

1 is the LS estimate of the parameter a1 for i-th pixel defined by (6) and (7). Their
assumption depends on that variation of oxygen tension values in a small neigh-
borhood within the retinal arteries and veins should physiologically be minimal.

Additionally, it can be seen from the Eq. (15) that there is no pixel-wise
solution. This is because for a pixel, regularization term in the cost function
includes mean average of neighboring pixels’ value. Therefore, the problem must
be globally handled for all pixels in the oxygen tension map. The globalized cost
functions for the parameters a1 and b1 are given as follows:

Fa1 ¼
XM

i¼1

f i
a1; Fb1 ¼

XM

i¼1

f i
b1; ð16Þ
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where M denotes number of pixels in the map.
In [6], a gradient-based iterative approach was used to find minimum of the

global cost function.

3 Derivation of Closed Form Solutions for the Regularized
Least Squares Estimation, its Bias and Variance

3.1 Closed Form Solution for the Regularized Least Squares
Estimation

In the following expressions, phosphorescence intensity observations are shown in
a vector form by reordering the matrix elements column wise. Traditionally, for
the i-th pixel, the RLS cost function can be given as follows:

ci
RLS ¼ yi � Axi

�� ��2

2
þ c xi � �xi
�� ��2

2
; ð17Þ

where yi, c and A stand for noise corrupted observation vector, regularization
parameter and the system matrix, respectively. Additionally, the parameter to be
estimated xi and its mean are defined as follows:

xi ¼ ai
0 ai

1 bi
1

� �T
; �xi ¼ ½K i; :ð Þa0 K i; :ð Þa1 Kði; :Þb1�T ; ð18Þ

where a0, a1 and b1 are vectorized PLIM parameters and K is weighted mean
matrix defining interrelations between a0, a1 and b1 parameters of the pixels (see
Appendix). The global RLS cost function is written as:

CRLS ¼
XM

i¼1

ci
RLS; ð19Þ

where M is number of pixels in the oxygen tension map. Let X 2 <IxJ , Xk kF is
called as Frobenius norm in <IxJ space and defined as [13]:

Xk kF¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr XTX
	 
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr XXT
	 
q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXI

i¼1

XJ

j¼1

XijXij

vuut ; ð20Þ

where tr denotes the trace of a matrix. The operation tr XT X
	 


is called as
Frobenius inner product [14]. Following that, the global cost function using
Frobenius inner product can be given as follows:
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CRLS ¼ Y � AXk k2
F þ c X � �Xk k2

F ; ð21Þ

where A is the system matrix, c is the regularization parameter and:

X ¼
a1

0
a1

1
b1

1

. . .

. . .

. . .

ai
0

ai
1

bi
1

. . .

. . .

. . .

aM
0

aM
1

bM
1

������
������ ¼ ½x

1. . .xi. . .xM � and Y ¼

I1
1 . . . Ii

1 . . . IM
1

..

.
. . . ..

.
. . . ..

.

I1
p . . . Ii

p . . . IM
p

..

.
. . . ..

.
. . . ..

.

I1
S . . . Ii

S . . . IM
S

������������

������������
ð22Þ

where Ii
p and S are respectively p-th phosphorescence intensity observation for i-th

pixel and number of observation per pixel. Considering the definition of the X,
Eqs. (18) and (21) can be rewritten as follows:

�xi ¼ ðK i; :ð ÞXTÞT ; ð23Þ

CRLS ¼ Y � AXk k2
F þ c X � ðKXTÞT

�� ��2

F
: ð24Þ

For the PLIM parameters, the regularization term in the cost function (24) can
be fragmented as follows:

X � KXT
	 
T

��� ���2

F
¼ a0 � Ka0k k2

2þ a1 � Ka1k k2
2þ b1 � Kb1k k2

2 ð25Þ

The data fidelity term in Eq. (24) can be rewritten as:

Y � AXk k2
F ¼ trðYT YÞ � 2trðYT AXÞ þ trðXT AT AXÞ ð26Þ

Since AT A is as follows:

AT A ¼
S 0 0
0 S=2 0
0 0 S=2

������
������; ð27Þ

where S is number of observation per pixel, trðXT AT AXÞ becomes:

tr XT AT AX
	 


¼ SaT
0 a0 þ

S

2
aT

1 a1 þ
S

2
bT

1 b1 ð28Þ

Additionally, from the definition of the Frobenius inner product, trðYT AXÞ can
be rewritten as follows:
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tr YT AX
	 


¼ tr XYT A
	 


¼ aT
0 YT Að:; 1Þ þ aT

1 YT Að:; 2Þ þ bT
1 YT Að:; 3Þ ð29Þ

Considering the equations above, the global cost function can be given as:

CRLS ¼ tr YT Y
	 


þ aT
0 Sa0 � 2YT A :; 1ð Þ
	 


þ aT
1

S

2
a1 � 2YT A :; 2ð Þ

ffi �

þ bT
1

S

2
b1 � 2YT A :; 3ð Þ

ffi �
þ c a0 � Ka0k k2

2þ a1 � Ka1k k2
2þ b1 � Kb1k k2

2

� �
:

ð30Þ

After taking gradient of the cost function with respect to the parameter a1 and
equalizing the gradient to zero, we get the RLS estimate of the parameter a1.

ra1 CRLS ¼ Sa1 � 2YT A :; 2ð Þ
	 


þ 2c I � 2K þ KT K
	 


a1 ¼ 0 ð31Þ

Assuming that c = Sb/2, we can rewrite Eq. (31) as follows:

ra1 CRLS ¼ Sa1 � 2YT A :; 2ð Þ
	 


þ Sb I � 2K þ K2
	 


a1 ¼ 0;

and we get â1�RLS as:

â1:RLS ¼ I þ b I � 2K þ K2
	 
	 
�1 2

S
YT A :; 2ð Þ

ffi �
: ð32Þ

The same way can be followed for the parameter b1:

rb1 CRLS ¼ Sb1 � 2YT A :; 3ð Þ
	 


þ Sb I � 2K þ K2
	 


b1 ¼ 0 ð33Þ

Finally, we get b̂1�RLS as:

b̂1:RLS ¼ I þ b I � 2K þ K2
	 
	 
�1 2

S
YT A :; 3ð Þ

ffi �
ð34Þ

Considering the definition of AT A and its inverse, it is explicit that 2
S YT A :; 2ð Þ
	 


and 2
S YT A :; 3ð Þ
	 


are the LS estimates of the a1 and b1 parameters, respectively.
Therefore, we can rewrite the RLS estimates of a1 and b1 parameters as follows:

â1:RLS ¼ I þ b I þ KT K � K � KT
	 
	 �1

â1�LS; ð35Þ

b̂1:RLS ¼ I þ b I þ KT K � K � KT
	 
	 �1

b̂1�LS: ð36Þ

To abbreviate the notation, we define a new matrix L as:
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L ¼ I þ b I þ KT K � K � KT
	 


; ð37Þ

where, I stands for the identity matrix. Using the matrix L, the RLS estimates of
the parameters a1 and b1 can be rewritten in a simpler form as:

â1:RLS ¼ L�1â1�LS; ð38Þ

b̂1:RLS ¼ L�1b̂1�LS: ð39Þ

3.2 Bias of the Regularized Least Squares Estimation

It is well known that the LS estimator is unbiased. Following this fact and using
(35), we can define the bias vector of the RLS estimator for a1 as:

Ba1 ¼ a1 � E â1:RLSf g ¼ a1 � E Lâ1:LSf g; ð40Þ

Ba1 ¼ a1 � LE â1:LSf g: ð41Þ

Since E â1:LSf g ¼ a1, the bias of the RLS estimator can be found as:

Ba1 ¼ a1 � La1ı ¼ ðI � LÞa1: ð42Þ

3.3 Variances of the Least Squares and Regularized Least
Squares Estimations

Oxygen tension depends on ratio of the model parameters b1 and a1. However,
variance of this ratio cannot be found in our model due to the well-known fact that
ratio of two Gaussian random variables does not have a defined variance value. In
this regard, we only consider variances of a1 and b1 individually. Since we
modeled the noise as i.i.d. Gaussian, covariance matrices of the a0, a1 and b1

parameters are equal for each pixel. We define the LS estimate of the parameter
vector as:

xi ¼
âi

0
âi

1

b̂i
1

2
4

3
5 ¼ QYð:; iÞ; ð43Þ

where, i denotes pixel number under consideration. Covariance matrix of the
observation vector is equal to the covariance matrix of the noise.
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ð44Þ

Cov xi
 �

¼ E QYð:; iÞðQYð:; iÞÞT
 �

¼ QVar Yð:; iÞf gQT ð45Þ

Since Yð:; iÞf g ¼ r2
nI;

Cov xi
 �

¼ r2
nQQT ¼ r2

nðAT AÞ�1AT AðATAÞ�T ¼ r2
nðAT AÞ�T ¼ r2

nðAT AÞ�1

¼ r2
n

1=S 0 0
0 2=S 0
0 0 2=S

2
4

3
5

ð46Þ

where S denotes number of phosphorescence intensity observation per pixel.
Considering the parameters of i-th pixel, as can be seen from Cov xif g, cross-

covariances of âi
0, âi

1 and b̂i
1 are equal to zero and their auto-covariances are r2

n=S,
2r2

n=S and 2r2
n=S respectively. Since there is no relationship between pixels in

the LS estimation, auto-covariance matrix of â1�LS can be given as:

Cov â1�LSf g ¼ ð2r2
n=SÞINxN : ð47Þ

As shown above, â1�RLS is equal to Lâ1�LS. Using this, we can write variance of
â1�RLS as:

Cov â1�RLSf g ¼ LVar â1�LSf gLT ¼ ð2r2
n=SÞLLT : ð48Þ

4 Results

4.1 Simulation Data

To generate the simulated data we used in this work, physiological features and
topology of real retinal vessels were followed strictly based on the previous studies
[12]. i.i.d. white Gaussian noise, for different SNR scenarios, was added to
phosphorescence intensity observations. The performance comparison of the LS
and RLS methods were made with bias, variance and mean absolute error (MAE)
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values. Performance of the RLS method is also examined for different values of
the regularization parameters such as regularization coefficient, window size, and
window weighting coefficients. Figure 1 shows the simulated oxygen tension map
(a), and its estimates in the presence of 20 dB noise by the LS (b) and RLS (c)
estimation methods, respectively. Unless otherwise is stated, pre-set values of the
phosphorescence intensity observation number, window size and SNR are 10,
3 9 3 and 20 dB, respectively.

For 15 and 20 dB SNR values and for different regularization coefficient values,
MAE performance of the LS and RLS estimation methods are given in Fig. 2. As
regularization coefficient increases, MAE performance of the RLS estimators gets
better as expected. However, if regularization coefficient is chosen too big, the
RLS estimates suffer from over smoothing and local variation is suppressed
extensively. In addition, increasing values of the regularization coefficient results
in larger bias values in the estimates. Therefore, the regularization coefficient must
be selected carefully.

As can be seen from the Fig. 2, there is no substantial difference in MAE
performances of the iterative and closed form RLS methods as expected. There-
fore, we from now on will not include results of the iterative RLS in the
comparisons.

Monte-Carlo simulations had to be conducted before to compare variance and
bias performances of the LS and RLS estimators. With the help of the closed form
solution derived in this work, we are able to acquire variance and bias values of the
RLS estimator analytically. It must be noted that relative variances shown in
graphs are proportional to noise variance to facilitate visualization and have no
dimension. Figure 3 shows relative variances and normalized biases of the LS, and
closed form RLS estimators for different regularization parameter values.

Increasing values of the regularization parameter helps in decreasing variance
of the RLS estimator as expected. Variance of the LS estimator relative to the

Fig. 1 Original simulated oxygen tension map (40 9 50 pixels) (a) and its estimates in the
presence of noise with 20 dB signal to noise ratio using the LS (b), iterative regularized least
squares (c) closed form regularized least squares. (d) Color bar represents oxygen tension values
in millimeters of mercury
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noise variance is 0.2 whereas the relative variance of the RLS estimator gets lower
than 0.025. As shown in the previous Section, bias of the RLS estimation method
was given for every pixel in a vector form in Eq. (42). To compare bias perfor-
mance of the RLS estimation method for different values of the regularization
parameter, we used a normalized bias defined as follows:

Bias ¼
XN

i¼1

Ba1ðiÞj j
 !, XN

i¼1

a1ðiÞj j
 !

: ð49Þ

Increasing values of the regularization parameter results in larger bias as
expected whereas helps to obtain smaller variance values for the RLS estimates.
Therefore, the regularization parameter cannot be selected arbitrarily large. As can
be seen from Fig. 3, bias performance of the RLS method decreases rapidly for
both regularization window sizes, whereas there is a relatively slow improvement
in the variance performance when the regularization parameter takes values bigger
than 5. Additionally, between the two different regularization window sizes, there
is a slight superiority of 5 9 5 window size over 3 9 3 window size considering
the variance performance of the RLS estimation method. However, the 3 9 3
window performs considerably better than 5 9 5 window size in the bias sense.

Fig. 2 Mean absolute errors (MAE) of the LS, iterative RLS (RLS-it) and closed form RLS
(RLS-cl) methods for different regularization coefficient values and 15 and 20 dB SNR values.
Mean absolute error values of oxygen tension values are in millimeters of mercury
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Therefore, in the sense of bias-variance performance of the RLS estimation
method, 3 9 3 window size is more preferable than 5 9 5 window size.

As an experimental set up parameter, the phosphorescence intensity observation
number is a key factor in the performance of the estimators. As mentioned in Sect.
2, at least three observations for three different gain modulation phases must be
obtained to estimate the model parameters a0, a1 and b1. As the observation
number increases, performances of the LS and RLS estimation methods increase
as shown in Figs. 4 and 5 with the expense of increased experimental cost.
Therefore, it cannot be chosen arbitrarily large.

We also examined performance of the RLS estimation method for different
values of weighting coefficients in the regularization window (see Appendix). In
Figs. 6 and 7 (1) and (2) denote the RLS estimates for two different regularization
windows of l, p and q coefficients: (1) l ¼ 2p ¼ 2

ffiffiffi
2
p

q (2) l ¼ p ¼ q. Between two
types of windows (1) is more preferable over (2) when we compare their MAE,
bias and variance results shown in Figs. 6 and 7.

Fig. 3 Bias and variance of the LS and RLS estimation methods for 5 9 5 and 3 9 3 window
sizes and different regularization parameter values
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Fig. 4 MAE of the LS and RLS estimation methods for different phosphorescence intensity
observation numbers. MAE values are of oxygen tension values in millimeters of mercury

Fig. 5 Variances of the LS and RLS estimation methods considering different phosphorescence
intensity observation numbers

496 G. Gunay and I. Yildirim



Fig. 6 MAE of the LS and RLS estimation methods for different regularization window
weighting coefficients and regularization parameter values. MAE values are of oxygen tension
values in millimeters of mercury

Fig. 7 Bias and variance performances of the LS and RLS estimation methods for different
regularization window weighting coefficients and regularization parameter values
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5 Conclusion and Discussions

In this study, performance analyses for different values of the RLS estimation
parameters are carried out with the help of the closed form solution derived for the
RLS estimation. These analyses are helpful for the further enhancements on the
RLS estimation method by giving detailed information about estimation parame-
ters’ effects on the estimation performance. Moreover, the results of this study can
be applied to other imaging problems, which use PLIM or FLIM; given the
neighborhood information existing in retinal oxygenation problem is present.

Appendix

For 3 9 3 regularization window size, K is formed as follows:
First, we assume that the regularization window has coefficients as:

q p q

p l p

q p q

�������

�������
;¼ a

4 � bþ cð Þ þ a
; p ¼ b

4 � bþ cð Þ þ a
; q ¼ c

4 � bþ cð Þ þ a
ðA:1Þ

where l, p and q denote weight of pixel to itself, to direct adjacent pixels and to
cross adjacent pixels, respectively. In order to have mean of the regularization
window coefficients be one, we normalize these coefficients.

After defining l, p and q, we form the K as follows:

Kðj; kÞ ¼

l if j ¼ k
p if j ¼ k � 1
p if j ¼ k �M
q if j ¼ k þM � 1
q if j ¼ k �M � 1
0 otherwise

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
; ðA:2Þ

where K(j, k) denotes weight coefficient of the k-th pixel on j-th pixel in the image,
and M denotes the number of rows. For the regularization window 5 9 5 size, the
same approach described above can be followed.
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on Exponential Filtering
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Abstract This work examines the identification of thermal performance of a
multistorey building, based on experimental data available for direct measurement.
The authors suggest a new model structure with a reduced number of parameters.
An identification method based on building an inverse dynamics model that uses
exponential filtering is considered. The method makes it possible to estimate
signals that cannot be measured directly: the signal of the general perturbation of
the indoor air temperature and the signal of specific heat loss through the building
envelope. Two examples are given of identifying the thermal performance of a
building model: the one based on simulated test data and another one based on real
measured data. The identification method proposed in the article puts in a strong
performance in both the simulated data model as well as real-data model and may
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predictive control algorithms for heating buildings.
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1 Introduction

One of the main objectives in the development of urban engineering infrastructure
in countries with moderate climates is to improve the energy efficiency of building
heating systems [1, 2]. The modern approach to saving thermal energy when
heating buildings and increasing the comfort of building users assumes the
introduction of automatic control systems that use model predictive control
methods [3-6] in addition to simple arithmetic algorithms [7]. Another important
issue is the development and identification of a mathematical model for building
heating parameters [8–11].

The indoor air temperature Tind of a building depends on its volume, building
envelope type, the quantity of applied thermal energy Qsource, inner and external
perturbing factors such as the outdoor air temperature Tout, solar radiation Jrad,
wind Vwind, internal heat release Qint, and the building’s accumulated internal
thermal energy Qacc (Fig. 1).

However, the signals Tind, Qsource, and Tout presented in Fig. 1 can be measured
quite easily in practice, while direct measurement of Jrad, Vwind, Qint, and Qacc,
which affect the temperature Tind, is actually problematic.

Furthermore, it should be noted that the processes of heat transfer are distrib-
uted and generally described by partial differential equations [12]. However, these
equations are not convenient for use in the identification process in their given
form, because they contain a large number of parameters which are very difficult to
determine in practice. The following is a method to identify the thermal charac-
teristics of a building, based on a reduced set of experimental data, which makes it
suitable for practical use.

2 A Method to Identify Model of a Building
Heating System

The initial (empirical) data for modeling the thermal performance of a building
include the heating power applied to the building, the outdoor air temperature, and
the indoor air temperature. The indoor air temperature Tind of a building, which is
the average value of indoor temperatures in each room, accounting for differences
in the area, is calculated as follows:

Tind tð Þ ¼

P
i

Si � Tind i tð Þ
P

i
Si

; ð1Þ

where Si, Tind i stand for the area and temperature of the i-th room, respectively, t is
time. Using the average temperature Tind permits us to estimate relatively fast
perturbations—such as wind, solar radiation, or local heat sources, which affect the
thermal performance of some rooms, for example, the rooms of one side of the
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building—for the entire building. We can then assume that the response time of the
model’s output signal (indoor air temperature) to these perturbations is comparable
to the time constants of the relatively slow processes of heat accumulation and heat
loss through a building envelope with high heat capacity.

Consequently, the concept of a general temperature perturbation, Tz, may be
introduced, characterizing the effect of the factors mentioned above on the indoor
air temperature. Therefore, the heat balance equation takes the following form:

Tind
� tð Þ ¼ Q0 tð Þ

q0 � V
þ Tind tð Þ � Tz tð Þ; ð2Þ

where Tind
� tð Þ stands for the predicted value of the indoor air temperature (the

prediction horizon is determined by the fluctuation of the indoor air temperature as
a result of the perturbing factors (Fig. 1); T�out tð Þ is the outdoor air temperature;
Q0(t) stands for the heating power applied to the heating system; q0 represents the
specific heat loss (per cubic meter); and V is the external volume of the building.

Let us assume that the behavior of the indoor air temperature T�ind tð Þ is
described by a linear dynamic operator with a pure delay given by:

L0ðpÞ ¼
P

bj p jP
ai pi
� e�psd ; ð3Þ

where sd is the pure delay time.
A block diagram of a building thermal performance dynamics model composed

in accordance with Eqs. (2) and (3) is presented in Fig. 2.
In the model presented in Fig. 1, we will consider the values

Q0 tð Þ; Tout tð Þ; Tind tð Þ to be known, because they can be directly measured in
practice. The unknown values are:

• polynomial coefficients ai and bj (3);
• delay time constant sd;
• building’s specific heat loss q0;
• general temperature perturbation Tz(t);
• predicted value of the indoor air temperature Tind

� tð Þ
The values of ai, bj, and sd can be determined from the building’s response to a

stepwise change in the heating power Q0(t) using well-known methods, for
example, Matlab’s Ident toolbox (MathWorks, Inc., USA). However, to reduce the

Building

ToutJrad Vwind

Qsource Tind

QindQacc

Fig. 1 Factors affecting the
indoor air temperature
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effect of the perturbing factors Tout
�ðtÞ and TzðtÞ a series of experiments is con-

ducted, and ai, bj, and sd are calculated according to the following equations:

sd ¼
1
N

XN

k¼1

sd k; ai ¼
1
N

XN

k¼1

ai; k; bj ¼
1
N

XN

k¼1

bj; k; ð4Þ

where N is the number of experiments; k stands for a sequence number of an
experiment; and ai;k; bj;k; and sd k represent the values obtained during the
experiment.

Next, let us assume that Tind
�ðtÞ and TindðtÞ are statistically unbiased signals and

that Tz(t) is a signal with a mean of zero, then:

Mt T�ind tð Þ
ffi �

¼ Mt Tind tð Þf g; ð5Þ

Mt Tz tð Þf g ¼ 0; ð6Þ

where Mt{•} is the time-mean operator.
From Eqs. (2), (5), and (6), it follows that the specific heat loss through the

building envelope can be calculated using:

q0 ¼
Mt Q0 tð Þf g

V Mt Tout tð Þf g �Mt Tind tð Þf gð Þ : ð7Þ

It is evident from (2) that the general perturbation Tz can be determined by:

Tz tð Þ ¼ Q0 tð Þ
q0 � V

þ Tout tð Þ � T�ind tð Þ; ð8Þ

where T�ind tð Þ is the predicted indoor air temperature.
According to the model presented in Fig. 1, the predicted indoor air temperature

can be determined by the following equation:

Tind
� tð Þ ¼ L�1

0 Tind tð Þf g; ð9Þ

where L�1
0 �f g stands for the inverse dynamics operator.

From (3), the operator’s formal inverse is:

L�1
0 ðpÞ ¼

Xn

i¼0

ai pi

 !, Xm

j¼0

bjp
j

 ! !
eps3 � ð10Þ

A block diagram of the operator’s formal inverse is presented in Fig. 3.

Vq ⋅0

1
0L

( )oQ t
( )outT t

( )zT t

( )0T t ( )indT t( )indT t∗

Fig. 2 Block diagram of the
building’s thermal
performance dynamics model
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Let us consider that constructing the dynamics operator L�1
0 �f g is based on the

exponential filtering method [13, 14].
Let a signal decomposition in polynomial basis be given as follows:

Tindðt � kÞ �
Xn

i¼0

giðtÞki; ð11Þ

where s is the retrospective interval, and gi(t) stands for the decomposition’s
spectral components.

Considering a prediction at time sd (11) becomes:

Tindðt � ðk� sdÞÞ �
Xn

i¼0

giðtÞðk� sdÞi: ð12Þ

According to the Newton binomial, we then obtain

ðk� sdÞi ¼
Xi

k¼0

ckk
ksi�k

d ð�1Þi�k; ð13Þ

where ck stands for the binomial coefficients. Substituting (13) in (12), we get the
relationship for a signal:

Tindðt � ðk� sdÞÞ �
Xn

i¼0

giðtÞ
Xi

k¼0

ckk
ksi�k

d ð�1Þi�k; ð14Þ

which accounts for the prediction at time sd.
Then we decompose the signal u(t) in the polynomial basis:

uðt � kÞ �
Xn

i¼0

giðtÞki: ð15Þ

Let us consider the decomposition of the signal u(t) into the Taylor series:

uðt � kÞ �
Xn

i¼0

ð�1Þi u
ðiÞðtÞ
i!

ki: ð16Þ

Comparing the expressions (15) and (16) yields the following equation:

uðiÞðtÞ ¼ ð�1Þii!giðtÞ: ð17Þ

Equation (17) shows the relationship between the i-th derivative of the input
signal u(i)(t) and the corresponding spectral component gi(t).

ep d

0

1
m

j
j

j

b p
=

∑
h(t)

Differential component with a prediction

Tind(t) Tind
*(t)(t) ∑

=

n

i

i
i pa

0

Fig. 3 Block diagram of the
operator’s formal inverse
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Hence, the output of the filter’s differential part, without accounting for the
predictive component sd, will become:

hðtÞ ¼
Xn

i¼0

aiu
ðiÞðtÞ ¼

Xn

i¼0

ð�1Þii!aigiðtÞ: ð18Þ

Comparing the expressions (15) and (18), we conclude that obtaining an
expression for the signal h(t) requires the following substitution in (14):

ki ) ð�1Þii!ai: ð19Þ

By applying (19) to (14), we determine the output of the differential component
of the predictive filter:

hðtÞ �
Xn

i¼0

giðtÞ
Xi

k¼0

cks
i�k
d ð�1Þi�kð�1Þkk!ak ¼

Xn

i¼0

ð�1ÞigiðtÞ
Xi

k¼0

k!ckaks
i�k
d :

ð20Þ

As a result, we obtain the inverse operator structure given in Fig. 4. Here /inp

stands for the exponential filter of input signal moments; P-1 is the inverse cor-
relation coefficient matrix; A is the coefficient matrix for the differential compo-
nent of the inverse operator; lðtÞ ¼ fl0ðtÞ; l1ðtÞ; . . .; lnðtÞgT represents the

vector of input signals moments; and gðtÞ ¼ fg0ðtÞ; g1ðtÞ; . . .; gnðtÞg
T stands for a

vector of the decomposition’s coordinate functions.
Signal projections {gi(t)} are determined based on the criterion of minimum

exponential mean error in the input signal (11):

E2ðtÞ ¼ 1
T

Z1

0

Tindðt � kÞ �
X

giðtÞki
h i2

e�
k
T dk; ð21Þ

where T is the time constant of the averaging filter.
The solution is based on the minimum of function (21) along projections of

gi(t):

oE2ðtÞ
ogi

¼ 0; i ¼ 0; n: ð22Þ

The solution to problem (22) is a system of recurrence relations [15]

l0;k ¼ 1
1þ Dt=Tð Þ l0;k�1 þ Dt

T Tind k

� �
;

li;k ¼ 1
1þ Dt=Tð Þ li;k�1 þ iDtli�1;k

� �
;

gk ¼ Plk;

9=
; ð23Þ

where Tind,k stands for the input signal at time tk; Dt is the time sampling interval,
and P = Q-1 represents a matrix of constant coefficient determined from the
following relationships:
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Q ¼ jjqi;jjj; qi;j ¼ TðiþjÞðiþ jÞ! ð24Þ

The block diagram of the identification system operating in real-time is pre-
sented in Fig. 5. Here P1 is described by (7), and P2 is described by (8).

Thus, the proposed method results in real-time identification of the unknown
signals q0 and Tz(t) using the measured values of Q0(t), Tout(t) and Tind(t).

3 A Simulated Example

Let us consider an example of identifying the thermal characteristics of a building
based on the proposed method using VisSim visual simulation software (Visual
Solutions, Inc., USA).

Let us assume that operator L0(p) is as follows:

L0ðPÞ ¼
1

ð1þ pT1Þ � ð1þ pT2Þ
� e�psd : ð25Þ

Let the parameters for the model presented in Fig. 1 take the following values:
V = 7,000 m3, q0 = 0.48 W/(m3 �C), T1 = 6 h, T2 = 3 h, sd = 2 h.

Considering the cyclic nature of changes in outdoor air temperature, heat
power, and the perturbing factors, let us use the harmonic test signals in Fig. 6 as
the model’s input signals Tout(t) and Q0(t) as well as signal Tz(t), which will be
defined later in the identification process.

The graph of the corresponding variation in indoor air temperature Tind(t) for the
model given in Fig. 2 with dynamics operator (25) is presented in Fig. 9 (solid line).

The dynamics operator (25) is inverted based on the structure of the inverse
operator presented in Fig. 4. The target signals q0 and Tz(t) are calculated
according to the identification system’s block diagram, presented in Fig. 5.

Figures 7, 8, 9 and 10 present the modeling results. Figure 7 shows graphs of
the source- and calculated signals of specific heat loss of the building. As you can
see from the graph, the estimation error for signal q0 does not exceed ±1 %.
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Figures 8 and 9 show similar graphs for the general temperature perturbation and
the indoor air temperature. Figure 10 presents a graph of the estimation error for the
indoor air temperature. As can be seen from the graph, the estimation error is about
±0.5 �C.

4 A Case Study

The next step to verify the obtained method is to perform the identification process
using real data, taken from an existing building.

As a testbed we use a 10-storey academic building of the South Ural State
University with outer walls made up of reinforced concrete large blocks. The
building parameters are V = 50,000 m3, q0 = 0.38 W/(m3 �C).

As for the model input parameters, we use measured values of Q0(t) and Tout(t),
taken from the building heat meter and the outdoor temperature sensor, respec-
tively (Fig. 11). These metering devices are typically the parts of automatic heat
supply units.

To obtain the third input parameter, i.e. indoor air temperature Tind(t) signal, we
collect data from numerous temperature sensors deployed in different rooms of the
building and calculate the average indoor temperature value, eliminating invalid
data. The graph of the corresponding variation in average indoor air temperature
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Fig. 11 Input signals. Dashed line stands for Q0(t) [W]; solid line stands for Tout(t) [�C]
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Tind(t) is presented in Fig. 12 (thin grey line). The average temperature is then
filtered to distinguish the main trend of signal variation (Fig. 12, thick black line),
which reflects the influence of Q0(t) and Tout(t), at the same time eliminating signal
noise. The filtering is performed using exponential filter in harmonic basis, though
any appropriate filter algorithm with low delay value may be applied. We use
Dallas DS1921 temperature loggers as indoor temperature sensors but for com-
mercial applications we recommend to use WSN-based sensors [16].

The target signals q0 and Tz(t) are calculated according to the identification
system’s block diagram as described in Sect. 3. The specific heat loss signal is
presented in Fig. 13. As you can see from the graph, the fluctuations of the
estimated value are more significant comparing to the same graph for test data.
These fluctuations are mainly caused by numerous perturbing factors, specified in
Sect. 1 and can be sufficiently reduced by implementing various filtering algo-
rithms applied to Q0(t) and Tout(t). Filtering of model input signals also reduces
general temperature perturbation (Fig. 14).

Figure 15 presents a graph of the estimation error for the indoor air temperature.
As you can see from the graph, the estimation error does not exceed ±0.5 �C that
corresponds to the results obtained using simulated data.
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5 Conclusion and Further Work

The results obtained demonstrate the overall viability of the proposed method to
identify multistorey building’s thermal characteristics based on experimental data
and the possibility of its practical application in automatic heating control systems.

The academic building of the South Ural State University used in our test case
is a typical representative of multistorey buildings. Hence, the results obtained are
true for most multistorey office and apartment buildings.

The identification method examined in the article may be applied for designing
automatic control systems and predictive control algorithms for heating buildings.
This is the subject of our future research.
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DC-Image for Real Time Compressed
Video Matching

Saddam Bekhet, Amr Ahmed and Andrew Hunter

Abstract This chapter presents a suggested framework for video matching based
on local features extracted directly from the DC-image of MPEG compressed
videos, without full decompression. In addition, the relevant arguments and sup-
porting evidences are discussed. Several local feature detectors will be examined
to select the best for matching using the DC-image. Two experiments are carried to
support the above. The first is comparing between the DC-image and I-frame, in
terms of matching performance and computation complexity. The second exper-
iment compares between using local features and global features regarding com-
pressed video matching with respect to the DC-image. The results confirmed that
the use of DC-image, despite its highly reduced size, is promising as it produces
higher matching precision, compared to the full I-frame. Also, SIFT, as a local
feature, outperforms most of the standard global features. On the other hand, its
computation complexity is relatively higher, but it is still within the real-time
margin which leaves a space for further optimizations that could be done to
improve this computation complexity.
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1 Introduction

The volume of video data is rapidly increasing, more than 72 hours of video are
uploaded to YouTube every minute [1], and counters are still running fast. This is
attributed to recent advance in multimedia technology. The majority of available
video data exists in compressed format (e.g. MPEG), and the first step towards
efficient video content retrieval is extraction of low level features, directly from
compressed domain without full decompression to avoid the expensive compu-
tations and large memory requirement involved in decoding such compressed
videos. Working on compressed videos is beneficial because of its richness of
additional, pre-computed, features such as DCT coefficients, motion vectors and
macro blocks types. DC coefficients specifically could be used to reconstruct a
video frame with minimal cost [2]. However, most of the current techniques are
still inefficient in directly handling compressed videos, without decompressing
them first, which is a waste of valuable processing time and memory resources. All
those advantages of detecting similarity from compressed videos are also expected
to contribute to other higher-level layers of semantic analysis and annotation of
videos, among other fields. An MPEG video consists of ‘‘I’’, ‘‘P’’ and ‘‘B’’ frames
encoded using Discrete Cosine Transform (DCT) [3]. The DCT algorithm works
by dividing an input image into 8 9 8 blocks (default block size). For each block,
the DCT is computed and the result consists of one DC coefficient and 63 AC
coefficients per block. A DC-image of an I-frame is the collection of all its DC
coefficients, in their corresponding spatial arrangements. The DC image is 1/64
of its original I-frame size. Figure 1a shows an illustration of the DCT block
structure. Figure 1b depicts samples of DC-images reconstructed from different
I-frames.

The DC-image is usually an image of size around 40 9 30 pixels. However, the
DC-image was found to retain most of the visual features of its corresponding full
I-frame. It has also been found that human performance on scene recognition drops
by only 7 % when using small images relative to full resolution images [4], as
depicted in Fig. 2. This is very useful for computer vision algorithms, especially in
relation to computation complexity of achieving the same complex tasks on the
DC-image. Taking advantage of the this tiny size, fast reconstruction and richness
of visual content, the DC-image could be employed effectively alone or in con-
junction with other compressed domain features (AC coefficients, macro-block
types and motion vectors) to detect similarity between videos for various purposes;
as automated annotation [5] or copy detection or any other higher layer built upon
similarity between videos.
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2 Related Work

In this section, previous key work related to video matching in compressed domain
is reviewed, focusing on the DC-image since it is a powerful feature compared to
other MPEG features as depicted in Table 1. However, as the DC-image, is a small
or lower-resolution image, the relevant work on low-resolution small images will
also be reviewed. Initially the term ‘‘tiny image’’ was introduced in [4] during an
attempt to construct a database of 80 million tiny images of size 32 9 32, labeled
using non abstract English nouns, as listed in WordNet [6]. The aim of this work was
to perform object and scene recognition by fusing semantic information extracted
from WordNet with visual features extracted from the images, using nearest
neighbor methods. Image similarity was computed using two measures; the first is
the sum of squared differences (SSD), over the first 19 principal components of each
image pixel values. The second similarity measure accounts for the potential small
scaling (up to 10 pixels) and small translations (within a 5 9 5 window), by
performing exhaustive evaluation of all possible image shifts. The concept of tiny

Fig. 1 a DCT block structure, showing the location of the DC coefficient, and b sample
reconstructed DC-images, of size 30 9 40 (images are stretched for illustration)

Fig. 2 Human eye
performances on scene
recognition as a function of
image resolution [4]
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image was then adopted and extended in [7–9] in an attempt to build a database of
tiny videos. Approximately 50,000 tiny videos were used, in conjunction with the 80
million tiny images database, to enhance object retrieval and scene classification.
Videos were collected with all their available metadata (e.g. title, description and
tags), also all video frames were resized to 40 9 30 pixels stored as one dimensional
vector that aggregates all the three color channels. Same similarity measures from
tiny images [4] were adopted. Later the work was extended for the purpose of video
retrieval using keyframes [7]. However, available video metadata were utilized,
which is not always available neither accurate, in addition videos were treated as a
set of unrelated images during the matching. Thus, our work is more focused on
videos before they could have any tags or meta-data available which can be seen as a
phase that can help in building such datasets for later use.

In the compressed domain, the DC-image has been used widely in shot-
boundary detection and video segmentation due to its small size [10–14]. It was
also utilized for keyframe extraction, instead of parsing the full frame [15–17], or
even for video summarization purpose [18, 19]. For video retrieval, in [20] the
DC-image was used to detect keyframes, then attention analysis is carried out on

Table 1 MPEG compressed stream features

Feature Type Pros. Cons.

DC coefficients Spatial • Partial decompression
needed to extract from I
frames [37]

• Cannot generate interest points
easily due to its small size [37]

• Used as a replacement of I
frames [37]

• Full decompression needed to be
extracted from P & B frames

• Fast in applying complex
operations

• Could be extracted either
in grayscale or full color

• DC image of I frame
could be used as a key
frame of the entire GOP

AC coefficients Spatial • Partial decompression
needed to extract it

• Do not reveal any visual
information unless reconstructed
[3]

Motion vectors Temporal • Describe movement of a block
• Partial decompression

needed to extract
• Do not encode motion information

across GOP’s [38]
• A pre-computed motion

feature
• Only available for P & B frames
• Do not encode visual information

Macroblock
types

Spatial • Partial decompression
needed to extract

• Encodes only metadata about
block compression information
(eg. intra coded, skipped) [39]

• Suitable for copy
detection and
fingerprinting [39]

• Do not encode visual information
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full I-frames, to detect salient objects. SIFT [21] is applied to detect interest points
and track them in successive spatial salient regions to build their corresponding
trajectories. Color and texture were used to describe each salient region for
matching purpose. But this method fails when either the visual features of the
foreground object is not distinct or when video background contain rich details as
it will produce meaningless salient regions which is not distinctive for a given
video. An approach to match video shots and cluster them into scenes proposed in
[22], the idea was taking into account variable number of frames to represent a shot
(instead of only one keyframe). They utilized frame-to-frame matching based on
color histograms computed for every DC or DC ? 2AC depending on frame size,
for frame of size 320 9 240 DC-image is selected and for frame size of
160 9 120DC ? 2AC is selected, this makes representative frame images are
always of size 40 9 30 and contains sufficient information for extraction, but with
more full decompression for smaller size frames which affects the real-time pro-
cessing. Regarding generating video signatures using the DC-image, in [23]
matching between video clips was done using signatures built by extracting color
values (Y-U-V) from DC-images sequence to form three different quantized his-
tograms per each frame. The similarity between two videos is computed using
sliding window technique, trying to find the best set of matching frames using
histogram intersection. The approach of ordinal measures were applied on
DC-images of each color component (Y-U-V) separately to generate fingerprint
features for each frame which are accumulated to form video signature for later
video matching [24]. Dimitrova et al. [25] demonstrated using DC coefficients of
(Y-U-V) components separately and motion vectors to build signature for video
retrieval. Signature was extracted from every frame and concatenated to form full
video signature where hamming distance used to rank videos based on sliding
window technique to determine the set of frames to compute signature from. A
noticeable remark is that such approach used the DC-image as a set of numeric
values leaving all the visual information behind, in addition to the slow operation
of the sliding window technique as it applies an exhaustive search process to align
two signatures together.

From a high level perspective, techniques that utilize the DC-image could be
classified based on feature extraction level, feature types and applications as
depicted in Fig. 3. For feature extraction level, there are two levels. The first;
where every frame in video is being processed to extract low level features for
later retrieval or signature building. The Second type is more compact and tries to
reduce the amount of features being extracted by using keyframes only. Both
approaches have disadvantages as they ignore the temporal dimension of a video
and handles video as a bag of still images. Moreover, window alignment tech-
niques will be needed in this case, which is based on exhaustive search among
frames to find the best matching frames sequence. Regarding video signature built
on those approaches it will be large and includes redundant information due to the
concatenation of individual frames/keyframes signatures which violates the
compactness of the signature. Furthermore for keyframe based schemes, there is
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no fixed selection criteria for those keyframes which could be applied to all videos;
some techniques uses the first and last frames within a shot as keyframes, while
others uses the middle frame so, the resultant video signature may differ for same
video with different keyframe selection criteria’s.

For feature types that could be extracted from DC-images, exists: histogram
[26] which is a global feature computed on frame level or video level (less
common) where similarity between videos depends on the similarity of underlying
histograms. Disadvantages of histograms are: (1) relatively high computational
cost (pixel level processing) (2) high dependency on underlying color space as
each one exhibit significant variations in color representation (3) histogram as a
global feature don’t capture neither spatial nor temporal information. The second
common feature is ordinal measures [27], which also a global feature originally
used for stereo matching and later adopted for video retrieval. The idea works by
partitioning an image into equal-sized sub-images (blocks), then those sub-images
are ranked based on their respective average color. Then, the finial ordering
represents the ordinal matrix of the image. Ordinal measures are invariant to
luminance change and histogram equalization effects within frame level only, but
it is not invariant to geometric transformations, also it is based on color infor-
mation only which is not robust against color format change. In addition, as a type
of global feature it does not capture neither spatial nor temporal information.
Recently it has been extended to capture the temporal dimension of videos, as the
blocking process could be extended across video frames [28].

3 Proposed Approach

In this section, our proposed DC-image based system for video matching is intro-
duced. The proposed idea is to utilize local features, such as SIFT [21] and SURF
[29] on the small DC-images and track them across consecutive frames to compare

Fig. 3 DC images usage techniques
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the similarity between videos. This idea introduces some challenges regarding local
features extracting in such small size images, as discussed later. Figure 4 shows
block diagram of the proposed system. The main stages of the system are:

1. Decoding video and extracting grayscale DC-image sequence.
2. Extracting SIFT keypoints and their descriptors, in each DC-image.
3. Video matching, using the extracted features.

The following sub-sections describe those stages, including challenges and our
contribution to facilitate the video matching using small DC-images, without
performing full decompression.

3.1 Extracting the DC Image Sequences

The process starts by decoding a video and extracting luminance DC-images
sequence from I-frames only. Following Table 1, there are extra reasons for
focusing on the DC-image, includes:

• I-frame’s DC-image is the quickest part that could be extracted from a com-
pressed video without performing full decompression of video stream.

• I-frames in GOPs (Group Of Pictures) are inserted by the encoder when there is
large residual change (residual is the amount of motion estimation error accu-
mulated at the end of GOP), this could be analogous to keyframes within a scene,
in other words as a keyframe is reprehensive to a scene, DC-image of an I-frame
could be used as representative of a GOP. In addition, GOPs could be merged to
specific length to limit number of DC-images and map them to be key frames like.

Fig. 4 Proposed system structure to measure videos similarity based on DC image
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• I-frames will give about 10:1 initial compaction ratio assuming 10 frames per
GOP [30] on average which means lower computations and faster results.

• Human eye is sensitive to small changes in luminance rather than chrominance [4].
Thus we can rely on luminance DC-image only.

3.2 Extracting Keypoints and Descriptors

The second stage in the proposed framework is extraction of keypoints and their
respective descriptors. During our experiments we used SIFT and SURF for
extracting keypoints, as they are the mostly reported effective feature detectors
algorithms. While a typical full image of size 500 9 500 could generate more than
2,000 interest points [21]. However, most of the DC-images would generate less
than three SIFT key points, which is not enough for matching [21]. We did an
experiment using TRECVID BBC RUSHES [31] dataset to investigate the amount
of local features a DC-image could generate. Figure 5a, c shows that *63 % of
frames generate less than three keypoints for SIFT and SURF respectively. Since
SIFT was reported for better keypoints localizing than SURF [32–34] we adapted
SIFT by iteratively adjusting sigma value (the amount of gaussian blurring applied
to an image) to generate a minimum of six keypoints in each DC-image. Figure 5b
shows number of SIFT points per frame after our adjustment and enforcing the
minimum of six SIFT keypoints per each DC-image. With this enforcement, we
facilitated for the DC-image to be used for video matching. Regarding the pre-
cision of matching videos, using DC-images compared with the full I-frame, it will
be presented later in Sect. 4.

Fig. 5 a Number SIFT points per frame before adjusting sigma value. b Number SIFT points per
frame after adjusting sigma value. c Number SURF points per frame
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3.3 Video Matching Using DC-Images and SIFT

The third and final stage in our proposed framework is the actual matching
between videos. For simplicity, we adopted the frame-to-frame matching, as for
each video pair; we compute a similarity measure between SIFT keypoints taking
into account the temporal order of video frames. This is done by searching for the
longest optimal matching frames sequence between two videos using dynamic
programming. Optimality in this case, means finding the best matching video
frames that maximizes the overall similarity score with respect to the temporal
order of frames. Figure 6 shows a sample confusion matrix of given two videos
and the optimal matching values for their respective frames are highlighted in
grey. Following is the pseudo-code of the dynamic programming algorithm used to
compute the optimal matching cost:

Fig. 6 Finding matching similarity score between two videos
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Where DISTANCE is the confusion matrix between both video frames, computed
based on the number of underlying matched SIFT keypoints, and OPT_MATCH
is the matrix which will contain the finial matching score, this value will be located
in location (M - 1, N - 1) and MAX is function returns the maximum value of a
given group of numbers. The algorithm works by scanning the confusion matrix
from left to right and from up to bottom trying to find the highest match for each
frame taking into account the previous and next frames matching scores, in
addition to the sequence of frames.

We can see that our proposed dynamic programming algorithm performs one to
one mapping as each video frame will be matched to only one frame in the other
video. Since the matching is one-to-one some frames may not be matched at all, for
two reasons; the first that it might reduce the overall matching value between videos
(e.g. frames 1, 4 in video 1). The second case happens if the currently matching
videos are of different number of frames (e.g. frames 6, 7, 13 and 16 in video 1).

4 Experiments and Results

In this section we explain the experiments and present the results that support our
work explained earlier. This section presents two experiments; the first is
regarding comparing the DC-image to I-frame, in terms of matching performance
and computation complexity. The second experiment compares between using
local features and global features in compressed video matching, with respect to
the small size images. We used the TRECVID BBC RUSHES [31] standard data
set for video retrieval which contains diverse set of challenging videos; mainly
man-made moving objects (cars, tanks, planes and boats). But, since the videos
were only available in uncompressed format; all the videos were re-encoded to
MPEG-2 format with frame size (352 9 240), so that all the DC-images are of
equal size (44 9 30 pixels). The experiments ran on Intel Core i3-3.30 GHZ
computer with 4 Gb of RAM.

4.1 DC-Image Versus I-Frame

The purpose of this experiment is to evaluate the performance of the DC-image, in
terms of matching and computational complexity, compared to the corresponding
I-frame. The experiment used the framework explained in Fig. 4. Regarding
matching time based on the DC-image with SIFT [21] features; it took a total of
58.4 min for all videos in the dataset, while it took a total of 166.6 h for the same
dataset using the full I-frame. The average time (per frame) is 0.017 s for the
DC-image, compared to 1.05 s for the I-frame (time includes reconstruction, SIFT
keypoints extraction and matching). This shows that the computation complexity
using the DC-image is only 1.6 % of the corresponding I-frame, which means a
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total reduction of 98.4 % in processing time. Figure 7b shows the timing details
for the DC-image and the I-frame respectively. To compare the matching preci-
sion, we adopted the precision-over-N [35] standard measure over ranks 1, 5 and
10. The DC-image, despite its highly reduced size, was found to have a slightly
higher precision than the I-frame at all ranks, as depicted in Fig. 7a.

4.2 Local Versus Global Features

The purpose of this experiment is to evaluate the performance of using local and
global features, on the DC-image, in terms of matching precision and computa-
tional complexity. The experiment also used the framework described earlier in
Fig. 5. For local features, we utilized SIFT [21] as a local feature descriptor, in
addition to dense SIFT [36] to verify the results for a larger number of keypoints.
For global features, we applied matching based on the luminance histogram,
ordinal measures [27] and the pixel difference [8].

The results, presented in Fig. 8a, shows that SIFT as a local feature descriptor
outperforms dense SIFT, in addition SIFT outperforms global feature descriptors
by 15.4 % (compared to ordinal matching as the highest precision global feature
method). However, SIFT’s computation complexity was the highest, as depicted in
Fig. 8b. SIFT took 16.43 ms to match two DC-image frames, compared to only
2 ms in pixel difference matching (maximum time in case of global features). But
SIFT still works within real-time margin, while producing better matching per-
formance. Knowing that all measures are being used in their generic form, using
dynamic programming to incorporate the temporal dimension based on the finial
fame-to-frame confusion matrix. We also developed results visualization software,
a snapshot is depicted in Fig. 9 based on real example of SIFT matching using the
BBC RUSHES dataset.

Fig. 7 a DC-image versus I-frame retrieval precision, and b DC-image versus I-frame timing
performance
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5 Conclusion and Future Work

In this paper, we presented a framework for video matching based on local features
extracted only from the DC-images of MPEG compressed videos, without full
decompression. Also, supporting experiments regarding DC-image precision and
complexity versus the full I-frame were presented. But we had to address the issue
of using SIFT on such small-size images, before it could be used. The results show
that the DC-image, despite its small size, produces similar (if not better) similarity
precision scores, compared to its corresponding I-frame. But using the DC-image
has dramatically improved the computational performance (*62 times faster),
which makes it a high candidate for more sophisticated use. Also, local features,
such as SIFT, were compared to standard global features for the purpose of video
similarity. The results shows that using SIFT, on DC-image only, slightly

Fig. 8 a DC image retrieval precision-over-N curves using SIFT-luminance histogram-ordinal
measures-pixel difference, and b DC timing analysis using SIFT-luminance histogram-ordinal
measures-pixel difference

Fig. 9 Snapshot of visualization software based on SIFT matching
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outperformed the accuracy of the global features. On the other hand, the com-
putational complexity of using SIFT is relatively higher than those for the global
features. But SIFT extraction and matching is still within the real-time margins,
and still we have a number of optimizations to be introduced to reduce this
computation complexity. We also plan to introduce more complex matching,
instead of the frame-to-frame approach, and better incorporate the temporal
information actively.
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Automated Diagnosis and Assessment
of Dysarthric Speech Using Relevant
Prosodic Features

Kamil Lahcene Kadi, Sid Ahmed Selouani, Bachir Boudraa
and Malika Boudraa

Abstract In this paper, linear discriminant analysis (LDA) is combined with two
automatic classification approaches, the Gaussian mixture model (GMM) and
support vector machine (SVM), to automatically assess dysarthric speech. The
front-end processing uses a set of prosodic features selected by LDA on the basis
of their discriminative ability, with Wilks’ lambda as the significant measure to
show the discriminant power. More than eight hundred sentences produced by nine
American dysarthric speakers of the Nemours database are used throughout the
experiments. Results show a best classification rate of 93 % with the LDA/SVM
system achieved over four severity levels of dysarthria, ranged from not affected to
the more seriously ill. This tool can aid speech therapist and other clinicians to
diagnose, assess, and monitor dysarthria. Furthermore, it may reduce some of the
costs associated with subjective tests.
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1 Introduction

Dysarthria is a motor speech disorder resulting from disturbed muscular control of
the speech mechanism, and is caused by damage to the central or peripheral
nervous system. These disturbances to the brain and the nerve stimuli of muscles
involved in the production of speech cause incoordination, paralysis, or weakness
in the speech musculature. A few causes of dysarthria include stroke, head injury,
Parkinson’s disease, tumors, muscular dystrophy, and cerebral palsy. Both adults
and children are affected by dysarthria. Millions of people across the world suffer
from the condition, which induces perturbations in the timing and accuracy of the
movements needed for normal prosody and intelligible speech [1–3].

Depending on the severity of the dysarthria, the intelligibility of speech can
range from near-normal to unintelligible [4]. Usually, a large battery of tests
assesses the degree of intelligibility by measuring the disease’s severity or a
treatment’s progress. In practice, automatic methods of assessment can be helpful
to clinicians in the diagnosis and monitoring of dysarthria.

Diverse methods have been developed for the automatic assessment of dysar-
thric speech. In [5], a combination of the statistical Gaussian mixture model
(GMM) and soft-computing technique of artificial neural networks (ANNs) was
applied along Mel-frequency cepstral coefficients (MFCCs) and speech rhythm
metrics, and achieved 86.35 % accuracy over four severity levels of dysarthria.
Feed-forward ANNs and support vector machines (SVMs) have been successfully
used to design discriminative models for dysarthric speech with phonological
features [6]. In [7], a Mahalanobis distance-based discriminant analysis classifier
was proposed to classify the severity of dysarthria using a set of acoustic features.
In this latter study, the classification achieved 95 % accuracy over two levels (mid-
to-low and mid-to-high) by considering an improved objective intelligibility
assessment of spastic dysarthric speech.

This paper presents an approach for assessing the severity level of dysarthria by
combining linear discriminant analysis (LDA) with two classification methods:
GMMs and SVMs. Discriminant analysis is used to select a pool of relevant pro-
sodic features with a prominent discrimination capacity. We compare the perfor-
mance of two combinations: LDA-GMM and LDA-SVM. The task consists of
classifying four severity levels of dysarthria using the Nemours speech database [8].

The original contribution reported in this paper lies in the selection of the most
relevant prosodic features for use in the front-end processing of the discriminant
analysis to achieve better performance than existing dysarthria severity-level
classification systems. Furthermore, the proposed approach reduces the processing
time, as it represents each observation (sentence) by only one vector of eleven
prosodic features, instead of using many acoustic vectors for each observation.

The remainder of the paper is structured as follows. Section 2 gives some defi-
nitions related to the prosodic features used by the proposed system. Section 3
presents the discriminant function analysis. In Sect. 4, the experiments and their
outcome are presented and discussed. Section 5 contains our concluding comments.
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2 Prosodic Features of Speech

Speech is primarily intended to transmit a message through a sequence of lin-
guistic sound units. Prosody is defined as the branch of linguistics devoted to the
description and representation of speaking elements. Prosodic cues include into-
nation, stress, and rhythm; each is a complex perceptual entity, fundamentally
expressed using three acoustic parameters: pitch, duration, and energy [9]. The
stress, timing, and intonation in speech are closely related to the speech prosody,
enhancing the intelligibility of conveyed messages and allowing listeners to easily
segment continuous speech into words and phrases [10].

According to [11], ‘‘speech is the most complex of innately acquired human
motor skills, an activity characterized in normal adults by the production of about
14 distinguishable sounds per second through the coordinated actions of about 100
muscles innervated by multiple cranial and spinal nerves’’. In dysarthria, some
neurological damage typically affects the nerves that control the articulatory
muscle system involved in speech, causing weakness, slowness, and incoordina-
tion. Depending on the severity of the dysarthria, this disturbance has a variety of
effects on prosody.

The extraction of a reasonably limited, informative, and meaningful set of
features is an important step towards automatic dysarthria severity classification.
In this work, we use a discriminant analysis with Wilks’ lambda measure to select
those prosodic features best adapted to dysarthria classification [12].

The proposed front-end processes the speech waveform at the sentence level;
patients are able to repeat individual units (phonemes or words) of speech with a
fairly normal consistency [13]. For each sentence completed by each speaker,
eleven features are considered: jitter, shimmer, mean pitch, standard deviation of
pitch, number of periods, standard deviation of period, proportion of the vocalic
duration (%V), harmonics to noise ratio (dB), noise to harmonics ratio (%),
articulation rate, and degree of voice breaks.

2.1 Mean Pitch

The physical correlate of pitch is the fundamental frequency (F0) estimated by the
vibration rate of the vocal folds during the phonation of voiced sounds [10]. The
ensemble of pitch variations during an utterance is defined as intonation [14].
The typical range of a male speaker is 80–200 Hz (for conventional speech),
depending on the mass and length of the vocal chords [15]. In this work, mean
pitch is calculated by averaging the fundamental frequency across one sentence
using the autocorrelation method. The mean pitch value in dysarthric speech can
help to detect a glottic signal abnormality.
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2.2 Jitter

Jitter represents the variation of fundamental frequency within the time evolution
of an utterance. It indicates the variability or perturbation of the time period (T0)
across several cycles of oscillation. Jitter is mainly affected by a deficiency in the
control of vocal fold vibration [16]. The threshold of comparison for normal/
pathologic jitter is 1.04 %, according to the Multi-Dimensional Voice Processing
Program (MDVP) designed by Kay Elemetrics Company [17]. The raw and nor-
malized jitter are respectively defined as:

Jitter sð Þ ¼
XN�1

i¼1

Ti � Tiþ1j j=N � 1 ð1Þ

Jitter %ð Þ ¼ Jitter sð Þ= 1
N

XN

i¼1

Ti ð2Þ

where Ti is the period and N represents the number of periods.

2.3 Shimmer

Shimmer indicates the perturbation or variability of the sound amplitude. It is
related to variations in vocal emission intensity, and is partially affected by the
reduction of glottic resistance [16]. MDVP gives a value of 3.81 % as a threshold
for pathology. Shimmer is estimated in a similar manner to jitter, but uses
amplitude as a parameter.

Both of intensity and pitch speech might be more difficult to control if the
supply of air to the vocal folds is highly variable or extremely low [18].

2.4 Articulation Rate

The articulation rate is the number of syllables pronounced per second, excluding
pauses [19]. In our study, the greater the severity level of dysarthria, the lower the
articulation rate.

2.5 Proportion of Vocalic Duration

Vocalic duration describes the separation between the release and constriction
when framing a vowel [20]. The proportion of vocalic duration (%V) is the
fraction of the utterance duration that is composed of vocalic intervals [19].
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Trouble maintaining the voice over a sustained vowel can be considered as a sign
of pathology [21].

2.6 Harmonics to Noise Ratio

The harmonics to noise ratio (HNR) represents the degree of acoustic periodicity.
Harmonicity is measured in dB, calculated as the ratio of the energy of the periodic
part related to the noise energy. HNR can be used as a measure of voice quality.
For example, a healthy speaker can produce a sustained ‘‘a’’ with an HNR of
around 20 dB [21]. HNR is defined as:

HNR dBð Þ ¼ 10 log
Ep

En

ffi �
ð3Þ

where Ep is the energy of the periodic part and En is the energy of the noise.

2.7 Degree of Voice Breaks

The degree of voice breaks is the total duration of the breaks over the signal
divided by the total duration, excluding the silence at the beginning and end of the
sentence [19]. A voice break can occur with a sudden stoppage of the air stream
due to a transient deficiency in the control of the phonation mechanism [22].

3 Discriminant Function Analysis

Feature selection can make a huge contribution to the classification task, as the
selected features should avoid certain software mispredictions and improve the
classification rate. In this work, we use discriminant analysis with Wilks’ lambda
as a tool to measure and select the effective features among a large number of
computed speech characteristics.

Discriminant analysis is used to model a dependent categorical variable based
on its relationship with one or more predictors. From a set of independent vari-
ables, discriminant analysis determines the linear combinations of those variables
that best discriminate the classes. These combinations are called discriminant
functions, and are defined by [23]:

dik ¼ b0k þ b1k xi1 þ � � � þ bpk xip ð4Þ

where dik is the value of the kth discriminant function for the ith class, p is the
number of predictors (independent variables), bjk is the value of the jth coefficient
of the kth function, and xij is the value of the ith class of the jth predictor.
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The number of functions is equal to min(number of classes-1, number of
predictor).

The procedure automatically chooses a first function that will separate the
classes as much as possible. It then selects a second function that is both uncor-
related with the first function and provides as much further discrimination as
possible. The procedure continues adding functions in this way until the maximum
number of functions is achieved, as determined by the number of predictors and
categories in the dependent variable. To select the best variables for the model, a
stepwise method can be used [23].

Wilks’ lambda method of variable selection for stepwise discriminant analysis
selects variables on the basis of their capacity to minimize Wilks’ lambda. At each
step, the variable that reduces the overall Wilks’ lambda is entered [23]. The
Wilks’ lambda method needs some measure of discrimination capacity.

To measure the discriminant capacity of every variable Xp, we use the uni-
variate ANOVA (Analysis of Variance). Its decomposition formula is [24]:

XI

i¼1

XNi

n¼1

Xjin � �Xj

� �2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Total covariance

¼
XI

i¼1

Ni �Xji � �Xj

� �2

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
Separate�groups

covariance

þ
XI

i¼1

XNi

n¼1

Xjin � �Xji

� �2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Within�groups

covariance

ð5Þ

We consider a dataset with N observations constituted by X1; . . .;Xp variables.
These observations are partitioned by a qualitative variable into I classes of sizes
N1; . . .;NI , respectively.

Xjin is the value of Xj for the nth observation of class i
�Xji is the average of Xj over class i
�Xj is the average of Xj.

For each variable Xp, Wilks’ lambda is calculated as the ratio of the within-
groups covariance to the total covariance. Smaller values of lambda indicate
greater discrimination ability [24].

Kp ¼
within group sum of squares

total sum of squares
ð6Þ

In this work, we create a discriminant model that classifies dysarthric speakers
into one of the four predefined ‘‘severity levels of dysarthria’’ groups. This model
uses eleven prosodic features that have been selected by the Wilks’ lambda
method using discriminant analysis. To determine the relationship between a
categorical dependent variable (severity level) and the independent variables
(eleven features), we use a linear regression procedure [12].
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4 Experiments and Results

4.1 Speech Material

Nemours is one of the few databases of recorded dysarthric speech. It contains 814
short, nonsensical sentences spoken by 11 American patients with varying degrees
of dysarthria. Additionally, the database includes two connected-speech para-
graphs: the ‘‘Grandfather’’ and ‘‘Rainbow’’ passages produced by each of the 11
speakers. Each sentence in the database is of the form ‘‘The X is Ying the Z’’,
generated by randomly selecting X and Z from a set of 74 monosyllabic nouns
without replacement, and selecting Y from a set of 37 disyllabic verbs without
replacement. This process generated 37 sentences, from which 37 other sentences
were produced by swapping X and Y [8]. Therefore, each noun and verb was
spoken twice by each patient over the complete set of 74 sentences. The whole
database has been marked at the word level; sentences for 10 of the 11 talkers have
also been marked at the phoneme level. The entire speech corpus was spoken by
one non-dysarthric speaker, a speech pathologist who conducted the recording
session; this is considered as the healthy control (HC). All speech materials were
recorded using a 16 kHz sampling rate and 16-bit sample resolution after low-pass
filtering at 7,500 Hz cutoff frequency with a 90 dB/octave filter [8].

4.2 Subjects

The speakers are eleven young adult males suffering different types of dysarthria
resulting from either cerebral palsy (CP) or head trauma (HT), and one male adult
control speaker. Seven of the talkers had CP, among whom three had spastic CP
with quadriplegia, two had athetoid CP (one quadriplegic), and two had a mixture
of spastic and athetoid CP with quadriplegia. The remaining four subjects were
victims of head trauma. The speech from one of the patients (head trauma,
quadriplegic) was extremely unintelligible. This was considered so poor that it was
not marked at the phoneme level, and perceptual data were not collected for this
patient. A code of two letters was assigned to each patient: BB, BK, BV, FB, JF,
KS, LL, MH, RK, RL, and SC. The patients can be divided into three subgroups
based on their Frenchay Dysarthria Assessment scores (see Table 1): ‘mild L1’,
including patients FB, BB, MH, and LL; ‘severe L2’ includes RK, RL, and JF, and
‘more severe L3’ includes KS, SC, BV, and BK. The speech assessment and
perceptual data did not take into consideration the too mild case (subject FB) and
the too severe case (KS) [2, 4].
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4.3 LDA

In this section, we present discriminant analysis results using the stepwise method,
the linear regression procedure, and Wilks’ lambda.

The stepwise method is used in so far as we have many extracted features and
don’t have real expectations about which ones are important. The risk of this
method is to choose a variable that have no practical significance as it’s based only
on statistical merit.

For the stepwise discriminant analysis, we consider Wilks’ lambda as a feature
selection method. The coefficients of the linear equations are estimated by the
linear regression procedure, involving prosodic features that best predict the
severity level of dysarthria.

Table 2 shows the eleven selected prosodic metrics and their ability to dis-
criminate the four severity levels of dysarthria. Wilks’ lambda varies from 0 to 1;
smaller values of lambda reveal greater discrimination ability.

The discriminant analysis generated three discriminant functions to distinguish
the four severity levels of dysarthria. The first two functions are more meaningful
for the classification. Figure 1 represents the four classes discriminated by the first
two discriminant functions.

The summary discriminant analysis, together with the rate of correct classifi-
cation, is displayed in Table 3.

The four group’s sizes are equals. We assume equal prior probabilities of group
membership, for all severity level classes.

Table 1 Frenchay dysarthria assessment scores of dysarthric speakers with the nemours database [8]

Patients KS SC BV BK RK RL JF LL BB MH FB

Severity (%) – 49.5 42.5 41.8 32.4 26.7 21.5 15.6 10.3 7.9 7.1

Table 2 Wilks’ lambda of
the acoustics features

Features Wilks’ lambda

Articulation rate 0.565
Number of period 0.595
Mean pitch 0.701
Voice breaks 0.835
%V 0.861
HNR 0.864
Jitter 0.925
Shimmer 0.962
Standard pitch 0.979
Standard period 0.984
NHR 0.989
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The largest number of misclassifications occurs for the ‘severe L3’ level (60/
222). This can also be seen in Fig. 1, where the representation of L3 is scattered.
The most severe dysarthria level is the hardest to characterize with prosodic
features. Most other errors occur between two nearby classes. In this case, the
values of the features can be close and confused. To reduce the misclassification
rate, automatic classifiers with a high discrimination capacity are used [12].

Fig. 1 Representation of combined groups

Table 3 Classification results

Class Predicted group membership Total

0 1 2 3

Count 0 215 7 0 0 222
1 27 185 1 9 222
2 0 1 193 28 222
3 0 31 29 162 222

% 0 96.8 3.2 0.0 0.0 100
1 12.2 83.3 0.5 4.1 100
2 0.0 0.5 86.9 12.6 100
3 0.0 14.0 13.1 73.0 100
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4.4 Automatic Classifiers of Severity Level

We compare two approaches for automatic classification as a front-end for the
eleven prosodic features selected by LDA. The two methods, GMM and SVM,
perform training and classification. We divide the entire set of sentences of the
corpus into two subsets: a training subset that contains 70 % of the sentences with
different severity levels of dysarthria, and a test subset that contains 30 % of the
sentences. The training subset includes 459 sentences of dysarthric speech and 153
sentences of non-dysarthric speech (HC); the test subset contains 207 sentences of
dysarthric speech and 69 sentences of non-dysarthric speech.

4.4.1 GMM

The automatic classification of observed vectors into one of I classes can be per-
formed using GMM. The combined LDA-GMM system is represented in Fig. 2.

Training: For each class Ci in the corpus, the training is initiated to obtain a
model containing the characteristics of each Gaussian distribution m of the class:
the average vector li;m, the covariance matrix

P
i,m, and the weight of the Gaussian

wi,m. These parameters are calculated after performing a certain number of itera-
tions of the expectation-maximization (EM) algorithm [25]. One model is gen-
erated for each severity level of dysarthria.

Recognition: Each extracted signal X is represented by the acoustical vector x of
p components. The size of the acoustical vector d is the number of acoustical
parameters extracted from the signal. The likelihood of each acoustical vector for a
given class Ci is estimated, and the likelihood is defined by [26]:

p xnCið Þ ¼
XM

m ¼ 1

wi;m:
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞd Ri;m

�� ��q :eAi;m

Ai;m ¼ � 1
2

x� li;m

� �T
:

1P
i;m

: x� li;m

� � ! ð7Þ

where M is the number of Gaussians.

Extraction from a
pool of prosodic

features

Set of
selected
featuresSpeech

L0 Model

L1 Model

L2 Model

L3 Model

L0
L1
L2
L3

(μ ∑W)

Fig. 2 LDA-GMM system
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Each sentence is represented by one acoustical vector containing eleven pro-
sodic features (not by one vector for each frame), and the likelihood of the signal is
denoted as p xnCið Þ. The algorithm estimates that signal X will belong to the group
Ci in which p xnCið Þ is greater. The highest rate was achieved using eight Gaus-
sians (M = 8), where 88.89 % of dysarthria severity levels were correctly
classified.

4.4.2 SVM

SVMs are binary classifiers that use an optimal hyperplane to discriminate
between two classes. Figure 3 illustrates the LDA-SVM system.

The SVM was proposed by Vapnik as a new method of machine learning, via
introduction of the kernel function [27]. The kernel function projects the (non-
linearly separable) data to a new high-dimensional space, where a linear separation
is possible. SVMs determine the linear hyperplane separator that maximizes the
margin between two classes of data.

The key component of an SVM is the kernel function. The choice of kernel
function will affect the learning ability and generalization capacity of machine
learning [28]. In our experiments, a radial basis function (RBF) is used as a kernel.
The properties of the RBF depend on the Gaussian width r and the error penalty
parameter C. The RBF kernel is defined as:

k x; yð Þ ¼ exp
x� y2
		 		

r2

ffi �
ð8Þ
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Fig. 3 LDA-SVM system
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A multiclass-SVM using the ‘one-against-one’ method was set to classify the
severity levels of dysarthria. Binary classifiers are built to differentiate classes Ci

and Cj, 0 \ i B I and 0 \ j \ i, where I is the number of classes [29]. The number

of binary classifis (SVMs) necessary to classify I classes is I I�1ð Þ
2 .

The multiclass-SVM includes six SVMs and a decision function based on majority
voting (best candidate) using all classifiers. For each of the six SVMs, a cross-
validation was carried out over four subsets of the corpus to determine the most
relevant pair (C, r) of the RBF kernel function. This method of automatic assessment
achieved correct dysarthria severity level classification in 93 % of cases.

Table 4 compares performance between LDA, LDA-GMM, and LDA-SVM
systems.

5 Conclusion and Future Work

In this paper, we proposed and compared GMM and SVM discriminative
approaches to perform an assessment of the dysarthria severity level. A reliable
front-end processing technique using relevant prosodic features was developed,
and these features were selected after performing LDA. We believe that the
proposed system could constitute an appropriate objective test for the automatic
evaluation of dysarthria severity. This tool might be useful for clinicians, and can
be used to prevent incorrect subjective diagnosis and reduce the time required to
monitor or diagnose dysarthric speech disorder.

Further works need to be done, to test this system on other dysarthric speech
databases for more validation, and to develop an ergonomic tool interface adapted
for clinicians. Moreover, this method can be used to characterize other speech
pathologies.
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Parallelization of Minimum Spanning
Tree Algorithms Using Distributed
Memory Architectures

Vladimir Lončar, Srdjan Škrbić and Antun Balaž

Abstract Finding a minimum spanning tree of a graph is a well known problem in
graph theory with many practical applications. We study serial variants of Prim’s
and Kruskal’s algorithm and present their parallelization targeting message passing
parallel machine with distributed memory. We consider large graphs that can not fit
into memory of one process. Experimental results show that Prim’s algorithm is a
good choice for dense graphs while Kruskal’s algorithm is better for sparse ones.
Poor scalability of Prim’s algorithm comes from its high communication cost while
Kruskal’s algorithm showed much better scaling to larger number of processes.

Keywords Distributed memory � Kruskal � MPI � MST � Paralellization � Prim

1 Introduction

A minimum spanning tree (MST) of a weighted graph G = (V, E) is a subset of
E that forms a spanning tree of G with minimum total weight. MST problem has
many applications in computer and communication network design, as well as
indirect applications in fields such as computer vision and cluster analysis [12].
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In this paper we implement two parallel algorithms for finding MST of a graph,
based on classical algorithms of Prim [23] and Kruskal [18], building upon our
previous work in [19]. Algorithms target message passing parallel machine with
distributed memory. Primary characteristic of this architecture is that the cost of
inter-process communication is high in comparison to cost of computation. Our
goal was to develop algorithms which minimize communication, and to measure
the impact of communication on the performance of algorithms. Our primary
interest were graphs which have significantly larger number of vertices than
processors involved in computation. Since graphs of this size cannot fit into the
memory of a single process, we use a partitioning scheme to divide the input graph
among processes. We consider both sparse and dense graphs.

First algorithm is a parallelization of Prim’s serial algorithm. Each process is
assigned a subset of vertices and in each step of computation, every process finds a
candidate minimum-weight edge connecting one of its vertices to MST. The root
process collects those candidates and selects one with minimum weight which it
adds to MST and broadcasts result to other processes. This step is repeated until
every vertex is in MST.

Second algorithm is based on Kruskal’s approach. Processes get a subset of
G in the same way as in first algorithm, and then find local minimum spanning tree
(or forest). Next, processes merge their MST edges until only one process remains,
which holds edges that form MST of G.

Implementations of these algorithms are done using C programming language
and MPI (Message Passing Interface) and tested on a parallel cluster PARADOX
using up to 256 cores and 256 GB of distributed memory.

Section 2 contains references to the most important related papers. In Sect. 3 we
continue with the description and analysis of algorithms—both serial and parallel
versions, and their implementation. In the last section we describe experimental
results, analyze them and draw our conclusions.

2 Related Work

Algorithms for MST problem have mostly been based on one of three approaches,
that of Boruvka [3], Prim [23] and Kruskal [18], however, a number of new
algorithms has been developed. Gallager et al. [10] presented an algorithm where
processor exists at each node of the graph (thus n = p), useful in computer net-
work design. Katriel and Sanders designed an algorithm exploiting cycle property
of a graph targeting dense graph, [17], while Ahrabian and Nowzari-Dalini’s
algorithm relies on depth first search of the graph [1].

Due to its parallel nature, Boruvka’s algorithm (also known as Sollin’s algo-
rithm) has been the subject to most research related to parallel MST algorithms.
Examples of algorithms based on Boruvka’s approach include Chung and Condon
[4], Wang and Gu [14] and Dehne and Götz [7].
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Parallelization of Prim’s algorithm has been presented by Deo and Yoo [8]. Their
algorithm targets shared memory computers. Improved version of Prim’s algorithm
has been presented by Gonina and Kale [11]. Their algorithm adds multiple vertices
per iteration, thus achieving significant speedups. Another approach targeting
shared memory computers presented by Setia et al. [24] uses the cut property of a
graph to grow multiple trees in parallel. Hybrid approach, combining both
Boruvka’s and Prim’s approaches has been developed by Bader and Cong [2].

Examples of parallel implementation of Kruskal’s algorithm can be found in
work of Jin and Baker [16], and Osipov et al. [21]. Osipov et al. proposes a
modification to Kruskal’s algorithm to avoid edges which certainly are not in a
graph. Their algorithm runs in near linear time if graph is not too sparse.

Bulk of the research into parallel MST algorithms has targeted shared memory
computers like PRAM, i.e. computers where entire graph can fit into memory. Our
algorithms target distributed memory computers and use partitioning scheme to
divide the input graph evenly among processors. Because no process contains info
about partition of other processes, we designed our algorithms to use predictable
communication patterns, and not depend on the properties of input graph.

3 The Algorithms

Let us assume that graph G = (V, E), with vertex set V and edge set E is connected
and undirected. Without loss of generality, it can be assumed that each weight is
distinct, thus G is guaranteed to have only one MST. This assumption simplifies
implementation, otherwise a numbering scheme can be applied to edges with same
weight, at the cost of additional implementation complexity.

Let n be the number of vertices, m the number of edges (|V| = n, |E| = m), and
p the number of processes involved in computation of MST. Let w(v, u) denote
weight of edge connecting vertices v and u. Input graph G is represented as
n 9 n adjacency matrix A = (ai,j) defined as:

ai;j ¼
wðvi; vjÞ if (vi; vjÞ 2 E
0 otherwise

�
ð1Þ

3.1 Prim’s Algorithm

Prim’s algorithm starts from an arbitrary vertex and then grows the MST by
choosing a new vertex and adding it to MST in each iteration. Vertex with an edge
with lightest weight incident on the vertices already in MST is added in every
iteration. The algorithm continues until all the vertices have been added to the
MST. This algorithm requires O(n2) time. Implementations of Prim’s algorithm
commonly use auxiliary array d of length n to store distances (weight) from each
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vertex to MST. In every iteration a lightest weight edge in d is added to MST and
d is updated to reflect changes.

Parallelizing the main loop of Prim’s algorithm is difficult [13], since after
adding a vertex to MST lightest edges incident on MST change. Only two steps
can be parallelized: selection of the minimum-weight edge connecting a vertex not
in MST to a vertex in MST, and updating array d after a vertex is added to MST.
Thus, parallelization can be achieved in the following way:

1. Partition the input set V into p subsets, such that each subset contains n/p con-
secutive vertices and their edges, and assign each process a different subset.
Each process also contains part of array d for vertices in its partition. Let Vi be
the subset assigned to process pi, and di part of array d which pi maintains.
Partitioning of adjacency matrix is illustrated in Fig. 1.

2. Every process pi finds minimum-weight edge ei (candidate) connecting MST
with a vertex in Vi.

3. Every process pi sends its ei edge to the root process using all-to-one reduction.
4. From the received edges, the root process selects one with a minimum weight

(called global minimum-weight edge emin), adds it to MST and broadcasts it to
all other processes.

5. Processes mark vertices connected by emin as belonging to MST and update
their part of array d.

6. Repeat steps 2–5 until every vertex is in MST.

Finding a minimum-weight edge and updating of di during each iteration costs
O(n/p). Each step also adds a communication cost of all-to-one reduction and all-
to-one broadcast. These operations complete in O(log p). Combined, cost of one
iteration is O(n/p ? log p). Since there are n iterations, total parallel time this
algorithm runs in is:

Tp ¼ O
n2

p

� �
þ O n log pð Þ ð2Þ

Fig. 1 Partitioning of
adjacency matrix among
p processes
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Prim’s algorithm is better suited for dense graphs and works best for complete
graphs. This also applies to its parallel formulation presented here. Ineffectiveness
of the algorithm on sparse graphs stems from the fact that Prim’s algorithm runs in
O(n2), regardless of the number of edges. A well-known modification [5] of Prim’s
algorithm is to use binary heap data structure and adjacency list representation of a
graph to reduce the run time to O(m log n). Furthermore, using Fibonacci heap
asymptotic running time of Prim’s algorithm can be improved to O(m ? n log n).
Since we use adjacency matrix representation, investigating alternative approaches
for Prim’s algorithm was out of the scope of this paper.

3.2 Kruskal’s Algorithm

Unlike Prim’s algorithm which grows a single tree, Kruskal’s algorithm grows
multiple trees in parallel. Algorithm first creates a forest F, where each vertex in
the graph is a separate tree. Next step is to sort all edges in E based on their weight.
Algorithm then chooses minimum-weight edge emin (i.e. first edge in sorted set). If
emin connects two different trees in F, it is added to the forest and two trees are
combined into a single tree, otherwise emin is discarded. Algorithm loops until
either all edges have been selected, or F contains only one tree, which is the MST
of G. This algorithm is commonly implemented using Union-Find algorithm [22].
Find operation is used to determine which tree a particular vertex is in, while
Union operation is used to merge two trees. Kruskal’s algorithm runs in
O(m log n) time, but can be made even more efficient by using more sophisticated
Union-Find data structure, which uses union by rank and path compression [9]. If
the edges are already sorted, using improved Union-Find data structure Kruskal’s
algorithm runs in O(ma(n)), where a(n) is the inverse of the Ackerman function.

Our parallel implementation of Kruskal’s algorithm uses the same partitioning
scheme of adjacency matrix as in Prim’s approach and is thus bounded by O(n2)
time to find all edges in matrix. Having that in mind, our parallel algorithm
proceeds through the following steps:

1. Every process pi first sorts edges contained in its partition Vi.
2. Every process pi finds a local minimum spanning tree (or forest, MSF) Fi using

edges in its partition Vi applying the Kruskal’s algorithm.
3. Processes merge their local MST’s (or MSF’s). Merging is performed in the

following manner. Let a and b denote two processes which are to merge their
local trees (or forests), and let Fa and Fb denote their respective set of local
MST edges. Process a sends set Fa to b, which forms a new local MST (or
MSF) from Fa [ Fb. After merging, process a is no longer involved in com-
putation and can terminate.

4. Merging continues until only one process remains. Its MST is the end result.

Creating a new local MSF during merge step can be performed in a number of
different ways. Our approach is to perform Kruskal’s algorithm again on Fa [ Fb.
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Computing the local MST takes O(n2/p). There is a total of log p merging stages,
each costing O(n2log p). During one merge step one process transmits maximum
of O(n) edges for a total parallel time of:

Tp ¼ Oðn2=pÞ þ Oðn2 log pÞ ð3Þ

Based on speedup and efficiency metrics, it can be shown that this parallel
formulation is efficient for p = O(n/log n), same as the first algorithm.

3.3 Implementation

Described algorithms were implemented using ANSI C and Message Passing Inter-
face (MPI). Fixed communication patterns in parallel formulation of the algorithms
map directly to MPI operations. Complete source code can be found in [25].

4 Experimental Results

Implementations of algorithms were tested on a cluster of up to 32 computing
nodes. Each computer in the cluster had two Intel Xeon E5345 2.33 GHz quad-
core CPUs and 8 GB of memory, with Scientific Linux 6 operating system
installed. We used OpenMPI v1.6 implementation of the MPI standard. The cluster
nodes are connected to the network with a throughput of 1 Gbit/s. Both imple-
mentations were compiled using GCC 4.4 compiler. This cluster has enabled
testing algorithms with up to 256 processes as shown in Table 1.

We tested graphs with densities of 1, 5, 10, 15 and 20 % with number of
vertices ranging from 10,000 to 100,000, and number of edges from 500,000 to
1,000,000,000. Distribution of edges in graphs was uniformly random, and all edge
weights were unique. Due to the high memory requirements of large graphs, not
every input graph could be partitioned in a small number of cluster nodes, as can
be seen in Table 1.

4.1 Results

Due to the large amount of obtained test results, we only present the most
important ones here. Complete set of results can be found in [25].

In the Table 2 we show the behavior of algorithms with increasing number of
processes on input graph of 50,000 vertices and density of 10 %.

Results show poor scalability of Prim’s algorithm, due to its high communi-
cation cost. Otherwise, computation phase of Prim’s algorithm is faster than that of
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Kruskal’s. Due to the usage of adjacency matrix graph representation, Prim’s
algorithm performs almost the same regardless of the density of the input graph.
This can be seen from the results of input graph with 50,000 vertices and 32
processes with varying density shown at Table 3.

On the other hand, Kruskal’s algorithm shows degradation of performance with
increasing density. Results of Kruskal’s algorithm show that majority of local
computation time is spent sorting the edges of input graph, which grows with
larger density. Increasing the number of processes makes local partitions smaller
and faster to process, thus allowing this algorithm to achieve good scalability. If
the edges of input graph were already sorted, Kruskal’s algorithm would be
significantly faster than other MST algorithms.

4.2 Impact of Communication Overhead

Cost of communication is much greater than the cost of computation, so it is
important to analyse the time spent in communication routines. During tests we
measured the time spent waiting for the completion of the communication oper-
ations. In case of Prim’s algorithm, we measured the time that the root process
spends waiting for the completion of MPI_Reduce and MPI_Bcast operations.
Communication in Kruskal’s algorithm is measured as total time spent waiting for
messages received over MPI_Recv operation in the last active process (which will

Table 1 Testing parameters

Processes Nodes Processes per node No. of vertices (k)

4 4 1 10–50
8 8 1 10–60
16 16 1 10–80
32 32 1 10–100
64 32 2 10–100
128 32 4 10–100
256 32 8 10–100

Table 2 CPU time (in seconds) for algorithms with increasing number of processes

4 8 16 32 64 128 256

Kruskal 38.468 19.94 10.608 5.342 2.958 1.796 1.382
Prim 16.703 15.479 25.201 30.382 30.824 32.661 39.737

Table 3 CPU time (in seconds) for algorithms with increasing density

1 % 5 % 10 % 15 % 20 %

Kruskal 0.607 2.603 5.342 8.164 10.663
Prim 30.189 30.007 30.382 30.518 30.589
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contain the MST after last iteration of the merge operation). This gives us a good
insight into the duration of communication routines because the last active process
will have to wait the most.

The Table 4 shows communication times of processing input graph of 50,000
vertices with 10 % density.

When comparing communication time with a total computation time it can be
noted that the Prim’s algorithm spends most of time in communication operations,
and by increasing number of processes almost all the running time of the algorithm
is spent on communication operations. A bottleneck in Prim’s algorithm is the cost
of MPI_Reduce and MPI_Bcast communication operations. These operations
require communication between all processes, and are much more expensive than
local computation within each process, because all processes must wait until the
operation is completed, or until the data are transmitted over the network. This
prevents Prim’s algorithm from achieving substantial speedup of running time
with increasing number of processes. Therefore, this algorithm is most efficient on
the fewest number of processes that the partitioned input graph can fit.

On the other hand Kruskal algorithm spends much less time in communication
operations, but instead spends most of the time in local computation. These
differences are illustrated in Figs. 2 and 3. The diagrams show that communication
in Prim’s algorithm rises sharply with increasing number of processes, while
execution time slowly reduces. In Kruskal’s algorithm, the situation is reversed.

4.3 Analysis of Results

The experimental results confirmed some of the assumptions made during the
development and analysis of algorithms, but also made a couple of unexpected
results. Results of these experiments gave us directions for further improvement of
the described algorithms.

Prim’s algorithm has shown excellent performance in computational part of the
algorithm, but a surprisingly high cost of communication operations spoils its final
score. Finding candidate edges for inclusion in MST can be further improved by
using techniques described in [5], but it will not significantly improve the total

Table 4 Communication versus computation time (in seconds)

Processes 4 8 16 32 64 128 256

Prim’s algorithm
Total 16.703 15.479 25.201 30.382 30.824 32.661 39.737
Communication 8.188 11.183 23.009 29.248 30.237 32.322 39.467

Kruskal’s algorithm
Total 38.468 19.94 10.608 5.342 2.958 1.796 1.382
Communication 0.171 0.356 0.371 0.288 0.317 0.253 0.256
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time of the algorithm, as communication routines will remain the same. Unfor-
tunately, the communication can not be further improved by changing the algo-
rithm. The only way to reduce the cost of communication is to use a cluster that
has a better quality network, or to rely on the semantics of the implementation of
the MPI operation MPI_Allreduce.

Kruskal’s algorithm has shown good performance, especially for sparse graphs,
while the performance degrades with increasing density. It is important to note that
many real-world graphs have density much smaller than 1 % (for example, graph
of roads as egdes and junctions as vertices has a density much smaller than 1 %).
Also, this algorithm showed much better scaling to larger number of processes
than Prim’s algorithm. Cost of communication in Kruskal’s algorithm is much
smaller than in Prim’s algorithm, but the local computation is slower. This can be
improved by using more efficient Union-Find algorithms [9], or by improving
merging of local trees between processes. Kruskal’s algorithm does not use a lot of
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Fig. 2 Communication in Kruskal’s algorithm
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Fig. 3 Communication in Prim’s algorithm
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slow messages like Prim’s algorithm, but can send very large messages depending
on the number of processes and the size of the graph. This can be improved by
introducing techniques for compressing messages, or changing the structure of the
message.

5 Alternate Parallelization Approaches

In this section we will give a brief overview of two other parallelization approa-
ches we considered using for implementation of these algorithms. One approach
would be using graphics processing unit (GPU) technologies like Nvidia CUDA or
OpenCL. Another would be using shared-memory parallelization API like
OpenMP to utilize multi-core processors on cluster nodes. We will go over
advantages and disadvantages of both approaches.

With the introduction of CUDA and OpenCL programming models, using GPU
for general-purpose computing (GPGPU) has become a powerful alternative to
traditional CPU programming models. Nowadays GPUs can be found in most
high-ranking supercomputers and even ordinary clusters. GPUs have their own
RAM, which is separate from main RAM of a computer and was not accessible for
distributed-memory technologies like MPI. This made writing multi-GPU pro-
grams more difficult, since it required expensive copy operations between GPU
memory and host (CPU) memory which MPI could access. However, recent
developments in MPI implementations have alleviated this problem, and newer
versions of popular MPI implementations like OpenMPI and MVAPICH can
access GPU memory directly. This unfortunately still doesn’t make GPU the
perfect platform for implementations of our algorithms. GPUs still have much
smaller amount of RAM when compared to main memory (recently released
models like Tesla K10 have up to 8 GB of memory [20]). This means that GPU
solution could only be used on much smaller graphs. Alternatively, a different
graph representation (like adjacency lists) would allow graphs with greater number
of vertices, but would still be only useful for sparser graphs. Primary part of Prim’s
algorithm which could be accelerated by GPU is finding local (and then global)
vertex with the smallest distance to the tree. This could be achieved by slightly
modifying well-known parallel reduction algorithm for GPU [15]. Communication
pattern between nodes would remain the same. Kruskal’s algorithm is more
complex to implement on GPU due to Union-Find data structure. Other important
portions of Kruskal’s algorithm, like sorting of input could be done using various
GPU libraries.

Unlike the relatively new technology that is GPGPU, OpenMP has been suc-
cessfully used to parallelize serial code since the late 90s. In some cases, OpenMP
allows developers to parallelize their with programs with minimal effort, using
compiler directives around loops, often with good performance [6]. This technique
could be used in parallelization of Prim’s algorithm for finding local (and later

552 V. Lončar et al.



global) vertex with the smallest distance to the tree. Graph would be partitioned in
such a way that each node in cluster receives an equal part, then each node would
use all it’s processors and cores with OpenMP to find local minimum, and use MPI
for communication between nodes. Kruskal’s algorithm can be parallelized in
similar way, although it would require a slightly greater effort for implementation
of sorting and Union-Find data structure.
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Experiments with a Sparse Distributed
Memory for Text Classification

Mateus Mendes, A. Paulo Coimbra, Manuel M. Crisóstomo
and Jorge Rodrigues

Abstract The Sparse Distributed Memory (SDM) has been studied for decades as
a theoretical model of an associative memory in many aspects similar to the human
brain. It has been tested for different purposes. The present work describes its use
as a quick text classifier, based on pattern similarity only. The results found with
different datasets were superior to the performance of the dumb classifier or purely
random choice, even without text preprocessing. Experiments were performed
with a popular Reuters newsgroups dataset and also for real time web ad serving.

Keywords SDM � Sparse distributed memory � Text classification � Text
comparison � Long range correlations � Vector space model

1 Introduction

Text classification and text similarity calculation are areas of increasing interest.
They are important for modern search engines, information retrieval, targeted
advertising and other applications that require retrieving the most appropriate, best
matching texts, for specific purposes. As more and more data are stored in digital
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databases, quick and accurate retrieval methods are necessary for a better user
experience.

In many applications, retrieval does not need to be exact, and there may not
even be an exact match. An example is choosing the right ads to exhibit in a
website based on the website’s contents: the ad server needs to output relevant ads
as quickly as possible and in general all on-topic ads could be acceptable from the
semantic point of view. Another example may be service robots. Service robots
may execute tasks where accuracy is very important, and have other tasks where
accuracy may be traded for speed, memory or other important tradeoff. A service
robot which guides visitors inside a building must not take them to wrong desti-
nations. But a service robot reading the latest news about artificial intelligence
occasionally skipping one or two entries is not problematic at all.

On the other hand, it has long been known that non-random texts exhibit long-
range correlations between lower level symbol representations and higher level
semantic meaning [1]. Thus, in theory it may be possible to achieve some results
by processing lower level symbols directly without getting to the upper structure
levels. This possibility is worth exploring for real time applications, where speed is
often more important than accuracy, as long as the expected results fall into
acceptable limits.

The Sparse Distributed Memory (SDM) is a type of associative memory pro-
posed by Pentti Kanerva in the 1980s [2]. It is based on the properties of high-
dimensional spaces, where data are stored based on pattern similarity. Similar
vectors are stored close to one another, while dissimilar vectors are stored farther
apart in the memory. As for data retrieval, a very small clue is often enough to
retrieve the correct datum. In theory, knowing only 20 % of the bits of a binary
vector may be enough to retrieve it from the memory. To a great extent, the SDM
exhibits characteristics very similar to the way the human brain works. The SDM
has been successfully used in tasks such as predicting the weather [3] and navi-
gating robots [4].

The present work is an extension of [5]. In the previous work the SDM was
used for text classification, taking TF-IDF (Term Frequency-Inverse Document
Frequency) vectors as input and raw text directly without any text processing. The
results obtained with the SDM were inferior to the results obtained with other
modern methods, but superior to the performance of a ‘‘dumb classifier.’’ Inter-
estingly, it was possible to obtain those results directly with raw input, skipping
any text processing. Later, the SDM has been applied as a classifier to a web ad
server, to choose which ad to show in a publisher website. The Click Through Rate
(CTR) obtained was superior to the CTR obtained if the ads were just chosen
randomly. Additionally, it has been shown that the way the information is encoded
may influence the performance of the SDM [6]. Thus, it may be possible to
achieve better results in the future by just changing the text encoding or by making
other small adjustments to the input texts.

Section 2 briefly explains the process of text classification and the origins of
long-range semantic correlations. Section 3 briefly describes the SDM. Section 4
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describes the experiments performed using popular datasets. Section 5 describes
the experiments performed in an ad server. Section 6 draws some conclusions and
opens perspectives of future work.

2 Text Classification

Often, texts are processed as bags of words and methods such as k-nearest
neighbour and support vector machines are applied. In bag of words methods, texts
are processed in order to remove words which are considered irrelevant, such as
the, a, etc. The remainder words are then reduced to their invariant forms
(stemmed), so that different forms of the same word are counted as the same—e.g.,
reserved and reserve may be mapped to reserv. The remainder words are then
counted and the text is finally represented by a vector of word frequencies. Text
classification is then processed by means of applying different operations to the
frequency vectors. But those methods invariably require pre-processing the texts.
It is necessary to process the texts several times in order to extract the information
necessary to create the sorted vectors from the bags of words. Pre-processing poses
additional challenges for real time operation, specially if the method is applied to
all words. Focusing operation on just keywords greatly reduces dimensionality of
the vectors and processing time, at the cost of loosing the information conveyed by
the overlooked words.

On the other hand, it is known that semantically meaningful texts (i.e., texts that
carry some information, not ‘‘artificial’’ texts generated by randomly juxtaposing
symbols) exhibit long-range correlations between lower level representations and
higher semantic meaning. The correlations have been observed for the first
time many years ago, and the topic has been subject to some research. Recently
Altmann et al. [1] published an interesting analysis of those long-range correla-
tions. In a text, a topic is linked to several words, which are then linked to letters,
which are then linked to lower symbols, as represented in Fig. 1. Altmann claims
that correlations between high-level semantic structures and lower level structures
unfold in the form of a bursty signal, thus explaining the ubiquitous appearance of
long-range correlations in texts.

3 Sparse Distributed Memory

The Sparse Distributed Memory is an associative memory model suitable to work
with high-dimensional binary vectors. Thus, all information that can accurately be
described by arbitrary sequences of bits may be stored into such a memory.

Kanerva shows that the SDM naturally exhibits the properties of large boolean
spaces. Those properties can be derived mathematically and are, to a great extent,
similar to that of the human cerebellum. The SDM implements behaviours such as
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high tolerance to noise, operation with incomplete data, parallel processing and
knowing that one knows.

3.1 Implementation of a SDM

The underlying idea behind the SDM is the mapping of a huge binary memory
onto a smaller set of physical locations, so-called Hard Locations (HL). As a
general guideline, those hard locations should be uniformly distributed in the
virtual space, to mimic the existence of the larger virtual space as accurately as
possible. Every datum is stored by distribution to a set of hard locations, and
retrieved by sampling those locations.

Figure 2 shows a model of a SDM. ‘‘Address’’ is the reference address where the
datum is to be stored or read from. It will activate all the hard locations in a given
access radius, which is predefined. Kanerva proposes that the Hamming distance,
that is the number of bits in which two binary vectors are different, be used as the
measure of distance between the addresses. All the locations that differ less than a
predefined number of bits from the input address are selected (activated) for the
read or write operation.

3.1.1 Writing and Reading

Data are stored in arrays of counters, one counter for every bit of every location.
Writing is done by incrementing or decrementing the bit counters at the selected
addresses. To store 0 at a given position, the corresponding counter is decre-
mented. To store 1, it is incremented. The counters may, therefore, store either a
positive or a negative value, which should, in theory, most of the times fall into the
interval [-40, 40].

Reading is done by sampling the values of all the counters of all the active
locations. A natural candidate to extract the correct value is the average. Summing

Fig. 1 Hierarchy of levels
and links between different
representation levels of a text.
Correlations are preserved
between different level
structures
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all the counters columnwise and dividing by the number of active locations gives
the average value of the counters. The average value can then be compared to a
predefined threshold value. A threshold of 0 is appropriate for normal data—if the
average value is below the threshold the bit to be read is zero, otherwise it is one.
Figure 2 illustrates the method.

But the average value is only one possible sampling method. Another possible
method is to pool the information by taking a vote—the value that is the most
popular among the contributing counters is preferred. Yet another alternative is to
weigh the contribution of each counter based on the distance between each hard
location and the reference address.

3.1.2 Starting the Memory

Initially, all the bit counters must be set to zero, for the memory stores no data. The
bits of the hard locations’ addresses should be set randomly, so that those
addresses would be uniformly distributed in the addressing space. However, many
authors prefer to start with an empty memory, with neither data counters nor
addresses, and then add more addresses where and when they are needed [7], in
order to avoid processing unneeded locations and reduce startup time.

3.1.3 Characteristics of the SDM

Due to the nature of the model, there is no guarantee that the data retrieved is
exactly the same that was written. However, it is provable that under normal
circumstances the hard locations will be correctly distributed over the binary space
and, if the memory has not reached saturation, the correct data will be retrieved

Fig. 2 Diagram of a SDM, according to the original model, showing an array of bit counters to
store data and an array of addresses. Memory locations within a certain radius of the reference
address are selected to read or write
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with high probability most of the times. The conclusion arises from the properties
of high-dimensional boolean spaces. The mathematical details, due to their length,
are out of the scope of the present work. They are elegantly described by Kanerva
in [2]. A summary can also be found in [8].

Other important characteristics of the SDM are:

1. It is immune to noise up to a high threshold. Using coding schemes such as
n-of-m codes, the immunity is even increased [6, 9], at the cost of reducing the
addressable space.

2. SDMs are robust to failure of individual locations, just like neural networks.
3. SDMs degrade gracefully, when some locations fail or the memory approaches

its maximum capacity.
4. One-shot learning is possible. If the memory is not close to saturation, it will

learn in a single pass.
5. SDMs can be ‘‘open’’ and subject to analysis of individual locations. That is

important namely for debugging purposes, or to track the learning process.
6. It is possible to change memory’s structure without retraining all the memory

[7]. For example, it is possible to add locations where they are needed as well as
remove unused locations. That is an important characteristic to build modular
or adaptive systems.

The main drawbacks of using Sparse Distributed Memories are:

1. Once a datum is written, it cannot be erased, only forgotten as time goes by.
Under certain circumstances that may be an undesirable feature. If unnecessary
memories cannot be deleted, they may interfere with more recent and important
data.

2. If the SDM is simulated in a common computer, storage capacity may be as low
as 0.1 bits per bit of traditional computer memory, although many authors
reported techniques to improve storage performance [10].

3. If implemented in software, a lot of computer processing is required to run the
memory alone.

3.2 Present Implementation

In the present approach, a variation of the original SDM was used. Many exper-
iments were performed using an implementation which used 8-bit data counters
(7 bits ? sign), but differences for the results obtained without using data counters
were negligible, when they existed at all. In the simplified model, without data
counters, each memory location contains only one copy of the last datum. Any new
datum will overwrite the previously stored information. This simplification greatly
reduces memory and processing requirements, and previous experimental evidence
reports no significant performance differences to the original model, in different
fields [9, 11].
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Additionally, in the model used, the hard locations were not placed randomly in
the binary space as Kanerva proposes. The memory locations are managed using
the Randomised Reallocation (RR) algorithm proposed by Ratitch et al. [7]. Using
the RR, the system starts with an empty memory and allocates new locations when
there is a new datum which cannot be stored into enough existing locations. The
new locations are placed randomly in the neighbourhood of the new datum
address.

4 Dataset Experiments

In a first stage of the present work, experiments were performed using a popular
dataset, before a real application as described in Sect. 5.

4.1 Datasets Used

The datasets used in the experiments were pre-processed subsets of Reuters 21578
dataset, available from Cardoso-Cachopo’s website1 [12]. Those datasets were
chosen because of their popularity and the fact that they were available in pre-
processed form from Cardoso-Cachopo’s website. The subset named R52 is a
selection of documents which are classified into just one of the topics (single-
labelled). R52 contains 9,100 documents distributed over 52 different topics. The
subset named R8 is a selection of documents which are also single-labelled, but
contains documents of just 8 of the 10 most frequent topics. Tables 1 and 2 show
the number of documents per topic. As the tables show, data is very skewed, with
the most popular class accounting for about half of the documents.

Cardoso-Cachopo makes available the datasets with different pre-processing
applied. The subsets that are relevant for the present experiments are:

• All-terms—Obtained from the original datasets by applying the following
transformations: Substitute TAB, NEWLINE and RETURN characters by
SPACE; Keep only letters (that is, turn punctuation, numbers, etc. into
SPACES); Turn all letters to lower-case; Substitute multiple SPACES by a
single SPACE; The title/subject of each document is simply added in the
beginning of the document’s text.

• Stemmed texts—Obtained from the previous file, by removing all words that
are less than 3 characters long; removing the 524 SMART system’s stop-words2

and applying Porter’s Stemmer to the remaining words.3

1 Datasets available at http://web.ist.utl.pt/acardoso/ (last checked 2013-02-10).
2 ftp://ftp.cs.cornell.edu/pub/smart/english.stop (last checked 2013-02-13).
3 http://tartarus.org/*martin/PorterStemmer/ (last checked 2013-02-13).
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4.2 Experiments

To assess the performance of the SDM as a classifier, two types of vectors were used
to represent the texts: Term Frequency-Inverse Document Frequency (TF-IDF)
vectors and direct storage of the texts using ASCII characters.

The experiments were performed in two steps: learning and testing. In the
learning stage, representations of all the documents in the training sets were stored
into the SDM. In the testing stage, the SDM was then queried with documents of
the test set. The category of the document retrieved was then used as the SDM’s
best match for the category of the test document.

The first experiment was done using TF-IDF vectors as representations of the
texts. TF-IDF is a popular statistic used to represent documents in text categori-
sation. In general, the use of TF-IDF vectors produces good results for text cat-
egorisation with popular methods such as Support Vector Machines, K-Nearest
Neighbours and similar. In the present work, TF-IDF vectors were calculated for
each single document in the train set. Those vectors were then normalised and
mapped in the interval [0, 127], so that all numbers could be represented as
unsigned 7-bit integers. That conversion meant to loose a lot of precision, but
considering the length of the vectors it was accepted as a good compromise
between SDM simulation time and precision.

In a second experiment, the vectors stored into the SDM were chunks of up to
8 KB of the texts, coded in plain ASCII. When the length of the text was superior
to 8 KB, the text was truncated. When the length was inferior to 8 KB, the
remainder bytes were set at random.

In both experiments, the encoded text was used as address for the SDM. The
data stored was the text with the category juxtaposed—i.e., the composition of the
data vector was haddress; categoryi, where the category was always stored in
plain ASCII text.

During the learning stage, the vectors were stored into the SDM with a radius of
zero. Copies of all vectors were stored, since all vectors were different from each
other in both datasets.

In the testing stage, the memory was queried with texts of the test set, encoded
using the same method used during the learning stage. When plain texts were used,

Table 1 Documents
contained, in the training and
test subsets, for each class of
the dataset R8

Class Train set Test set Total

Acq 1,596 696 2,292
Crude 253 121 374
Earn 2,840 1,083 3,923
Grain 41 10 51
Interest 190 81 271
Money-fx 206 87 293
Ship 108 36 144
Trade 251 75 326
Total 5,485 2,189 7,674
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Table 2 Documents
contained, in the training and
test subsets, for each class of
the dataset R52

Class Train set Test set Total

Acq 1,596 696 2,292
Alum 31 19 50
Bop 22 9 31
Carcass 6 5 11
Cocoa 46 15 61
Coffee 90 22 112
Copper 31 13 44
Cotton 15 9 24
Cpi 54 17 71
Cpu 3 1 4
Crude 253 121 374
Dlr 3 3 6
Earn 2,840 1,083 3,923
Fuel 4 7 11
Gas 10 8 18
Gnp 58 15 73
Gold 70 20 90
Grain 41 10 51
Heat 6 4 10
Housing 15 2 17
Income 7 4 11
Instal-debt 5 1 6
Interest 190 81 271
Ipi 33 11 44
Iron-steel 26 12 38
Jet 2 1 3
Jobs 37 12 49
Lead 4 4 8
Lei 11 3 14
Livestock 13 5 18
Lumber 7 4 11
Meal-feed 6 1 7
Money-fx 206 87 293
Money-supply 123 28 151
Nat-gas 24 12 36
Nickel 3 1 4
Orange 13 9 22
Pet-chem 13 6 19
Platinum 1 2 3
Potato 2 3 5
Reserves 37 12 49
Retail 19 1 20
Rubber 31 9 40
Ship 108 36 144
Strategic-metal 9 6 15
Sugar 97 25 122

(continued)
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if the length of the test document was inferior to 8 KB, only part of the vector was
used to compute the similarity measure in the SDM. For example, if the length of
the text was just 1 KB, similarity was computed using only the first 1,024 coor-
dinates (bytes) of the addresses of the hard locations. That should not affect the
expected characteristics of the SDM, unless the text was too small.

4.3 Results

Table 3 summarises the results. The first column identifies the type of classifier.
The second column shows the type of input used. The third column shows the
results obtained for dataset R8 and the last one shows the results obtained for
dataset R52. Experiments with other datasets and memory types were performed,
but the performance of the SDM was very similar. Thus, for clarity, it was chosen
to summarise the results into just Table 3. Table 3 summarises the percent of texts
correctly classified using each method.

The ‘‘Dumb classifier’’ is shown just as a reference. It is a hypothetical classifier
that always returns the most popular class. Thus, its performance is equal to the
percentage of documents of the most popular class. In the datasets used, data is
very skewed. Thus, the dumb classifier actually seems to have a good perfor-
mance. In more homogeneous datasets the result is different. For example, in the
‘‘20 newsgroups dataset,’’ which consists of approximately 1,000 messages of 20
different newsgroups (total close to 20,000 messages), the dumb classifier has a
performance of 5.3 %, while the SDM achieves 20.9 % using ‘‘all-terms’’ and
22.2 % using the stemmed texts.

As for the SDM, two different methods were used for the prediction phase.
First, the memory was configured in a way that for each prediction it always
returned the nearest neighbour found in the neighbourhood of the input address.
Second, the memory was configured in a way that it enlarged the access radius to
encircle at least 10 data points, and then it returned the most popular class among
the classes of data points found. Different numbers of data points were tested,
between 2 and 10, and the differences were only negligible. In general, 10 seemed
a good compromise. Using smaller numbers, the results tend to the results obtained

Table 2 (continued) Class Train set Test set Total

Tea 2 3 5
Tin 17 10 27
Trade 251 75 326
Veg-oil 19 11 30
Wpi 14 9 23
Zinc 8 5 13
Total 6,532 2,568 9,100
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in the first experiment. Enlarging the circle the results will tend to the performance
of the dumb classifier.

As Table 3 shows, the results obtained are humble if compared to other modern
classifiers. For example, [13] reports an accuracy of up to 96.98 % in dataset R8
and up to 93.8 % in R52 using SVMs. However, the best results obtained with the
SDM can be achieved naturally, with almost no text processing. The stemmed
datasets apparently have a marginal improvement in the results. But even if the
results are the same, stemming and removing stop-words contributes to reducing
dimensionality of the input vectors. High-dimensionality is not a problem for the
SDM, but if the SDM is implemented in common serial processors more dimen-
sions mean more processing time. Thus, removing data that carries no useful
semantic information speeds up the process without compromising accuracy.

In summary, the results show that the SDM is able to grasp high-level semantic
information from raw data input. There may be ways to improve the accuracy of
the process, for example trying different methods of encoding the data. In some
applications where real time processing is necessary, the SDM can still be a good
option, even if the results are only humble compared to other modern methods.
The results also open good perspectives for use of the SDM in other applications
where text-matching is necessary, besides single-label text classification.

5 Ad Server Experiments

The second batch of experiments was carried in a real application (production)
environment, in a web server hosting several different websites. The text classi-
fication application was used to choose the best matching ads to exhibit in pub-
lisher websites’ pages—i.e., contextual advertising. The advertisers’ database
contained a total of 1,077 ads. Those ads advertised products from 4 different
online shops. The number of ads available might have been less than 1,077 at some
points, for the shop managers could hide ads while the experiments were running
at any time. That could happen, for example, in case of stock shortage or other
commercial reason. The ads were served to different publisher web pages. There
were 27 different publisher websites, and the total number of pages of those

Table 3 Performance of the classification methods compared, for the dataset experiments

Method Input R8 R52

Dumb classifier – 49.5 42.2
TF-IDF vectors 55.9 51.0

SDM with shortest radius Stemmed texts 60.7 50.4
All terms 60.2 50.0
TF-IDF vectors 52.3 51.0

SDM choosing the most popular Stemmed texts 64.6 55.5
All terms 64.6 55.2
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websites summed up to 77,964 different pages. It should also be mentioned that the
majority of the products in the web shops, as well as the contents of the web sites,
had something in common. They would have some relation, however faint, to the
vegetarian lifestyle, animal rights, ecology and related topics.

The experiments were run in a way that different methods were used to choose
the ads to exhibit on each webpage when it was served, during periods of 7 days.
The system logged the number of ads served and whether each ad was clicked or
not, so that it was possible to calculate the Click Through Rate (CTR) for each
method. Table 4 shows the results.

First, for 7 days, the ads were selected randomly. In that period more than 200
thousand ads were served and the CTR was just about 0.6%.

For another period, the ads were chosen based on text similarity between the
page being visited and the product being advertised. Similarity was computed
using the vector space method. The vector space method was implemented using
tf-idf ‘‘augmented frequencies.’’ To get some ‘‘randomness’’ in case of repeated
accesses to the same page by the same user, the ad selected was randomly picked
among the 5 best matching ads. This method showed the best results, since it
achieved a CTR of 3.7 %.

Since the texts of the ads themselves are very succinct, the application devel-
oped scanned the page being advertised and extracted the texts for comparison
from the page itself. The texts used for computing the vector space model, for the
vector space experiments, or to store in the SDM in the SDM experiments,
included the page title, meta tags keywords and description, and also some
headings when available.

Finally, for another 7-days period, the ads were chosen based on predictions
from a Sparse Distributed Memory. The memory was loaded with chunks of up to
1 KB of the ads’ texts. Another modification was made to the SDM: when reading,
the access radius was enlarged in order to encircle at least 5 data points—i.e., 5
best matching ads. Then the return was not just one ad, but a list of the 5 best
matching ads. The ad shown was then one of those 5 best matches. Using this
method, the CTR achieved was 1.4 %. It is still far from the results obtained using
the vector space model, but more than twice the CTR of the random server. And
that was achieved using just a fraction of the requirements from the server. For
example, the data structure in memory to implement the SDM was 5.5 MB, while
the data structure necessary to implement the vector space model was 10.9 MB.

Table 4 Performance of the ad server system using different methods to choose the ads to serve

Method Hits Clicks CTR (%)

Vector method, augmented frequencies 143,942 5,303 3.7
SDM, without data counters 317,484 4,399 1.4
Random 205,617 1,272 0.6
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6 Conclusions

Text matching is a topic of increasing relevance, as it is important for information
retrieval, text categorisation and other applications. It is known that language
exhibits long-range correlations, from the lowest-level representations to the
highest semantic meanings. The SDM is an associative memory model that works
based on the properties of high-dimensional boolean spaces, exploring in part
similarities between long binary vectors. The experimental results described in the
present paper show that the original model of the SDM alone, without any text
processing, is able to work as a surprisingly good text classifier, even taking plain
ASCII text as input. In an ad server for the web, it has achieved a CTR of more
than twice the CTR of a purely random method, though inferior to the CTR that
can be achieved using a vector space model with approximately the same data. In
future work different methods of encoding the information or tuning the SDM may
be tried, seeking to improve the performance of the SDM as a text classifier.
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CO2 Purify Effect on Improvement
of Indoor Air Quality (IAQ) Through
Indoor Vertical Greening

Ying-Ming Su

Abstract Modern people usually situate inside buildings, therefore indoor air
quality (IAQ) is important to living environment. In this research, we measured the
transpiration rate of 50 experimental plants first, and then we chose Bird’s-Nest
Fern (Asplenium nidus) as experimental subject to measure CO2 adsorption, which
was one of the common indoor plants with high transpiration rate in Taiwan. We
constructed an indoor 189 pots green-wall of Bird’s-Nest Fern. CO2 adsorption was
measured continuously before, during and after the experiment. The experiment
consisted of three tests, A: Without plants (day time), B: With plants (day time), C:
With plants (with light, night). Three measurements were compared between
different tests from A to C. The result of the experiment indicated that the density of
CO2 was reduced from 2,000 to 600 ppm in 5.37 h of test C. In average, the
efficiency of CO2 adsorption was 1.38 ppm/h each plant. The indoor temperature
decreased to 2.5 �C and relative humidity increased about 2–4 %. We concluded
that Bird’s-Nest Fern had superior properties to CO2 adsorption, temperature and
humidity conditioning to indoor air quality improvement.

Keywords Bird’s-Nest Fern (Asplenium nidus Linn) � CO2 � Herbaceous foliage
plant � Indoor air quality (IAQ) � Indoor vertical greening � Leaf porometer �
Transpiration rate

1 Introduction

Plants are the lungs of the earth: they produce the oxygen that makes life possible,
add precious moisture, and purifying air such as toxins, dust fall, organ volatilize
materials, and VOCs. Indoor plants can also have the function above, and restrain
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micro-organisms, maintain humidity and make our daily activity space more
comfortable and healthy. Indoor plants can perform these essential functions in
home or office with the same efficiency as a rainforest in our biosphere. In research
designed to create a breathable environment for a NASA lunar habitat, noted
scientist Dr. B.C. Wolverton discovered that houseplants are the best filters of
common pollutants such as ammonia, formaldehyde, and benzene.

Hundreds of these poisonous chemicals can be released by furniture, carpets, and
building material, and then trapped by closed ventilation systems, leading to the
host of respiratory and allergic reactions now called Sick Building Syndrome [1–3].
Owing to modern people spend about 80 to 90 % of their time indoors [4, 5], the
importance of indoor environment quality have been taken seriously. Although
enhancing ventilation and using equipment could reduce SBS, the most natural
ways to reducing SBS is to decorate the building with indoor plants. Lim [6] survey
with the condition whether to have houseplants indoors and ventilated or not to see
the SBS of the dweller, and the result shows that when the room is ventilated and
decorated with houseplants, it can reduce the SBS by 35 %.

Plants would cause temperature difference between leaf surface and air flow
when evaporate strongly. When the plants evaporate the water in the air, it will
lead to the purification of the water into atmosphere and cool down the temper-
ature, and reducing the usage of air-conditioner so that can save energy. Some
research also point out that the larger the leaf is, the higher the transpiration rate is,
and have better efficiency in indoor air purifying [2, 7, 8]. Indoor plants also
become an important design method for energy saving, indoor air quality and work
performance. Indoor plants can not only decorate the indoor spaces, some scien-
tific researches also show that raising plants will contribute to the release of
pressure and tiredness. The green environment will obviously increase the
amplitude of the alpha wave inside human brain, and lower blood pressure,
myoelectricity and skin conductivity. It will also release pressure and anxiousness
and improve working attention [9–11]. Besides, indoor plants can reduce the
employees’ absence from work; increase their degree of satisfaction for work and
feelings for life [12, 13]. In a word, decorating plants inside a room will indeed
benefit to our physical and psychological health.

1.1 Harm of CO2 on Human Body

Indoor CO2 mainly comes from human breathing, smoking and open-fire heating
etc. In concentrations between 0.2 and 0.3 % in a closed-air-circuit area shared by
crowds, CO2 will cause nausea, dizziness, and headache. With the rise of the
concentration, temperature and humidity goes up, as well as dusts, bacteria and
body odor, while oxygen and the numbers of ions in the air decreasing, causing
uncomfortable [14]. Environment with low concentration of CO2 is not classified
as toxic; however, a high concentration will do great harm to human body, leading
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to serious health condition such as suffocation. Nowadays, most offices have
common problems that they are overused by too many people and are often not
equipped with qualified ventilation systems [15, 16].

1.2 Transpiration Rate

Transpiration is part of water cycle. It is the loss of water vapor from parts of
plants and through the process water is purified and plants are cooled. To be
specific, the diffusion of water vapor in the atmosphere lead to the cross-
ventilation, temperature decreased which help purify the air, moisturize the air,
remove biological exhaled gas and chemical toxicant, and inhibit the micro-
organisms in the air so that indoor air quality can be improved [17]. Personal
breathing zones placed high evapotranspiration rates of plant; you can increase the
humidity and removal of exhaled gases and chemical substances. Also can inhibit
the microorganism in the air [18, 19].

2 Experimental Environment

This study was focused on IAQ effect of indoor plants and composed of three
stages: (1) Optimum Setting (2) Numerical Simulation (3) Evaluation and Control.
The experiment procedure proceeds were shown in Fig. 1.

We used Leaf Porometer as laboratory equipment to record the transpiration rate
data, and chose the 50 experimental object plants in their proper sizes recommended
by The Environmental Protection Administration Executive Yuan, 50 plants into 4
categories according to their characteristics: 19 kinds of herbaceous foliage plant,
12 of herbaceous flowering plant, 4 of trailing plant and 15 of woody plant.

This study had experimented 50 plants once every 12 h, 10 leaves at a time and
lasted for 144 h continually. Finally we survey on the preferences for top 5 of
herbaceous foliage plants, and select Bird’s-Nest Fern (Asplenium nidus Linn) as
the main indoor plant of this research, which is local plant of high transpiration
rate, low requirement of optical activity, drought-and-shade-tolerance, and often of
an appropriate size for indoor plating.

We set up the laboratory which is 4.8 9 3.4 9 3.1 m3 shown in Fig. 2. The
experimental conditions used were summarized in Table 1. The average temper-
ature of daytime was 28.15 �C and that of nighttime was 27.56 �C. The average
moisture of daytime was 76.93 % and that of nighttime was 67.71 %. Results of
the average transpiration rate and the standard deviation of the four categories
measurements were analyzed through SPSS analysis. We had adopted the fol-
lowing instruments for CO2 absorption experiment: (1) CO2 monitor: KD Air-Box,
(2) temperature and humidity monitor: iLog /Escort. All data values in the study
were monitored in the seven-day-experiment.
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The experiment was conducted in a L360 9 W360 9 H300 cm laboratory
(Fig. 3). A 1-cm thick Styrofoam on the windows and the surrounding walls and
ceiling were covered with tinfoil. A galvanized steel sheet covered the ground
and special cautions were taken to stuff the gaps around the door. Monitoring

Fig. 1 Study procedure

Fig. 2 The image of experimental lab for transpiration rate of Bird’s-Nest Fern

Table 1 Experimental conditions (leaf porometer)

Instrument Operating environments: 5–40 �C; 0–90 % relative humidity (non-condensing)

Air inlet Accuracy: 10 %
Sample chamber aperture: 6.35 mm (0.25 in.)
Measurement range: 0–1,000 mmol/m2 s
Velocity Uin = 1.2 m/s, ventilation rate = 6 l/h
kin = 3/2 (Uin 9 0.05)2, ein = 0.09 9 kin3/2/0.4

Temperature 28.15 �C (daytime average) 27.56 �C (nighttime average)
Moisture 76.93 % (daytime average) 67.71 % (nighttime average)
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equipment was placed in the center of the room and a monitoring spot was left
outside the laboratory for another monitor. The laboratory was equipped with
fluorescent of T5 lamps.

In accordance with the National Standards of Republic of China (CNS stan-
dard), the illumination range should be between 750 and 300 lux. After the
installation of lighting, the measurements of laboratory’s illumination were taken
at the height of 80 and 280 cm, every 75 cm in width. The laboratory’s average
illumination of 13 sets altogether 39 data was 512.5 lux.

One of the laboratory’s walls (L300 9 W260 cm) (Fig. 4) was covered with a
composite vertical greening by Bird’s-Nest Fern in 3-in. pots, altogether 189 pots
(Fig. 5). Each pot approximately included 8 large leaves (18 9 4 cm), six
medium-sized leaves (15 9 3 cm) and eight small leaves (8 9 2 cm) altogether
occupying an area of 15 m2. Plastic flower pots and space between soil and plant
as well as the composite wall were coated by aluminum foil to reduce other
media’s effect on the experimental data. A fan was placed to evenly spread the
formaldehyde gas in the confined space.

Fig. 3 Lab and monitor outside the lab for CO2 absorption of Bird’s-Nest Fern
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3 Results and Discussion

Plants could turn CO2 and H2O into carbohydrates C (H2O) and release oxygen
through photosynthesis [20]. The rate of plant’s CO2 absorption could reach
10–30 mg per decimeter square per hour, and thus could be used an indicator of
surface photosynthesis [21]. The indoor lamp lighting took the place of sunlight in
the process. A fan was used instead of natural ventilation to evenly spread the
formaldehyde in the space area. To ensure the accuracy of statistics, the laboratory
was confined when statistics is monitored.

First, chose two fully expanded leaves and fix them twice a day respectively at
11:30 and 17:30. Then we recorded eight sets of data every day so that altogether
48 sets of data were recorded after six days (Fig. 6). A higher value represented a

Fig. 4 Photos of experimental environment. a Photo of vertical greening. b Plastic flower pots
and space between soil and plant coated by aluminum foil
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higher rate of transpiration and indicated that the plant could effectively adjust the
humidity as well as release more anion to clean air. The plants ranking on the top
of the list for experiment were Begonia masoniana, Fittonia verschaffeltii var.
Argyroneura, Begonia res, Peperomia caperata and Bird’s-Nest Fern (Asplenium
nidus).

Fig. 5 Vertically greening composite wall in the lab

Fig. 6 The standard deviation and transpiration rate of top 5
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Therefore, this study had chosen Bird’s-Nest Fern (Asplenium nidus), a local
plant of high transpiration rate, low requirement of optical activity, drought-
and-shade-tolerant, and often of an appropriate size for indoor planting, as the
detection objects.

The recorded data showed that Bird’s-Nest Fern’s transpiration rate was among
the highest, of 78 mmol/(m2 � s). According to the results, the interior designers
could select suitable indoor plants not only to decorate house but also make it more
efficiency and healthy. Choosing the indoor plants with high transpiration rate to
decorate houses could have more possibility to improve the heat radiation, thus it
would cool down the air.

3.1 Transpiration Rate of Bird’s-Nest Fern

Three measurements were compared between different tests from A: Without
plants (day time), B: With plants (day time) to C: With plants (with light, night) in
average. The indoor temperature decreases to 2.5 �C and relative humidity
increases about 2–4 %. The 48 average transpiration rate of 78 mmol/(m2 � s)
(Fig. 7, Table 2).

3.2 Reaction Rate with Release of CO2

Results showed when CO2, concentration of 2,000 ppm, was released, A: With
plants (day time), it took 8 h without any plants to decrease the concentration to
600 ppm. B: With plants (day time), it took 6 h and 18 min at day. C: With plants
(with light, night), it took 5 h and 37 min at night to decrease to the same con-
centration (Fig. 8). Time cost was least in the third experiment with plant at night,
which was 2 h and 25 min less than the experiment without plants. This indicated
that the longer acclimation time was, the better effect plants achieved. Also,
though at night, the photosynthesis of plants continued as long as there was light.

3.3 Change of Temperature and Humidity of Experiment

In the experiment, the change of temperature and humidity was recorded both
under the condition with and without plants. Result showed that the temperature of
the laboratory with plants was about 2 �C lower than that without plants which was
22.5–23.5 �C. With plants, the temperature of the laboratory was 21.8–22.1 �C at
daytime and 21.9–22.2 �C at night (Fig. 9).

The laboratory with plants in it could keep to a certain temperature. The
humidity in the laboratory without plants was relatively low while it rises 10 %RH
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Fig. 7 The data of Bird’s-Nest Fern transpiration rate and indicating velocity change of
transpiration rate

Table 2 Transpiration rate experimental data of Bird’s-Nest Fern

Day Time First leaf bottom First leaf top 2nd leaf bottom 2nd leaf top

Day 1 Morning 78.8 72 74.1 69.7
Afternoon 73 70.3 73.6 71.8

Day 2 Morning 77.7 71 76.7 73.2
Afternoon 80.5 77.6 79.3 72.7

Day 3 Morning 82.7 75.6 81.6 75.5
Afternoon 86.8 82.3 88.2 82.5

Day 4 Morning 88.9 86.2 87.4 83.7
Afternoon 81.8 75 77.5 72.9

Day 5 Morning 83.5 79.3 81.8 75.5
Afternoon 81.6 73 83.7 77.3

Day 6 Morning 82 75.9 78.2 72.7
Afternoon 80.8 75.6 73 70.1

Fig. 8 CO2 reaction time of experiments
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when there were plants (Fig. 10). This indicated that plants could cool the tem-
perature, kept the room to a certain temperature and meanwhile increased the
humidity by 10 %RH.

4 Conclusion

The quality of the indoor environment significantly affected our health. The
research indicated that 189 pots of Bird’s-Nest Fern could reduce the concentration
of CO2 from 2,000 to 1,000 ppm in 2 h 6 min from 600 ppm to in 5 h 37 min of
test C: With plants (with light, night). Bird’s-Nest Fern could keep the room to a
certain temperature and increase the humidity by 10 %RH. In average, the effi-
ciency of CO2 adsorption was 1.38 ppm/h each plant. The indoor temperature

Fig. 9 Data overlapped results of temperature of experiment

Fig. 10 Data overlapped results of humidity of experiments
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decreased to 2.5 �C and relative humidity increased about 2–4 %. The 48 average
transpiration rate of Bird’s-Nest Fern was 78 mmol/(m2 � s). This indicated that
the longer acclimation time was, the better effect plants achieved. Also, though at
night, the photosynthesis of plants continued as long as there was light.

Conversion of the total absorption by 189 pots of Bird’s-Nest Fern: Absorption
of CO2:

2,000–600 ppm = 1,400 ppm
1,400/5.37 = 260.7 ppm/h
260.7/189 = 1.3794 * 1.38 ppm/h.
Indoor plants could not only decorate the indoor spaces, release of pressure and

tiredness, they could improve the quality of indoor air condition and reduce the
pollutants in the air. This study showed that indoor plants can also contribute to
lowering the temperature through better transpiration rate potentially.
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Eliciting Usability from Blind User Mental
Model for Touch Screen Devices

Mohammed Fakrudeen, Maaruf Ali, Sufian Yousef
and Abdelrahman H. Hussein

Abstract A novel mental model of born blind users for touch screen devices to
aid software developers in designing and building better usability applications for
blind users is presented. The work of Kurniawan was the basis to examine the
mental model of blind users. A user case study was carried out to assess the
subjective mental model of users in regards to application of usability. This
revealed that two stages: listening and interaction are used to facilitate the
development of the Kurniawan mental model. This paper also suggests twelve
usability features that can be added to facilitate the design phase of the system.

Keywords Blind user � Heuristics �Mental model � Smartphone � Touch screen �
Usability

1 Introduction

In spite of the authority of the human sensory system, the insight of the person is
supplemented and enriched by past experiences developed by relationship with
others. Without this ability, s/he will lack understanding of a particular situation.
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In the field of cognitive science, these perceptual relations are referred to as
‘‘mental models’’ [1]. The field of Human-Computer Interaction (HCI) has adopted
and adapted these concepts to further the study in the field of usability [2].

When software developers create new products or applications, they are
articulating ideas that they deem will speed up specific end-user experiences. The
idea is known as a ‘‘conceptual model’’ and when suitably utilized in the product
construction, it will aid in complementing a mental model that typical end-users
have and acknowledge [3]. Products that are not proficient to make this connection
consistently and spontaneously are typically perceived by end-users as unwieldy or
perplexing since the users have no means to associate or envisage the experience.

Usability is the extent to which specific users can use a product to their satis-
faction in order to effectively achieve specific goals in a specific context of the user
[4]. Usability is strongly tied to the extent to which a user’s mental model matches
and predicts the action of a system [2]. By and large, accessibility and usability are
addressed at the end of the construction process of the software which often involves
major amendments to it. To evade this, it has been recommended that it should be
dealt with positively at the preliminary stage instead of retroactively after testing
[5]. Thus the usability features should be incorporated at the requirement stage of
the software development cycle. For the novice developer, it will be difficult to
analyze the usability functionalities for a blind user unless s/he knows the mental
model of blind users in interacting with the touch screen device. The designing of a
mental model for blind users is a challenging task. Some research has explored the
blind users’ mental model and there is a necessity to give more focus on this area to
ease the usability problems that blind users continue to face. As a result, we
embraced a bottom-up approach based on fieldwork observation (for proposing a
mental model) to depict a set of scenarios representing usability issues that have
consequences on the final software architecture [6, 7]. Our research purpose is to
derive possible usability features of the mental models of blind users of touch screen
devices. Furthermore to explore and modify these models pertaining to the touch
screen environment and their strategies in dealing with the device.

2 Mental Models

Kenneth Craik in 1943 was the first to invent the ‘‘Mental Model’’ theory [8]. He
declared that the mind predicts the future action and reactions in advance by
making a miniature dimensional model. The mental model can also be defined as
how our mind represents an event/object to predict the future outcome [2, 9–11]
affirmed that the mental model is indeed indispensable for designers since it
reflects the user’s insight of what the system is confined to, how it works and why
it works in that way. In 2002, Puerta-Melguizo et al. [12] asserted that the content
and structure of the mental model spur on how users interrelate with the system
application. It avoids the interaction problem arising between the user and the
computer by removing the unconstructive feelings towards the system.
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Little research has been conducted on the mental model for blind users. The
work on mental model for blind user by Murphy et al. [13] was focused on the
challenge faced by the blind user using assistive technologies when browsing the
web. The study found that the mental model of a blind user as a ‘‘vertical list’’ and
that they perceive all information in a web page as single column like structure. In
this case, the blind user will remember the sequence of interested items. The web
page having huge information has to memorize a large set of items which is a
burden for the blind user mental model. Furthermore, by converting 2-d infor-
mation in a web page into a single columnar list, many navigational hints would be
lost. Due to these factors, usability is achieved after spending more effort and time
by a blind user as compared to the sighted user [14, 15]. Another study on the
mental model by Takagi et al. [16] confirms that the blind user consider the
information as a vertical list of online shopping web sites. They initiated the
searching process based on their own scheme to speed up the process.

Some research has also been undertaken in the blind user model that required a
more thorough understanding of the blind user’s behaviour with the system. The
standard model of Kurniawan and Sutcliffe [17] was studied because they inves-
tigated the blind user’s mental model of the new window environment. He tested
blind users in three processes, namely: exploration, task-action and configuration.
In the exploration stage, the user first explored the desktop to see what applications
are available. In the next stage, the user created another loop of planning how to
interact with the system and executing the task. At the last stage, the user con-
figured the system if needed when comfortable with the application.

Kurniawan and Sutcliffe’s model [17] is modified by Saei et al. [18] to include
more components such as: skill based, knowledge-based, domain user expert and
system help to minimize the gap between the developer and the blind user. One of
the important observations from our study is that neither Kurniawan nor Saei
concern themselves about the action performed in each process of the mental
model. Most of the traditional usability such as help, feedback, error prevention
were based on what they think and how they handle each situation. No usability is
elucidated for what action was performed for each stage of the mental model.
Without understanding what action will be performed for the different stages, it
will be difficult for developers to understand the exact functioning of the mental
model. This is one of the major motivations for us to conduct this study.

3 Touch Screen Usability

The work of Kurniawan [17] gave an idea about how a blind user thinks and acts
based on cues given by screen readers using desktop computers. Touch screen
interaction differs from the interaction using a desktop screen reader in three ways.
Firstly, it facilitates one to interact directly in a significant way than indirectly with
a mouse or touchpad. Secondly, it can be held in the hand without requiring any
intermediate devices. Finally, touch screen interaction can also be performed
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through voice-activated search tools such as Siri or Vlingo. The distinctive fea-
tures and characteristics of touch screen based Smartphones that makes usability
evaluation a demanding process are: (1) they have a small screen size despite the
fact that they still have to display large amounts of information, (2) the buttons of
the device generally have more than one function, and (3) the devices have limited
processing and memory capabilities [19].

Another reason is that the interaction in touch screen between the sighted to
blind user varies using touch screen. Generally, the sighted user uses dynamic
layout and identify the items through vision. But the blind user uses static layout
where s/he has to flicker to identify the items. As a consequence, usability changes
for the blind user and therefore the mental model should be adopted to derive their
usability.

From the literature, we found that the Kurniawan mental model for blind users
[17] is based on a study carried out for screen readers only and not for touch based
devices. Not only that, the processes studied concerned: exploration, task action
and the configuration processes. However, our user study for blind touch screen
users reveals that each process is not executed in a single step. It consists of
multiple stages. Therefore, this study will extend the previous works by studying
the stages available in each process to propose an updated, more universal and thus
an enhanced mental model [20]. Subsequently, factors affecting these stages will
be studied to elicit usability features to facilitate the design of the new system.

4 Experiment

The user study was carried out to elicit the mental models of the blind user when
interacting with the touch screen based smart phone through audio and haptic
feedback. We recruited around seven blind participants with an average age of
35 years. All participants have enough experience of using mobiles with screen
readers. None of the participants, however, have experience of using a touch screen
mobile. Since the cohort size is small, we conducted on average about 8.5 trials per
participants. All users have English as a second language (L2). A Smartphone
running our prototype generates the speech according to Android development
code. The prototype was deployed on the Samsung Galaxy S2 running the Android
Ice Cream Sandwich OS touch based Smartphone and tested with the blind users.

The mental model literature suggests that if the system is too complex such as
web and touch screen devices without prior training, a mental model is elicited
[21]. We adopted the same strategy.

We conducted Verbal and Hands-on Scenario in which the user is required to
perform a series of tasks to achieve the target [22]. The user is prompted to think
aloud during the experiment. The user has to answer several questions pertaining
to hands on the task using the system. It helps the investigator to extract the
usability problem they faced.
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The blind users were given the target name. The audio cues were given to reach
the target. The blind users used these audio cues in order to reach this target. On
pressing each target chosen by the blind user, the audio cue informs the name of
the target. The blind user has to repeat this task until they reach the desired target.
The mental model and usability are elucidated based on observation and discussion
with the blind user. Some of our findings are supported by the literature which is
mentioned appropriately.

5 Extended Mental Model

The study observed that a blind user for every exploration, task action and con-
figuration process, adopted two stages of strategy to acquire the target: listening
and interaction. In the listening stage, a blind user listens to the audio cues to
navigate. Based on the listening comprehension, interaction took place. This
activity is iterated until the target is reached. Each stage of the strategy based on
our understanding, in a developer point of view is explained.

The process of listening is divided into: listening, hold in memory, build the
images, search in their database, retrieved, compared, test the image and execute
the task. The interaction technique will be faster if the image was already stored.
Hence it is imperative for developers to use a common vocabulary for effective
interaction between the blind user and the device [20].

The perception of the image may be different between the blind user to the
sighted user. But it does not affect the quality of interaction. For instance, the
image form for the word ‘tiger’ will be the same for all sighted users but vary for
each blind user. Although it varied widely, based on their own individual per-
ception, the blind user would proceed to the next level.

According to physics, interaction is a transfer of our energy from human to any
device. In the exploration process and task action process, interaction is the next
stage after listening. This interaction occurs through gestures such as touch and
flickering in touch screen devices. When a blind user has performed the interac-
tion, he waits for feedback. If feedback is provided, the user proceeds to the next
task. The unexpected feedback cause the user to be stuck from proceeding any
further. If the user did not receive the feedback, the user will repeat the task. The
application will be terminated if the user incorrectly presses the close button [20].

6 Usability Elucidation

The user study reveals that the listening and interaction stage is either strengthened
or weakened by many usability features. In this extended paper, more components
are accommodated for listening in support of listening comprehension (LC). Thus,
the listening stage is dependent on audio features, listener characteristics, speech
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synthesizer and text characteristics. The interaction stage is influenced by gesture,
orientation, content and sub-content features. The other features such as user
characteristics and environmental factors overlap both the stages if stimulated. The
usability features are discussed with their metrics.

6.1 Audio

Audio is the main component for blind users to listen to. The source of audio may
be from the environment or the device itself. While the ambient sound from the
environment may hinder the interaction, the audio from the device, however,
facilitates the interaction. Controlling the audio such as the volume [23] stop,
pause and repeat what they listen to determines the effect of the listening.

6.2 Speech Synthesizer

The blind users receive the information aurally. While receiving the information,
there is a chance of passing the erroneous message to the user through a speech
synthesizer. Thus, choosing an intelligent speech synthesizer is a daunting task.
This section deals with the usability problem that the blind user will face while
listening to the audio due to the speech synthesizer.

6.2.1 Type of Synthesizer

The type of synthesizer has substantial impact on the quality of the output speech.
Natural speech is more intelligent than synthesized speech [24]. The compressed
synthesized speech is more intelligible than uncompressed natural speech.

6.2.2 Speech Rate

The L2 listener has more comprehension with a low speech rate compared to a
higher speech rate.

6.2.3 Intonation

Accent: It identifies the person is from regionally or socially by the features of
pronunciation [25]. Familiar accents are easier to understand than an unfamiliar
accent. For instance, it may be difficult for an Arab user to comprehend a British or
American English accent than an accustomed Indian English accent.
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Phrase: The natural speakers often break up sentences into several phrases,
which can be articulated with pausing. Sometimes punctuation can be misleading
(Table 1) and sometimes can serve as a guide.

Melody: It refers to the patterns of tones with which a phrase, sentence or
paragraph is spoken. The speech synthesizer has a small taxonomy of melodic
patterns. It has the limitation of uttering only assigned patterns.

6.3 Listener Characteristics

While considerable individual difference factors may affect both native language
(L1) and L2 listening comprehension, this review covers only the subset of factors
deemed by our participant (L2) as relevant to the question of difficulty of listening
passages on our prototype. The factors discussed here include working memory
capacity, the use of metacognitive strategies, language proficiency and experience
with the L2 and anxiety.

6.3.1 Working Memory Capacity

It refers to those who are most competent to the presence of mind, attentive and
understand easily what they have listened to and have strong provisional storage.
The comprehension correlates with greater working capacity [26].

6.3.2 Metacognitive Strategies

The L2 listener having good metacognitive strategies—those who are aware of and
use effective strategies shows better listening comprehension [27].

6.3.3 Proficiency

It involves familiarity with non-native language’s vocabulary size and phonology;
amount of exposure to the language and background information about, scheme,
structure, text and culture.

Table 1 Syntactic phrases Punctuation Syntactic parse

(A+B) * C A plus B star C
We saw Peter, and

Mary saw Scott
We saw

(Peter and Mary) saw Scott
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The listener’s ability to correctly decipher the phonology and vocabulary
improves with an increase in proficiency and experience. Prior experience in the
relevant study compensates for mishearing or encountering unfamiliar words,
which can increase comprehension.

6.3.4 Anxiety

When a listener feels the message is too complex or difficult to understand, con-
centration falters and comprehension declines. Anxiety mostly occurs when the
listener is trying to sort conflicting information, listening to illogical passage(s)
and also to new information. It causes a negative impact on comprehension.

6.4 Text Characteristics

Although there are many factors which influence the L2 listener, our study is based
on the factors which influence the usability of the system. The factors discussed
here include the passage: length, complexity, type, organization, authenticity and
readability grade.

6.4.1 Passage Length

The passage length has been defined by the researchers with a number of measures
such as syllabus/second, duration, number of words or sentences. This section is
classified into passage length, and redundancy.

Passage length: The research reveals that the longer length passage has some
difficulty in LC, but the effect is weak. Since the user has to listen to the keywords
of the sentences and then build-up the sentences on their own.

Redundancy: Repetition of information increases the LC consistently but it
depends on the type of redundancy such as whether the sentence is paraphrased or
an exact repetition. It is supported by Sasaki [28].

6.4.2 Complexity

Passage complexity is referred directly to dissimilar properties such as syntactic
structure, pragmatic information and directness.

Syntactic feature: Newly listened to vocabulary have a detrimental impact on
LC. Negatives (negative prefixes like ‘–un’ and negative markers like ‘not’) have
higher impact than positive keywords.
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Pragmatic information: Inclusion of pragmatic information such as idioms
and culturally specific vocabulary decreases the LC among L2 listeners which was
proved by Sasaki [28].

Directness: The sentence with implied meaning is more difficult for the L2 low
proficiency listener.

6.4.3 Organization

Passage type: The passages about familiar topics are easier for L2 listeners than
the passages about unfamiliar topics.

Orality: It is the extent to which a passage contains more spoken words (non-
academic) than written languages (academic) words [29]. The passages that are
more oral are less difficult to understand for L2 listeners. Such passage have more
disfluencies, greater redundancy and simpler syntax (not grammatical).

Coherence: It involves the appearance of logicality and relevance in a passage.
The less coherence between the passage the more they seem off-topic or tangential.

Discourse Markers: Discourse markers such as but, however, increases the
coherence of the sentences. Thus, it improves LC among L2 listeners as mentioned
in [30].

Readability grade: The reading scale is the ease in which the text can be
interpreted and comprehended. This scale is used when the listening user are kids
[31].

6.5 Handedness

Hand movements are very crucial for gesture based interaction such as touch and
flick. Mostly a finger is used for interaction. Often, the index finger is used for
interaction. Sometimes if the proximity of a finger to a device is narrow, there is a
chance for other fingers to hit the surface of touch screen leading to execute
unexpected events. Generally, a blind user seldom uses multiple hands for
interaction.

The study reveals the size and shape of the finger also play a vital role in the
exploration process. The bigger size finger will hit many targets simultaneously
which will lead to mayhem during navigation. If the shape of the finger was not
normal then it may hit the wrong target on the touch screen. As a result, developers
should take care of the target size, avoiding the target to be placed in crowded
areas and keeping the padding size normal to facilitate easy exploration.
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6.6 Contents and Sub-contents

The contents can be classified into: text, images, audio/video and widgets. The
structure of the text was already discussed in Sect. 6.4. The image information was
delivered to the blind user through alternative text. It needs the advice of a domain
expert to deliver precisely [18].

Delivering video is identical to audio delivery which was discussed in Sect. 6.1.
Widgets are the interaction point in the touch screen to operate the given kind of
data or application. The interaction varies with the types of widget such as buttons,
text input, list and menus. The orientation of the widget also causes an impediment
for interaction for blind users. At present, blind users are able to interact only with
the textbox and a button. Therefore, more study is needed possibly in the future for
direct exploration of different classes of widgets.

6.7 User Characteristics

User characteristics determine the effectiveness of listening and interaction. User
characteristic such as age affects the exploration process. The rate of hand
movement and the preciseness of hitting the target were decreasing with an
increase in age.

Mental state affects the rate of the exploration process. While positive mood
enhances the process, negative mood retards it. At some posture, the body may
assume a great variety of shapes and positions. If the body and mind are not stressed,
comfortability can be achieved and hence the exploration phase will take place faster.

Physiological factors such as illness, stress and fatigue will cause discomfort
during the interaction. A high level of exposure (familiarity) enhances the inter-
action level.

6.8 Environmental Factors

Environmental factors such as: noise [32], 3333odour, or weather induced
sweating reduce the speed of exploration with the devices. As environmental
factors cannot be controlled, the developers can take cautious steps to minimize
the accessibility burden.

7 Discussion

The user evaluation of the obtained data strongly confirms the hypothesis that
usability can be elucidated through the action performed on each process of mental
model.
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The proposed mental model is the extension of existing Kurniawan and Sutc-
liffe’s [17] mental model for the blind users with respect to touch screen tech-
nologies. The proposed conceptual mental model includes listening and interaction
components which support each stage in the mental model. These components are
necessary in order to assist the developers to minimize the gap between the
developers and the blind person.

The mental models are always unstable [33]. In addition, the added components
such as listening and interaction are stable. The techniques used for these com-
ponents are unstable. The interaction with the system differs with the advancement
of technology. For instance, the keyboard is used in desktop computing to navigate
through the items. On the other hand, swipe gesture is used in touch screen
technologies. Below we discuss some findings derived from this study.

• The usability elucidated with the mental model is less than 100 % of the
most complex applications. These differences are due to the fact that the
complexity of usability calls for the proper identification of usable features in
the affected parts of the system. The usability elucidated in this paper is uni-
versal in nature and can be applied for all the ‘apps’ (applications) if needed.
Specific usability problems can be identified with stackholders and users.

• Text characteristics are good. But users are not able to comprehend what
was spoken. This impediment is due to the speech synthesizer. The speech
synthesizer used by the user should be evaluated based on the usability problem
such as: what type of synthesizer is used, speech rate, understandable pronun-
ciation and suitable intonation (see Fig. 1). Another impediment is listener
characteristics. If the user has poor working memory or less metacognitive
strategy or poor proficiency in the spoken language or is anxious due to some

Fig. 1 Proposed mental model with elucidate usability and its metrics
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reason (see Fig. 1), the listener (user) has to be excluded from testing or to
accommodate some features in the application to alleviate this problem.

• Some of the elucidate usability features did identify the testing condition of
usability. For instance, developers need to think about the problems faced by
blind users during the different types of weather and climatic conditions. For
example, if developers feel that noise due to thunder will have an adverse
impact on the interaction, than an audio control such as volume increase and/or
decrease can be included in the software requirement.

• Some of the usability features overlap with each other. For instance, the
developer felt that during a negative mood phase (mental state—user charac-
teristics), the blind user may perform any of these undesirable two actions:
firstly, the user can press the target forcefully, giving more pressure during the
touch. It can lead to the non-execution of the touch event or the execution of a
long click event; secondly, the user can hit the incorrect target, which may lead
to the execution of an undesired event.

To solve these, the developer can adjust the requirement to get the user to
confirm before the event is executed.

• Usability is the subset of accessibility. We cannot elucidate any major
usability problems out of the inaccessible part of the system. Currently, the
blind user is not interacting with the content such as the widget except by button
control. They navigate through the pages with the swipe gesture in a static
layout. Thus, the minor usability problem arises in a static layout where direct
interaction with the content is not experienced.

Although our findings are specific to our prototype developed, it needs more
checking based on the requirements of the target application. These findings give
reliability in eliciting usability features to the knowledge warehouse that is ben-
eficial in the process of asking the right questions by the novice developers to the
stakeholders (blind users) and to confining accurate usability requirements for
software development without an HCI expert on the development team.

8 Conclusion

It is highly important to define usability requirements at the earliest stage of
software development process such as in the requirement stage. This is a difficult
task as usability features are more difficult to specify as it requires a lot of dis-
cussion among stakeholders, especially the blind users or to approach HCI
expertise to perform this. However, non-availability of HCI expertise or high cost
to be paid to the HCI experts will cause the developer to find an alternative
solution to elicit usability requirements. Our work takes a step in this direction,
suggesting that usability features should be dealt with at the requirements stage.
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This paper has focused on eliciting usability based on the proposed mental model.
This analysis will reduce the burden of novice developers to understand the mental
model of blind users. The list of usability features suggested by the paper is not
intended to be exhaustive; there are a number of confounding variables that need
to be considered: metrics to measure listening load and complexity of interaction
with the touch screen system. However, our future studies will address these
factors and should help interpret the proposed metrics within these constraints.
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Abstract In this article, we describe the development of a two-point block
method for solving functional differential equations. The block method, imple-
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neously using the same back values. The grid-point formulae for the variable steps
are derived, calculated and stored at the start of the program for greater efficiency.
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1 Introduction

Differential equation of the form

y0ðxÞ ¼ f ðx; yðxÞ; yðaðxÞÞ; y0ðaðxÞÞÞ ð1Þ

appears in many real life applications and has been investigated by many authors
in recent years. The classical case is when a(x) = x - s, s a constant. When the
right hand side of (1) does not depend on the derivative of the unknown function y,
the equation is known as delay differential equation. Otherwise, it is known as
neutral delay differential equation. In this article, we consider numerical solution
for functional differential equation of the form:

y0ðxÞ ¼ f ðx; yðxÞ; yðqxÞ; y0ðqxÞÞ; 0\x� T;
yð0Þ ¼ y0;

ffi
ð2Þ

where 0 \ q \ 1, and

y0ðxÞ ¼ f ðx; yðxÞ; yðx� sÞ; y0ðx� sÞÞ; 0\x� T;
yðxÞ ¼ /ðxÞ; x� 0:

ffi
ð3Þ

Equation (2), known as the pantograph equation arises in many physical
applications such as number theory, electrodynamics, astrophysics, etc. Detailed
explanations can be found in [1–3]. Numerical solutions for (2) and (3) have been
studied extensively, see for example [4–11] and the references cited therein. These
methods produce one approximation in a single integration step. Block methods,
however produce more than one approximation in a step. Block methods have
been used to solve wide range of ordinary differential equations as well as delay
differential equations (see [12–16] and the references cited therein).

The functional differential equations are solved using a two-point block method
in variable step. In a single integration step, two new approximates for the
unknown function are obtained using the same stepsize. New approximates for the
next block are obtained by keeping the stepsize constant, doubled or halved
depending upon the local approximation error. In any variable stepsize method, the
coefficients of the method need to be recalculated whenever the stepsize changes.
In order to avoid the tedious calculation, the coefficients based on the stepsize ratio
are calculated beforehand and stored at the start of the program.

The organization of this article is as follows. In Sect. 2, we briefly describe the
development of the variable step block method. Stability region for the block
method is discussed in Sect. 3. Numerical results for some functional differential
equations are presented in Sect. 4 and finally Sect. 5 is the conclusion.
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2 Method Development

Referring to (1), we seek a set of discrete solutions for the unknown function y in
the interval [0, T]. The interval is divided into a sequence of mesh points xif gt

i¼0 of
different lengths, such that 0 = x0 \ x1 \ ���\ xt = T. Let the approximated
solution for y(xn) be denoted as yn. Suppose that the solutions have been obtained
up to xn. At the current step, two new solutions yn+1 and yn+2 at xn+1 and xn+2

respectively are simultaneously approximated using the same back values by
taking the same stepsize. The points xn+1 and xn+2 are contained in the current
block. The length of the current block is 2h. We refer to this particular block
method as two-point one-block method. The block method is shown in Fig. 1.

In Fig. 1, the stepsize of the previous step is viewed in the multiple of the
current stepsize. Thus, xn+1 - xn = h, xn+2 - xn+1 = h and xn-1 - xn-2 = xn -

xn-1 = rh. The value of r is either 1, 2, or 1
2, depending upon the decision to

change the stepsize. In this algorithm, we employ the strategy of having the
stepsize to be constant, halved or doubled.

The formulae for the block method can be written as the pair,

ynþ1 ¼ yn þ h
X4

i¼0

biðrÞf xn�2þi; yn�2þi;�yn�2þi; ŷn�2þið Þ;

ynþ2 ¼ yn þ h
X4

i¼0

b�i ðrÞf xn�2þi; yn�2þi;�yn�2þi; ŷn�2þið Þ;
ð4Þ

where �yn and ŷn are the approximations to y(a(xn)) and y0ðaðxnÞÞ respectively. For
simplicity, from now on we refer to f ðxn; yn;�yn; ŷnÞ as fn. The coefficient functions
bi(r) and bi

*(r) will give the coefficients of the method when r is either 1, 2, or 1
2 :

The first formula in (4) is obtained by integrating (1) from xn to xn+1 while
replacing the function f with the polynomial P where P(x) is given by

PðxÞ ¼
X4

j¼0

L4; jðxÞfnþ2�j;

and

L4;jðxÞ ¼
Y4

i¼0
i 6¼j

ðx� xnþ2�iÞ
ðxnþ2�j � xnþ2�iÞ

; for j ¼ 0; 1; . . .; 4:

Similarly, the second formula in (4) is obtained by integrating (1) from xn to
xn+2 while replacing the function f with the polynomial P. The value of �yn is
obtained by the interpolation function such as,
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�yn ¼ y½xj� þ ðaðxnÞ � xjÞy½xj; xj�1� þ � � �
þ ðaðxnÞ � xjÞ � � � ðaðxnÞ � xj�3Þy ½xj; . . .; xj�4�;

where

y½xj; xj�1; . . .; xj�4� ¼
y½xj; . . .; xj�3� � y½xj�1; . . .; xj�4�

xj � xj�4
;

provided that xj-1 B a(xn) B xj, n C j, j C 1. We approximate the value of ŷn by
interpolating the values of f, that is,

ŷn ¼ f ½xj� þ ðaðxnÞ � xjÞf ½xj; xj�1� þ � � �
þ ðaðxnÞ � xjÞ � � � ðaðxnÞ � xj�3Þf ½xj; . . .; xj�4�;

where

f ½xj; xj�1; . . .; xj�4� ¼
f ½xj; . . .; xj�3� � f ½xj�1; . . .; xj�4�

xj � xj�4
:

The formulae in (4) are implicit, thus a set of predictors are derived similarly
using the same number of back values. The corrector formulae in (4) are iterated
until convergence.

For greater efficiency while achieving the required accuracy, the algorithm is
implemented in variable stepsize scheme. The stepsize is changed based on the
local error that is controlled at the second point. A step is considered successful if
the local error is less than a specified tolerance. If the current step is successful, we
consider either doubling or keeping the same stepsize. If the same stepsize had
been used for at least two blocks, we double the next stepsize. Otherwise, the next
stepsize is kept the same. If the current step fails, the next stepsize is reduced by
half. For repeated failures, a restart with the most optimal stepsize with one back
value is required. For variable step algorithms, the coefficients of the methods need
to be recalculated whenever a stepsize changes. The recalculation cost of these
coefficients is avoided by calculating the coefficients beforehand and storing them

Fig. 1 Two-point one-block
method
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at the start of the program. With our stepsize changing strategy, we store the
coefficients bi(r) and b�i ðrÞ for r is 1, 2 and 1

2 :

3 Region of Absolute Stability

In the development of a numerical method, it is of practical importance to study
the behavior of the global error. The numerical solution yn is expected to behave as
the exact solution y(xn) does as xn approaches infinity. In this section, we present
the result of stability analysis of the two-point one-block method when they are
applied to the delay and neutral delay differential equations with real coefficients.

For the sake of simplicity and without the lost of generality, we consider the
equation

y0ðxÞ ¼ ayðxÞ þ byðx� sÞ þ cy0ðx� sÞ; x� 0;
yðxÞ ¼ /ðxÞ; �s� x\0;

ð5Þ

where a, b, c 2 R, s is the delay term such as s = mh, h is a constant stepsize such

that xn = x0 ? nh and m 2 Z+. If i 2 Z+, we define vectors YNþi ¼
yn�3þ2i

yn�2þ2i

� �
and

FNþi ¼
fn�3þ2i

fn�2þ2i

� �
:Then, the block method (4) can be written in matrix form such as,

A1YNþ1 þ A2YNþ2 ¼ h
X2

i¼0

BiðrÞFNþi; ð6Þ

where A1 ¼
0 �1
0 �1

� �
; A2 ¼

1 0
0 1

� �
; and Bi(r) is a matrix that contains the

coefficients bi(r) and b�i ðrÞ: Applying method (6) to (5), we get

A1YNþ1 þ A2YNþ2 ¼H1

X2

i¼0

BiðrÞYNþi þ H2

X2

i¼0

BiðrÞYNþi�m

þcA2YNþ2�m þ cA1YNþ1�m;

where H1 = ha and H2 = hb. Rearranging, we have

X2

i¼0

ðAi � H1BiðrÞÞYNþi ¼
X2

i¼0

ðH2BiðrÞ þ cAiÞYNþi�m; ð7Þ

where A0 is the null matrix. Characteristic polynomial for (7) is given by
Cm(H1, H2, c; f) where Cm is the determinant of
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X2

i¼0

ðAi � H1BiðrÞÞfmþi �
X2

i¼0

ðH2BiðrÞ þ cAiÞfi ¼ 0: ð8Þ

The numerical solution (7) is asymptotically stable if and only if for all m, all
zeros of the characteristic polynomial (8) lie within the open unit disk in the plane.
The stability region is defined as follows:

Definition 1 For a fixed stepsize h, a, b 2 R, and for any, but fixed c, the region
S in the H1 � H2 plane is called the stability region of the method if for any
(H1, H2) 2 S, the numerical solution of (5) vanishes as xn approaches infinity.

In Figs. 2, 3, 4 the stability regions for c = 0 are depicted with
r = 1, r = 2, and r ¼ 1

2 ; respectively, see also [15]. In Fig. 5, the stability regions
for m = 1 and c = 0.5 are illustrated. We use the boundary locus technique as
described in [17, 18]. The regions are sketched for r = 1, r = 2, and r ¼ 1

2 :

Fig. 2 Stability regions for
the block method with c = 0,
r = 1

Fig. 3 Stability regions for
the block method with c = 0,
r = 2
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The coefficient matrices are given as follows:
For r = 1:

B0 ¼
0 11

720

0 �1
90

� �
; B1 ¼

�74
720

456
720

4
90

24
90

� �
; and B2 ¼

346
720

�10
720

124
90

29
90

� �
:

For r = 2:

B0 ¼
0 137

14400

0 �1
900

� �
; B1 ¼

�335
14400

7455
14400

5
900

285
900

� �
; and B2 ¼

7808
14400

�565
14400

1216
900

295
900

� �
:

Fig. 4 Stability regions for
the block method with c = 0,
r = 0.5

Fig. 5 Stability regions for
the block method with
c = 0.5

Numerical Solution and Stability of Block Method 603



For r ¼ 1
2 :

B0 ¼
0 145

1800

0 �20
225

� �
; B1 ¼

�704
1800

1635
1800

64
225

15
225

� �
; and B2 ¼

755
1800

�31
1800

320
225

71
225

� �
:

Referring to Figs. 2, 3, 4, 5, the stability regions are closed region bounded by
the corresponding boundary curves. It is observed that the stability region shrinks
as the stepsize increases.

4 Numerical Results

In this section, we present some numerical examples in order to illustrate the
accuracy and efficiency of the block method. The examples taken and cited from
[8, 19] are as follows:

Example 1

y0ðxÞ ¼ 1
2

yðxÞ þ 1
2

ex=2y
x

2

� �
; 0� x� 1;

yð0Þ ¼ 1:

The exact solution is y(x) = ex.

Example 2

y0ðxÞ ¼ � 5
4

e�x=4y
4
5

x

� �
; 0� x� 1;

yð0Þ ¼ 1:

The exact solution is y(x) = e-1.25x.

Example 3

y0ðxÞ ¼ � yðxÞ þ q

2
yðqxÞ � q

2
e�qx; 0� x� 1;

yð0Þ ¼ 1:

The exact solution is y(x) = e-x.

Example 4

y0ðxÞ ¼ ayðxÞ þ byðqxÞ þ cos x� a sin x� b sinðqxÞ; 0� x� 1;

yð0Þ ¼ 0:

The exact solution is y(x) = sinx.
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Example 5

y0ðxÞ ¼ � yðxÞ þ 1
2

y
x

2

� �
þ 1

2
y0

x

2

� �
; 0� x� 1;

yð0Þ ¼1:

The exact solution is y(x) = e-x.

Example 6

y0ðxÞ ¼ � yðxÞ þ 0:1yð0:8xÞ þ 0:5y0ð0:8xÞ
þ ð0:32x� 0:5Þe�0:8x þ e�x; 0� x� 10;

yð0Þ ¼0:

The exact solution is y(x) = xe-x.

Example 7

y0ðxÞ ¼ yðxÞ þ yðx� 1Þ � 1
4 y0ðx� 1Þ; 0� x� 1;

yðxÞ ¼ �x; x� 0:

The exact solution is yðxÞ ¼ � 1
4þ xþ 1

4 ex:

Example 8

y0ðxÞ ¼ yðxÞ þ yðx� 1Þ � 2y0ðx� 1Þ; 0� x� 1;
yðxÞ ¼ �x; x� 0:

The exact solution is y(x) = -2 ? x ? 2ex.

Numerical results for Example 1–8 are given in Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, 10.
The following abbreviations are used in the tables, TOL—the chosen tolerance,

Table 1 Numerical results
for Example 1

TOL STEP FS AVERR MAXE

10-2 20 0 7.02683E-01 9.68012E-05
10-4 27 0 4.15905E-07 9.05425E-07
10-6 35 0 3.09498E-07 4.21310E-07
10-8 48 0 9.55941E-09 1.28084E-08
10-10 75 0 7.68855E-11 9.88663E-11

Table 2 Numerical results
for Example 2

TOL STEP FS AVERR MAXE

10-2 21 0 9.76063E-08 1.17093E-07
10-4 27 0 4.95202E-09 1.27731E-07
10-6 35 0 1.06955E-09 1.21167E-08
10-8 50 0 3.12606E-11 1.43148E-10
10-10 79 0 5.60297E-13 1.51457E-12
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Table 3 Numerical results
for Example 3, q = 0.2

TOL STEP FS AVERR MAXE

10-2 20 0 1.54360E-05 1.91824E-05
10-4 27 0 1.15315E-07 5.14934E-07
10-6 35 0 6.83967E-08 8.52745E-08
10-8 47 0 2.03160E-09 2.57931E-09
10-10 74 0 1.50180E-11 2.00260E-11

Table 4 Numerical results
for Example 3, q = 0.8

TOL STEP FS AVERR MAXE

10-2 20 0 1.57507E-07 2.30455E-06
10-4 27 0 2.90818E-08 4.90683E-07
10-6 35 0 4.03006E-10 3.90288E-09
10-8 48 0 2.46267E-11 1.51318E-10
10-10 74 0 3.09422E-13 1.74260E-12

Table 5 Numerical results
for Example 4, a = -

1, b = 0.5, q = 0.1

TOL STEP FS AVERR MAXE

10-2 20 0 1.61996E-06 1.15114E-05
10-4 27 0 1.08039E-07 1.15418E-06
10-6 35 0 8.23406E-09 1.15448E-07
10-8 48 0 5.74175E-10 1.15451E-08
10-10 79 0 4.12730E-11 1.15451E-09

Table 6 Numerical results
for Example 4, a = -

1, b = 0.5, q = 0.5

TOL STEP FS AVERR MAXE

10-2 20 0 6.25587E-06 4.77895E-05
10-4 27 0 4.53165E-07 4.78257E-06
10-6 35 0 3.48942E-08 4.78294E-07
10-8 50 0 2.91205E-09 4.78298E-08
10-10 79 0 1.83823E-10 4.78299E-09

Table 7 Numerical results
for Example 5

TOL STEP FS AVERR MAXE

10-2 20 0 7.31358E-04 1.83509E-03
10-4 27 0 1.88577E-05 2.92294E-05
10-6 71 0 9.02824E-06 2.12659E-05
10-8 166 2 1.14939E-06 2.13569E-06
10-10 236 4 4.56047E-08 5.25142E-08
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STEP—the total number of steps taken, FS—the number of failed steps, AVERR—
the average error, and MAXE—the maximum error. The notation 7.02683E-01
means 7.02683 9 10-1.

From Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, it is observed that for the given
tolerances, the two-point block method achieves the desired accuracy. When the
tolerance becomes smaller, the total number of steps increases. In order to achieve
the desired accuracy, smaller stepsizes are taken, thus resulting in the increase
number of total steps taken.

5 Conclusion and Future Work

In this paper, we have discussed the development of a two-point block method for
solving functional differential equations of delay and neutral delay-types. The
block method produces two approximate solutions in a single integration step by
using the same back values. The algorithm is implemented in variable stepsize
technique where the coefficients for the various stepsizes are stored at the

Table 8 Numerical results
for Example 6

TOL STEP FS AVERR MAXE

10-2 70 0 1.22749E-02 4.54860E-02
10-4 97 0 3.92866E-04 1.14032E-03
10-6 118 0 1.61615E-06 4.86641E-06
10-8 173 0 2.72657E-07 4.87304E-07
10-10 300 3 1.72160E-08 3.97650E-08

Table 9 Numerical results
for Example 7

TOL STEP FS AVERR MAXE

10-2 21 0 9.06905E-08 8.55589E-07
10-4 27 0 1.68103E-08 3.01837E-07
10-6 34 0 7.73475E-10 1.19985E-08
10-8 43 0 4.71906E-11 5.91029E-10
10-10 60 0 1.41839E-12 9.05609E-12

Table 10 Numerical results
for Example 8

TOL STEP FS AVERR MAXE

10-2 22 0 3.41065E-07 3.95940E-06
10-4 29 0 1.77364E-08 1.88569E-07
10-6 36 0 9.95212E-10 1.52315E-08
10-8 48 0 4.20781E-11 3.12677E-10
10-10 72 0 9.49656E-13 3.90998E-12
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beginning of the program for greater efficiency. Stability regions for a general
linear test equation are obtained for a fixed, but variable stepsizes. The numerical
results indicate that the two-point block method achieves the desired accuracy as
efficiently as possible.

In the future, the focus for the research should include the implementation of
the block method on parallel machines. The efficiency of the block method can be
fully utilized if the computation for each point can be divided among parallel
tasks.
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Semi Supervised Under-Sampling:
A Solution to the Class Imbalance
Problem for Classification and Feature
Selection

M. Mostafizur Rahman and Darryl N. Davis

Abstract Most medical datasets are not balanced in their class labels. Further-
more, in some cases it has been noticed that the given class labels do not
accurately represent characteristics of the data record. Most existing classification
methods tend not to perform well on minority class examples when the dataset is
extremely imbalanced. This is because they aim to optimize the overall accuracy
without considering the relative distribution of each class. The class imbalance
problem can also affect the feature selection process. In this paper we propose a
cluster based under-sampling technique that solves the class imbalance problem
for our cardiovascular data. Data prepared using this technique shows significant
better performance than existing methods. A feature selection framework for
unbalanced data is also proposed in this paper. The research found that ReliefF can
be used to select fewer attributes, with no degradation of subsequent classifier
performance, for the data balanced by the proposed under-sampling method.

Keywords Class imbalance � Clustering � Over sampling � ReliefF � SMOTE �
Under sampling

1 Introduction

A well balanced training dataset is very important for creating a good training set
for the application of classifiers. Most existing classification methods tend not to
perform well on minority class examples when the dataset is extremely imbal-
anced. They aim to optimize the overall accuracy without considering the relative
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distribution of each class [1]. Typically real world data are usually imbalanced and
it is one of the main causes for the decrease of generalization in machine learning
algorithms [2]. Conventional learning algorithms do not take into account class
imbalance; giving the same attention to a data record irrespective of whether it is
from the majority class or the minority class. When the imbalance is massive, it
is hard to build a good classifier using conventional learning algorithms [3].
Actually, the cost in mis-predicting minority classes is higher than that of the
majority class for many class imbalance datasets; this is particularly so in medical
datasets where high risk patients tend to be the minority class. Furthermore, in
many cases the class labels do not accurately reflect the nature of a patient. Some
patients die for some reason other than the target cause and some patients are alive
by chance. Therefore, there is a need of a good sampling technique for such
datasets where the target classes are not balanced and the given labels are not
always appropriate.

Feature selection is the process of selecting a subset of relevant features for use
in model construction. Feature selection is also useful as part of the data analysis
process. However, the class imbalance problem can affect the feature selection
process. Our research found that very little work is done in this area, to find and
address the issues of class imbalance in feature selection. In the work of Al-Shahib
et al. [4], the author used random under-sampling to balance their data for SVM
classification. The author also used feature selection on balanced data. They found
that SVM performed well on the balanced data, but the paper does not provide any
analysis of the effect of the class imbalance problem in feature subset selection.

Sampling strategies have been used to overcome the class imbalance problem
by either eliminating some data from the majority class (under-sampling) or
adding some artificially generated or duplicated data to the minority class (over-
sampling) [5]. Over-sampling techniques [6] increase the number of minority class
members in the training set. The advantage of over-sampling is that no information
from the original training set is lost since all members from the minority and
majority classes are kept. However, the disadvantage is that the size of the training
set is significantly increased [6]. Random over-sampling is the simplest approach
to over-sampling, where members from the minority class are chosen at random;
these randomly chosen members are then duplicated and added to the new training
set [7]. Chawla et al. [6] proposed an over-sampling approach called SMOTE in
which the minority class is over-sampled by creating ‘‘synthetic’’ examples rather
than over-sampling with duplicated real data entries.

In summary, over-sampling may cause longer training time and over-fitting [8].
The alternative to over-sampling is under-sampling. If we do not consider the time
taken to resample, under-sampling betters over-sampling in terms of time and
memory complexity [1]. Drummond and Holte [9] showed that random under-
sampling yields better minority prediction than random over-sampling. Under-
sampling is a technique to reduce the number of samples in the majority class, where
the size of the majority class sample is reduced from the original datasets to balance
the class distribution. One simple method of under-sampling (random under-
sampling) is to select a random subset of majority class samples and then combine
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them with minority class sample as a training set [8]. Many researchers have pro-
posed more advanced ways of under-sampling the majority class data [8, 10, 11].

In the rest of this paper we present a semi supervised cluster based under-sampling
technique to balance cardiovascular data for classification and feature selection.

2 Cluster Based Under-Sampling

Down-sizing the majority class results in a loss of information that may result in
overly general rules. In order to overcome this drawback of the under-sampling
approach Yen and Lee [8] proposed cluster-based under-sampling. Their approach
is to first cluster all the training samples into K clusters then choose appropriate
training samples from the derived clusters. The main idea is that there are different
clusters in a dataset, and each cluster seems to have distinct characteristics, their
approach selects a suitable number of majority class samples from each cluster by
considering the ratio of the number of majority class samples to the number of
minority class samples in the derived cluster.

They first cluster the full data to K clusters. A suitable number (M) of majority
class samples from each cluster are then selected by considering the ratio of the
number of majority class samples to the number of minority class samples in
the cluster. The number M is determined by Eq. 1. The M number of majority class
samples are randomly chosen from each cluster. In the ith cluster (1 B i C K) the
Sizei

MA will be

Sizei
MA ¼ ðm x SizeMIÞ x

Sizei
MA

ffi
Sizei

MIPK
i�1 Sizei

MA

ffi
Sizei

MI

ð1Þ

This approach may be suitable for datasets where class labels are confidently
defined and truly reflect the properties of the labeled class record. But in some
cases, especially for medical datasets, there is no guarantee that the class labels are
truly reflecting the actual characteristics of that record [11].

Our approach to under-sampling is different to the approach of Yen and Lee [8].
The aim is not to derive a majority and minority class ratio of 1:1; but just to reduce
the gap between the numbers of majority class samples to the numbers of minority
class samples. As shown in Fig. 1, we first separated the data into two sets; one
subset has all the majority class samples and the other subset has the entire minority
class sample. Next we cluster the majority class samples to make K(K [ 1) subsets,
where each cluster is considered to be one subset of the majority class. All the
subsets of the majority class are separately combined with the minority class sam-
ples to make K different training data sets. The value for K is dependent on the data
domain, in our implementation the final K value used was 3. All the combined
datasets are classified with decision tree [12] and Fuzzy Unordered Rule Induction
Algorithm [13]. We kept the datasets that gave the highest accuracy with the
majority of the classifiers for further data mining processes.
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For experiments we prepared several datasets presented in Table 1, using
k-means clustering and classified using decision tree. The experimental outcomes
are discussed in the result section.

Alive

Dead

Combined Balanced Datasets 

Minority 

(Target) Set

Majority 

(Non-Target) 

Set

Fig. 1 Example custer based under-sampling

Table 1 The descriptions of the datasets

Data Ratio Description

D1: 2:1 Data consist of all the minority class samples (‘‘dead’’)
and one cluster of majority class records out of three
clusters made by K-Mean

D2: 2.4:1 Data consist of combination of two clusters of the
minority class samples and one cluster of majority
class samples. Clusters are made with simple
k-mean for both of the classes (K = 3)

D3: 3:1 Data consist of combination of all the minority class
samples with randomly (random cut 1) selected
samples from majority class sample

D4: 3:1 Data consist of combination of all the minority class
samples with randomly (random cut 2) selected
samples from majority class sample

D5: 6:1 Original data with full samples
D6: 1.8:1 Majority samples of the data set D2 are clustered into 3

cluster and each clusters are combined with the
minority samples

K3M1Yen 1:1 Majority and minority ratio 1:1 (M = 1) using Yen and
Lee [8]

K3M2Yen 2:1 Majority and minority ratio 2:1 (M = 2) using Yen and
Lee [8]
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3 Feature Selection Framework for Unbalanced Data

A framework of feature selection for unbalanced clinical data sets is proposed in
this research. The framework is based on k-means clustering and instance based
feature selection algorithm. First the cluster based under-sampling is used to
balance the datasets; later the ReliefF algorithm is used for feature ranking. The
steps of the feature selection process are given in Fig. 2.

4 Experiments and Algorithms

We have used two cardiovascular datasets from Hull and Dundee clinical sites.
k-means [14] clustering is used for under-sampling the minority class and ReliefF
is used for feature selection. For choosing the best subset, we have used j48
decision tree [14] and Fuzzy Unordered Rule Induction Algorithm (FURIA) [15]
as classifiers.

4.1 Overview of FURIA

Fuzzy Unordered Rule Induction Algorithm (FURIA) is a fuzzy rule-based clas-
sification method. Fuzzy rules are obtained through replacing intervals by fuzzy
intervals with trapezoidal membership functions [15]:

lrF xð Þ ¼
Y

i¼1...k
iF
i ðxiÞ ð2Þ

Separate the datasets into two sets. 
One for the majority class sample and 
another for all the minority class 
samples. 

Cluster the majority class sample in 
to K   clusters. Combine all the 
clusters separately with the cluster 
of minority samples. 

Classify all the clusters with a standard classifier and select the dataset having 
highest classification accuracy  

Apply ReliefF feature selection 
algorithm and rank the features

Select the feature subsets based on 
ranking  

Fig. 2 Feature selection framework for unbalanced dataset
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For fuzzification of a single antecedent, only relevant training data Di
T is

considered and data are partitioned into two subsets and rule purity is used to
measure the quality of the fuzzification [15]:

Di
T ¼ xf ¼ x1. . .xkð Þ 2 Di

T jIF
j xj

� �
[ 0 for all j 6¼ ig � DT ð3Þ

The fuzzy rules r jð Þ
1 . . .r jð Þ

k are learnt for the class kj, the support of this class is
defined by Maimon and Rokach [15]:

sj xð Þ¼df
X

i¼1...k

l
r jð Þ

i
xð Þ � CF r jð Þ

i

� �
ð4Þ

where, the certainty factor of the rule is defined as

CF rðjÞi

� �
¼

2
DðjÞTj j
DTj j þ

P
x2DðjÞT

l
rðjÞi

xð Þ
2þ

P
x2DT

l
rðjÞi

xð Þ ð5Þ

4.2 Decision Tree

The decision tree classifier is one of the most widely used supervised learning
methods. A decision tree is expressed as a recursive partition of the instance space.
It consists of a directed tree with a ‘‘root’’ node with no incoming edges and all the
other nodes have exactly one incoming edge [14]. Decision trees models are
commonly used in data mining to examine the data, and to induce the tree and its
rules that will be used to make predictions.

Ross Quinlan introduced a decision tree algorithm (known as Iterative
Dichotomiser (ID 3) in 1979. C4.5, as a successor of ID3, is the most widely-used
decision tree algorithm [16]. The major advantage to the use of decision trees is
the class-focused visualization of data. This visualization is useful in that it allows
users to readily understand the overall structure of data in terms of which attribute
mostly affects the class (the root node is always the most significant attribute to the
class). Typically the goal is to find the optimal decision tree by minimizing
the generalization error. The algorithms introduced by Quinlan [17] have proved
to be an effective and popular method for finding a decision tree to express
information contained implicitly in a data set. WEKA [18] makes use of an
implementation of C4.5 algorithm called J48 which has been used for all of our
experiments.
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4.3 Relief: An Instance Base Approach to Feature Selection

Kira and Rendell [19] introduced an algorithm called Relief that uses instance
based learning to assign a relevance weight to each feature. Relief is a simple yet
efficient procedure to estimate the quality of attributes. The key idea of the Relief
is to estimate the quality of attributes according to how well their values distin-
guish between instances that are near to each other. Given a randomly selected
instance Ri from class L, Relief searches for k of its nearest neighbours from the
same class called nearest hits H, and also k nearest neighbours from each of the
different classes, called nearest misses M. It then updates the quality estimation Wi

for the ith attribute based on their values for Ri, H, and M. If instance Ri and those
in H have different values on the ith attribute, then the quality estimation Wi is
decreased. On the other hand, if instance Ri and those in M have different values on
the ith attribute, then Wi is increased.

W A½ � :¼ W A½ � � diff A;Ri;Hð Þ=mþ diff A;Ri;Mð Þ=m ð6Þ

Where A is the current attribute; W[A] is the weight of the currently considered
attribute; Ri is the ith sample; H is the ‘‘hit’’; M is the ‘‘miss’’; diff() is the
probability function; and m is number of the neighbours.

The Relief algorithm is limited to classification problems with two classes. The
ReliefF algorithm [20] is an extension of Relief algorithm that can deal with multi-
class problems. ReliefF is a simple yet efficient procedure to estimate the quality of
attributes in problems with strong dependencies between attributes. In practice,
ReliefF is usually applied in data pre-processing as a feature subset selection method.

There are many other extensions of the Relief and ReliefF proposed by many
researchers. Details about the algorithms and their application can be found in
work of Robnik et al. [20].

Algorithm 1. ReliefF

Input: For each training instance a vector of attribute values and the class value.
Output: the vector W of estimations of the qualities of attributes
Step 1: Set all weights W[A]: = 0.0;
Step 2: for i := 1 to m do begin

randomly select an instance Ri; find k nearest hits Hj;
Step 3: for each class C 6 = class(Ri) do

from class C find k nearest misses Mj(C);
Step 4: for A := 1 to a do

W½A� :¼ W ½A� �
XK

j¼1

diff ðA;Ri;HiÞ=ðm� kÞ

þ
X

c 6¼classðRiÞ

P Cð Þ
1� Pðclass Rið Þ

XK

j¼1

diff ðA;Ri;Mj Cð ÞÞ
" #

=ðm� kÞ;

Step 5: end;
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4.4 Cardiovascular Data

We have used two datasets from Hull and Dundee clinical sites. The Hull site data
includes 98 attributes and 498 cases of cardiovascular patients and the Dundee site
data includes 57 attributes, and 341 cases from cardiovascular patients. After
combining the data from the two sites, 23 matched attributes are left.

Missing values: After combining the data and removing redundant attributes we
found that out of 23 attributes 18 attributes have a missing value frequency from 1
to 30 % and out of 832 records 613 records have 4–56 % missing values in their
attributes.

From these two data sets, we prepared a combined dataset having 23 attributes
with 823 records. Out of 823 records 605 records have missing values and 218
records do not have any missing values. Among all the records 120 patients are
dead (High risk) and 703 patients are alive (Low risk). For this experiment
according to clinical risk prediction model (CM1) [21], patients with status
‘‘Alive’’ are consider to be ‘‘Low Risk’’ and patients with status ‘‘Dead’’ are
consider to be ‘‘High Risk’’.

4.5 Classifier Evaluation

The performance of the classification is evaluated by accuracy (ACC); sensitivity
(Sen); specificity (Spec) rates, and the positive predicted value (PPV) and negative
predicted value (NPV), based on values residing in a confusion matrix.

Assume that the cardiovascular classifier output set includes two typically risk
prediction classes as: ‘‘High risk’’, and ‘‘Low risk’’. Each pattern xi (i = 1, 2…n) is
allocated into one element from the set (P, N) (positive or negative) of the risk
prediction classes. Hence, each input pattern might be mapped into one of four
possible outcomes: true positive—true high risk (TP)—when the outcome is
correctly predicted as High risk; true negative—true low risk (TN)—when the
outcome is correctly predicted as Low risk; false negative—false Low risk (FN)—
when the outcome is incorrectly predicted as Low risk, when it is High risk
(positive); or false positive—false high risk (FP)—when the outcome is incorrectly
predicted as High risk, when it is Low risk (negative). The set of (P, N) and the
predicted risk set can be built as a confusion matrix (Fig. 3).

The accuracy of a classifier is calculated by:

ACC ¼ TPþ TN

TPþ FPþ TN þ FN
ð7Þ
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The sensitivity is the rate of number correctly predicted ‘‘High risk’’ over the
total number of correctly predicted ‘‘High risk’’ and incorrectly predicted ‘‘Low
risk’’. It is given by:

Sen ¼ TP

TPþ FN
ð8Þ

The specificity rate is the rate of correctly predicted ‘‘Low risk’’ over the total
number of expected/actual ‘‘Low risk’’. It is given by:

Spec ¼ TN

TN þ FP
ð9Þ

Higher accuracy does not always reflect a good classification outcome. For
clinical data analysis it is important to evaluate the classifier based on how well the
classifier predicts the ‘‘High Risk’’ patients. In many cases it has been found that the
classification outcome is showing good accuracy as it can predict well the low risk
patients (majority class) but failed to predict high risk patients (the minority class).

5 Results

We tried different methods in preparing a closely balanced datasets through
clustering as outlined above. The method never runs with the aim of having class
ratio 1:1. Our aim was to reduce the ratio gap between the majority and minority
classes. The results are presented in Tables 2 and 3.

We made six datasets with different combinations of the clusters from majority
and minority class samples and named as D1…D6, as described in Table 1. For
exploring different alternatives we also tried to reduce further the ratio gap of
majority class samples to minority class samples. In order to understand the quality
of the training sample we also cluster the minority samples into three clusters and
group them by different combinations with the clusters of majority class samples. An
example of such a dataset is D2. We took the dataset D2 that has the best classifi-
cation sensitivity among all the other datasets, we further cluster the majority
class samples of D2 and select one cluster out of three clusters and combine with
the minority class sample of the D2 and made another sample datasets called ‘‘D6’’.

Predicted classes

Expected or 
Actual 
classes

High risk Low risk
High 
risk

TP FN

Low 
risk

FP TN

Fig. 3 Confusion matrix
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We also made two more datasets using the under-sampling by clustering
method proposed by Yen and Lee [8] The first dataset (K3M1Yen) was produced
by separating the full data to 3 clusters and collected the majority class samples
using Eq. 1 with the majority and minority ratio 1:1 (M = 1). The second dataset
(K3M2Yen) was produced by separating the full data to 3 clusters and collected
the majority class samples using Eq. 1 with the majority and minority ratio 2:1
(M = 2). The datasets are classified using J48 and FURIA and results are pre-
sented in Tables 2 and 3.

From the Tables 2 and 3 we can see that the original unbalanced dataset D5 has
accuracy of 66.71 % with FURIA classification and 79.59 % with decision tree
classification. But for both of the classifiers the sensitivity value is very poor
(30 and 20 %). The accuracy is high because the classifier was able to classify the
majority class (Alive) sample well (72.97 and 89.76 %) but failed to classify
the minority. Dataset D1 where data are balanced by clustering the majority class
samples and combining all the minority samples shows better classification
outcome than the original unbalance data. With the FURIA and decision tree
classification of the D1 dataset, we found the sensitivity value 64.2 % with the
decision tree and 67.5 % with the FURIA. The classification outcome of the D1 is
2–3 times higher than the original datasets. The datasets prepared by the method
proposed by Yen and Lee [8] could show some increase in the sensitivity value but
the accuracy was dropped and overall performance was not good. Under-sampling

Table 2 Classification outcome of FURIA

Data sets ACC (%) SEN (%) SPEC (%) PPV (%) NPV (%)

D1 85.89 64.17 98.12 95.06 82.94
D2 92.11 79.78 97.21 92.21 92.07
D3 74.68 11.67 96.29 51.85 76.07
D4 70.82 15.83 89.52 33.93 75.78
D5 66.71 30.00 72.97 15.93 85.93
D6 96.39 91.01 99.38 98.78 95.21
K3M1Yen 61.48 67.50 55.65 59.56 63.89
K3M2Yen 60.39 22.50 79.66 36.00 66.90

Table 3 Classification outcome of decision tree

Data sets ACC (%) SEN (%) SPEC (%) PPV (%) NPV (%)

D1 84.08 67.50 93.43 85.26 83.61
D2 92.05 83.15 95.77 89.16 93.15
D3 67.66 35.83 78.57 36.44 78.13
D4 66.60 33.33 77.90 33.90 77.46
D5 79.59 20.00 89.76 25.00 86.80
D6 97.59 93.26 100 100 96.39
K3M1Yen 51.64 52.50 50.81 50.81 52.50
K3M2Yen 59.55 39.17 69.92 39.83 69.33
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by random cut D3 and D4 also disappointed with its accuracy and sensitivity
values.

It is observed from the experiments that the majority and minority ratio is not
only the issue in building a good prediction model. There is also a need of good
training simple, which should display the true properties of the class label assigned
to them. As we discussed earlier, that for some data records, the class labels of
clinical dataset do not accurately reflect the true properties of the class. The
majority and minority ratio of D1, D2 and D6 are very close but the classification
outcomes are not similar. Although the majority minority ratio is almost same,
there is a big difference in the classification accuracy, sensitivity and specificity
of D1 and D6, as can be noticed in Tables 2 and 3. The dataset ‘‘K3M1Yen’’
prepared by the method proposed by Yen and Lee [8] has 1:1 ratio but still has
poorer classification outcome than other datasets.

If we analyse the ROC [22] space for all datasets classified with decision tree
plotted in Fig. 4 and FURIA plotted in Fig. 5, we will find that overall accuracy of
all the datasets are above the random line and the datasets D1, D2 and D6 which are
prepared by our proposed method display the highest accuracy of all the datasets.

An experiment was made based on the proposed feature selection framework.
The aim of the experiment was to observe the effect of the class imbalance
problem on feature selection with ReliefF. ReliefF feature selection was applied to
rank the unbalance data (D5) and data the balanced by the proposed method (D6),
see Fig. 6.

Fig. 4 ROC of decision tree classification
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The datasets were later classified by the decision tree classifier. From the
experiment it is observed that, for the balanced data out of 23 attributes only 9
attribute were needed to keep the highest sensitivity of the data for decision tree

Fig. 5 ROC of FURIA classification

Fig. 6 Attribute ranking by ReliefF for the balanced and unbalanced data
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classification which is 40 % of the total attributes. On the other hand, for the
unbalanced data out of 23 attributes, a minimum of 14 attributes were needed to
keep the highest sensitivity of the data which is 63 % of the total attributes. The
finding (see Fig. 7) shows that ReliefF can perform better with the data balanced
by the proposed under-sampling method and can select a fewer number of attri-
butes with no degradation in classifier performance.

6 Conclusion

Most medical datasets are not balanced in their class labels. In some cases it has
been noticed that class labels do not represent a true property of the record. If we
consider the cardiovascular risk based on dead or alive status of previous patients
records, some of the patients may have died with some other cause and some are
alive by chance. The proposed method is found to be useful for preparing
unbalanced datasets where the given class labels are not always appropriate and
fail to truly reflect the underlying characteristics of the patient record.

Most existing classification methods tend not to perform well on minority class
examples when the dataset is extremely imbalanced. Sampling strategies have
been used to overcome the class imbalance problem by either over-sampling or
under-sampling. Many researchers proposed different methods of under-sampling
the majority class sample to balance the data. We proposed a cluster based under-
sampling method that not only can balance the data but also can chose good
quality training set data for building classification models.

Fig. 7 Sensitivity value of unbalanced and balanced data, for different attribute subsets prepared
by ReliefF attribute ranking
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The research found that class imbalance not only affects the classification
process but also has effect on feature selection process. This is because most of the
feature selection methods use the class label of the dataset to select the attribute
subset.

In summary, we suggest the techniques used here are of benefit for problematic
data and can help to alleviate the class imbalance problems typically found in
clinical datasets and data from other domains.
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Claims-Based Authentication
for an Enterprise that Uses Web Services

William R. Simpson and Coimbatore Chandersekaran

Abstract Authentication is the process of determining whether someone or
something is, in fact, who or what they are declared to be. The authentication
process uses credentials (claims) containing authentication information within one
of many possible authentication protocols to establish the identities of the parties
that wish to collaborate. Claims are representations that are provided by a trusted
entity and can be verified and validated. Of the many authentication protocols,
including self-attestation, username/password and presentation of credentials, only
the latter can be treated as claims. This is a key aspect of our enterprise solution, in
that all active entities (persons, machines, and services) are credentialed and the
authentication is bi-lateral, that is, each entity makes a claim to the other entity in
every communication session initiated. This paper describes authentication that
uses the TLS protocols primarily since these are the dominant protocols above the
transport layer on the Internet. Initial user authentication may be upgraded to
multi-factor as discussed in the text. Other higher layer protocols, such as
WS-Security, WS-Federation and WS-Trust, that use a Public Key Infrastructure
credential for authentication, integrate via middleware. This authentication is
claims based and is a part of an enterprise level security solution that has been
piloted and is undergoing operational standup.
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1 Introduction

This paper is based in part on a paper published by WCE [1]. Authentication is a
system function that establishes a level of confidence in the truth of a claim (e.g., a
user’s identity or the source and integrity of data). The authentication process
includes the presentation of one or more credential(s), validation of the creden-
tial(s)l, proof of the claimed binding, determination of authentication assurance
level (includes multiple factors), and the completion of the authentication decision
by the establishment of a communications channel with the entity claiming the
identity. In this paper we discuss an aspect (authentication) of an enterprise pro-
cess that has been developed as a part of an integrated security approach for the
enterprise. This Enterprise Level Security (ELS) has been piloted and is currently
undergoing stand-up throughout the enterprise.

2 Active Entities in the Enterprise Context

Entities within the enterprise environment may be active or passive. Passive
entities include information packages, static files, and reference data structures.
They are the target of activities. They do not initiate activities and cannot provide
the role of requestor or provider. Active entities are those entities that change or
modify passive entities, request or provide services, or participate in communi-
cation flows. Active entities are users, hardware, and services. All active entities in
the enterprise have DoD certificates, and their private keys are stored in tamper-
proof, threat-mitigating storage. Communication between active entities in the
enterprise requires full bi-lateral, Public Key Infrastructure (PKI), end-to-end
authentication [2–4].

Active entities must be named in accordance with the enterprise naming
instruction [5]. Authentication in the enterprise environment is implemented as a
verifiable claims-based attestation process. Figure 1 displays two active entities
performing authentication and Active Entity B retrieving content from a passive
entity.

3 Credentials in the Enterprise

A credential is a claim (in this case of identity) that can be verified as accurate and
current. Credentials must be provided for all active entities that are established in
the enterprise in order to perform authentication. Prior registration as an active
entity with a confirmable entity name is required. The forms of credentials in use
include certificates, Kerberos tickets, and hardware tokens. The details of gener-
ating, escrowing/retrieval, distributing, validating, and revoking certificates are
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discussed in specifications for Certificate Authority Certificates. Users are issued
hardware tokens (Smart Cards) that have Certificate Authority Certificates stored
on them with the private keys stored in hardware on the card. Machines and
services are issued software certificates that contain the public key with the private
key generated and remaining in hardware storage modules.

4 Authentication in the Enterprise

Authentication is responsible for establishing the identity of an entity. Authenti-
cation is achieved by receiving, validating, and verifying the identity credential(s).
For certificates, validation is achieved by encrypting a message with the private
key of the requester and transmitting it to the provider. The provider can then
validate that it was sent by the requester by decrypting it with the requester’s
public key. This assures that the requester is the holder of the private key. Veri-
fication is achieved by verifying the trusted agent that issued the certificate, this
authentication is two-way (the requestor authenticates the provider and the pro-
vider authenticates the requestor). In certain cases additional claims may be
examined (multi-factor identification) including bio-metric measures.

4.1 Certificate Credentials

The required credential for enterprise personnel is an enterprise-issued X.509
(currently version 2.1), RSA-based certificate. X.509 certificates are used to bind
an entity name to a public key in the PKI and to hold additional attributes (such as
organizational unit data, and other data encoded in the distinguished name (DN)).
They are used by authentication and authorization services, digital signing, and
other cryptographic functions. Enterprise certificate credentials for users must be
obtained through designated trusted Certificate Authorities (CAs). The CA pro-
vides the enterprise PKI credentials for users, devices, and services. Certificate
credentials contain non-secret (publicly available) information. A hardware token

Fig. 1 Communication
between active entities
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that contains the certificate is preferred to software-only certificates. For enterprise
users, the method of credential storage is an enterprise-issued card with a highly
secure tamper-proof hardware store, which is FIPS 140-2 level 2 validated for
cryptographic tokens [3].

Software certificates (used in addition to hardware tokens) are in the PKCS#12
[2] formats and must be installed in certificate storage associated with the entity
that owns the certificate or its host device (which must also be credentialed). A
user may have a software certificate issued by a designated CA that is installed in
certificate storage in the user’s host device. For devices and services that are
established in the enterprise, a software certificate is acquired from a designated
CA and is installed in certificate storage on the device itself and on the host device.
[For hardware elements outside the enterprise, PKCS#12 files may be maintained
as backup offline—but, in general, should not be stored on the hardware device
attached to the network.] The certificate credential for an entity must contain the
enterprise-unique and persistent identifier in the certificate subject DN field; for
users this is the extended common name; for devices and services this is the
Universally Unique Identifier (UUID) in accordance with the enterprise naming
standard.

4.2 Registration

The registration function is a service that creates and maintains the information
about the identities of entities in the enterprise. There are three main issues to
consider as discussed below:

4.2.1 Kerberos Tickets

Kerberos is a network authentication protocol originally developed by the
Massachusetts Institute of Technology, and now documented in several Internet
Engineering Task Force (IETF) Internet Drafts and RFCs [6]. Kerberos tickets
are used with enterprise Active Directory (AD) forests.

4.2.2 Authentication and Attribute Assertion Tokens

Once authentication is established, the attributes of the identities are used to
produce authorization claims. The primary method for expressing authorization
claims in the enterprise uses derived credentials based on attribute assertion tokens
at the message layer. These tokens contain security assertions and are obtained
from a Security Token Service (STS). These tokens are based on the Security
Assertion Markup Language (SAML) (current version) standard [7]. The use of
SAML tokens in this context is discussed in [8]. Although the standard allows for
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authentication elements in the SAML token, they are not used in this formulation.
SAML is used only for authorization, and the only link to authentication is the
binding to the requester by a holder-of-key (HOK) check (see [9] for the definition
of this check and how it is performed).

4.2.3 Interoperability of Credentials

Public key cryptography depends on the ability to validate certificates against a
trusted source. The use of PKI is discussed in [10]. External information sharing
includes authentication based upon a federation agreement that specifies approved
primary and derived credentials. The credentials will be configured for such
federations.

4.3 Authentication

The enterprise supports two general methods for authentication: Kerberos-based
and Direct PKI. Authentication relies on certificates.

4.3.1 Devices and Services Authentication PKI

Devices and Services are configured to authenticate themselves to the identity
provider of the enterprise using bi-lateral Transport Layer Security (TLS) [11].
The authentication relies on enterprise-issued PKI certificates.

4.3.2 User Initial Authentication to the Domain

The user authenticates using the PKI-enabled logon program, which asks the user
for a passcode that is, in turn, used as an index to a Kerberos key. This is a hybrid
approach where the hardware token is read and user ownership is sought by
presenting an input screen for the passcode associated with the hardware token.
PKINIT is invoked, completing the authentication by PKI (Kerberos supports both
password based user authentication and PKI based principal authentication with
the PKINIT extension) using the certificate stored on the card. The Kerberos-based
authentication uses the PKINIT and Kerberos protocols. For enterprise operations,
users authenticate to the Identity Manager with the enterprise hardware token.

The hardware token credential is only used by human users, and either soft
certificates or certificates stored in hardware storage modules are used for other
entities. The user authenticates to the domain controller using a smartcard logon
program such as the CAC or another approved active card and authenticates using
the hardware token and a user-supplied Passcode. Multi-factor authentication is
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not currently implemented, but may be used at this point. Biometric measures will
add an increase in the strength of authentication. The PKI Initiation program is
invoked completing the authentication by PKI. External users (users communi-
cating from outside the enterprise) are then provided a virtual private network
(VPN) tunnel and treated as if they were within the domain. Kerberos supports
both password-based user authentication and PKI-based principal authentication
(with the PKINIT extension), however, the enterprise uses only PKI-based
principal authentication. Successful completion of the logon procedure signifies
successful authentication of the user to the domain controller (a timeout will occur
at pre-configured period more details are provided in [2]).

4.3.3 User Authentication to Services Using PKI

It is assumed at this point that the user has successfully authenticated to the
Identity Manager using PKI. If the user wishes to access any other web service
through the web browser, he does so using HTTPS. All entity drivers will be
configured to use TLS mutual authentication. This additionally provides Transport
Layer Confidentiality compression, and integrity (through message authentication)
for subsequent message layer traffic over https. This validates the user’s certificate
and passes the certificate to the web service being accessed.

4.3.4 Service-to-Service Authentications

Requesters make requests for capabilities from Web services. In all cases, any
capability request is preceded by TLS mutual authentication. Services may request
other web services for capabilities (service providers). Services may include web
services, utility services, and others.

5 Infrastructure Security Component Interactions

Figure 2 shows the basic authentication flows required prior to all interactions.
This flow is the basic TLS setup.

When a requester wishes to use another service, there are four active entities
that come into play. Details are provided in Figs. 3 and 4. The active entities are
listed below.

1.(a) For a user:

The user (Requester) web browser—This is a standard web browser that can
use the HTTP and HTTPS drivers (including the TLS driver) on the
platform.
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(b) For a service:

The requester host platform.

2. The Security Token Service (STS) in the requester’s domain.
3. The Enterprise Attribute Store.
4. The requested service (application server) in the resource application

environment.

5.1 Interactions Triggered by a User Request for Service

The user first makes a request to STS. Included in that request is an identifier (the
Uniform Resource Identifier (URI) [12]) or a token referring to this identifier of
the target service. The STS will generate the SAML credentials and return them to
the browser with instructions to redirect to the service and post the SAML in this
request to the application server (see Fig. 3). If HTTPS messages are used, then
bi-lateral authentication takes place based on configuration of the servers and
the web browsers.

Fig. 2 Authentication flows
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5.2 Interactions Triggered by a Service Request

This is similar to the flow in Fig. 3 except that instead of a browser requesting a
service, another service formulates and makes the request. Note that authentication
has nothing to do with Authorization which is performed via a SAML token.
Authentication tokens are issued to ALL active entities and are called Identity
Certificates.

The web application or service (on application server 1) will send a service
request to the web service (on application server 2) as shown in Fig. 4. All
communications shown in this figure are preceded by a bi-lateral authentication
triggered by an HTTPS message.

6 Compliance Testing

Authentication testing verifies that the bi-lateral PKI-based authentication is
working properly in the enterprise. This includes testing TLS on every connection
in the security flows. Packet captures are done on nodes in the flow and then TLS
traffic is checked for certificate exchanges and encryption. Checks for OCSP (the
Online Certificate Status Protocol (OCSP) is an Internet protocol used for
obtaining the revocation status of an X.509 digital certificate). Calls and returns

Fig. 3 Web browser request for service message flows
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verify that certificate status is being checked correctly. The packet captures are
executed for a request to the STS. Authentication testing covers revoked and
expired certificates as well as certificates that have been modified or tampered.
Captures will show OCSP traffic for the revoked certificate.

7 Federated Authentication

Federated communications must meet all of the enterprise requirements, including:

• Naming PKI certificates,
• Certificates issued by a recognized certificate issuer,
• Valid, not-revoked, dates,
• TLS mutual authentication,
• Multifactor authentication as required, and
• SAML tokens from designated authorized STSs that meet all of the above

requirements.

Fig. 4 Web service request for service message flows
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The federation partner must present a PKI certificate that meets enterprise
requirements as described below and is issued by a trusted certificate authority.
Trust is signified by including the certificate authority in the trust list. When
required, enforcement of multi-factor authentication will be undertaken at this
point. In cases where a trusted certificate authority cannot be found, the federation
partner must be issued an enterprise PKI certificate and be included in the
enterprise attribute stores. Details of this store are given in [13].

7.1 Naming and Identity

Identity is established by the enterprise or the requesting agency as agreed to in the
federation agreement. In the enterprise, this is primarily through the enterprise
naming contained in the enterprise-issued X.509. These names should be stan-
dardized throughout the enterprise and satisfy the property of uniqueness over
space and time. For people, this name is the enterprise standardized name, but for
other certificate authorities, their naming schemes are accepted based on federation
agreements. The identity used by all federated exchanges is the Distinguished
Name as it appears on the primary credential provided by the certificate authority.
If there is a collision, mapping of federation names will be required.

Credentials are an integral part of the federation model. Each identity requiring
access is credentialed by a trusted credentialing authority. Further, the STS used
for generating SAML [7, 14–21] tokens, is also credentialed (as are all active
entities in the enterprise). The primary exchange medium for setting up authen-
tication of identities and setting up cryptographic flows is the PKI embodied in an
X.509 certificate. The certificate authority must use known and registered (or in
specific cases defined) certificate revocation and currency-checking software.

7.2 Translation of Claims or Identities

Identities are translated as indicated in the federation agreement. For simple
federation, where requests are across the enterprise domains, there is no mapping,
as the identities are in the appropriate form already. In any event, the mappings
will be rare if distinguished names are used, and will only be needed when ano-
nymity is a requirement or a collision occurs between the names provide by
designated certificate authorities.

7.3 Data Requirements

Configuration files are developed and maintained as specified in enterprise
requirements.
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All configuration files and stored data are appropriately protected using cryp-
tographic services. Even though these files are distributed for proximity to the
relevant service, they are centrally maintained by an appropriate service agent
mechanism.

7.4 Other Issues

All code that is generated is subject to code assurance review/tools with risks
identified and resolved.

WS-Reliable Messaging [22], WS-Secure Conversation [23] shall be used for
communication between active entities. The selection of either WS-Reliable
Messaging or WS-Secure Conversation shall be based on session efficiency.

The registering of recognized STS and claim mapping must be promulgated in
an enterprise policy memorandum after ratification of the federation agreement.
The federation agreement may be an attachment to such a policy memorandum.
This memorandum must be distributed to the appropriate organization for
implementation by the Enterprise Attribute Store (EAS) and STS Administrators
for incorporation in the trusted STS store. This maintains the lines of authority. A
more complete discussion of federation, including a sample federation agreement
is provided in [24].

8 Maturing Guidance

Related changes to OASIS, W3C, and IETF standards will necessarily be cause to
reconsider and possibly modify these processes when appropriate. Because these
standards tend to be backward compatible, or allow appropriate sunset periods, it
can be assumed that phased-in implementation of changes will take place.
Authentication for HTTPS protocol using Representation State Transfer (REST),
Asynchronous JavaScript and XML (AJAX) /JavaScript Object Notation (JSON)
has not yet evolved to a standard and is to be addressed in future revisions. As
such, these and other technologies (e.g., wireless authentication, biometrics) are
being pursued.

9 Summary

We have presented an authentication process for identity management and
bi-lateral authentication between requesters and providers in an enterprise envi-
ronment. The enterprise environment providers include web application and web
services. The authentication is the beginning of a claims-based process that will
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include SAML claims for authorization and may include multiple factors for
identity verification. The authentication process is part of an enterprise solution and
architecture for high assurance that is web-service based and driven by commercial
standards. Portions of this architecture are described in Refs. [8, 9, 13, 24–35].
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Multilevel Verification and User
Recognition Strategy for E-mail Clients

Artan Luma, Bujar Raufi and Burim Ismaili

Abstract User authentication and identification have always represented a chal-
lenge in web-based e-mail systems. The text-based authentication and user iden-
tification are not sufficient to address the security issues facing web-based e-mail
systems. This sort of security is completely retrograde and obsolete for current
security threats that easily undermine authentication, identification and non-
repudiation. In this paper, a security increase in e-mail client is proposed by
introducing multiple-level authentication and identification in e-mail clients. The
proposed multilevel authentication and identification consist of four levels, where
level-1 is the text-based authentication, level-2 involves an image based authen-
tication and finally level-3 and level-4 use a specific algorithm that exploits the
powerful properties of two mathematical operators called Pentors and UltraPen-
tors applied against the image in level-2.

Keywords Algorithms � Authorisation � Cryptography � Cryptosystems � E-mail
security � User authentication

1 Introduction

User authentication and identification in e-mail clients have always represented a
challenge in the Web. Email based user authentication and identification represent
emerging techniques that appear as an alternative to the standard Public-Key-Infra-
structure (PKI) and furthermore these approaches allow securing users from faulty
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impersonations and identity thefts [1]. However, the authentication and identification
process in the web has not changed over the last twenty years and is mainly based on
password identification and cookies [2]. The report from Google on email account
security indicates that in 2011 and 2012 there is an increase in Google account blocking
as a result of account hijacking and identity thefts [3]. The most widely used authen-
tication strategy represents the text-based password scheme where users enter their
login names and passwords. Despite their popularity, textual passwords suffer from
several drawbacks. Although simple and straightforward textual passwords are easy to
remember and maintain, they are mostly vulnerable to attacks. While complex and
arbitrary passwords render the system substantially more secure, resisting the brute
force search and dictionary attacks, they are difficult to guard and memorize [4].
Another aspect that advances the textual authentication is the graphical authentication
which (compared to words) is easier to remember. Accordingly, it is difficult to for-
mulate and orchestrate attacks for graphical authentication considering that the pass-
word space of graphical authentication extends more than that of textual passwords and
makes them harder to crack and brute force attack resistant. Still, graphical authenti-
cation suffers from the so called shoulder-surfing which represents a hazard of intruder
scrutinizing passwords by recording user sessions or directly supervising the users [5].
Some other related work regarding multilevel authentication is elaborated in [6] where
the authors propose 3-level authentication based on textual, image based and one-time
password fashion. However this kind of approach does not involve image encryption
and their safe storage for avoiding direct compromise of the data used for authentication
and identification. Other work involve the definition of a strict authentication system by
introducing a multi-level authentication technique that generates a password in multi-
level instances for accessing and using cloud services inside of which, an e-mail cloud
service can reside as well [7]. The main goal of this paper is to focus mainly on securing
user authentication and identification by the use of specifically designed encryption
algorithms which is applied on the image while identifying the e-mail client.

The rest of this paper is organized as follows: Sect. 2 introduces some related
work regarding cryptographic algorithms used today, Sect. 3 elaborates the
introduction on two mathematical operators called Pentor and UltraPentor and
examines closely their properties, Sect. 4 introduces the multilevel authentication
and user identification methodology by using the above mentioned mathematical
operators, Sect. 5 gives a real life scenario of the above mentioned methodology
with a use case, Sect. 6 elaborates some aspects of cryptosystem’s strength and
finally, Sect. 7 concludes this paper.

2 Related Work

Many encryption algorithms utilized today use proprietary methods to generate
keys and therefore are useful for various applications. Here, we introduce details
for some of these encryption algorithms. Strong side of these algorithms lies in the
length of the key that is generated and used.
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RSA algorithm [8, 9], for example, is based on the generation of two simple large
numbers p and q, multiplied in the form n = p � q. The algorithm also selects an
encryption exponent e, as gcd(e, (p - 1) � (q - 1)) = 1 and the pair (n, e) is sent to
the recipient. The recipient on the other side will now generate cryptic message in the
form c : me(modn). This encrypted message, then can be decrypted after the com-
ponent d is found, which is easy considering that the sender has p and q from where it
finds d as following d : 1(mod(p - 1) � (q - 1)). Decryption process is performed
as m : cd(modn). The problem is that the algorithm is based on the generation of
large prime numbers which is time consuming and computationally intensive.

Another approach that belongs to Online authentication is the TEA (Tiny
Encryption Algorithm) [10–12]. This algorithm generates random numbers that
will be sent to users that request authentication. From this random number together
with user’s secret key, a ciphertext message is generated. After the server receives
the encrypted message, it decrypts it using the random number sent earlier. The
disadvantage of this approach is that the secret key is previously used for securing
the communication line established between the user and the server rather than
directly for authentication. Another aspect of this approach is that it is not clear in
which way the secret key is sent or at least generated by the user.

In addition to the above mentioned, let us present two operators given as
mathematical models called Pentor and Ultra Pentor [13]. These operators can
easily be generated from any number and can be used for encryption purposes. The
power of the proposed cryptosystem lies in the irreversibility trait that these two
operators have during the authentication process. Once operators are generated, it
is extremely difficult to find numbers from which these operators are derived. This
irreversible feature is used to create online authentication scheme which uses
exactly three steps of encryption algorithm. The power of the cryptosystem jus-
tifies the proposed approach for its potential application in online authentication
systems. In the following section, their definitions and properties will be analyzed.

3 Cryptography with Pentor and Ultra Pentor Operators

In [14, 15] a mathematical definition for Pentor and Ultra Pentor is introduced. A
Pentor of a number is given as an integer number with base n and for every natural
and integer number n there exists one Pentor for the given base B. In order to
represent this operator mathematically, we start from the modular equation for
Pentor of an integer number n with base B that fulfills the condition gcd(n, B) = 1.
From the aforementioned conditions the following was acquired [14]:

BmP nð Þ � 1 mod nð Þ ð1Þ

where B represents the base of the integer number n, P(n) is the Pentor of the
integer number, whilst n and m represent the order of the Pentor for the given
integer number. The modular expression (1) was transformed to the equality
expression of the form:
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BmP nð Þ ¼ 1þ nk ð2Þ

P nð Þ ¼ 1þ nk

Bm
ð3Þ

where k is an integer number that fulfills the condition for the fraction to remain an
integer number. For example if we want to find the Pentor of the first order than
m = 1, the Pentor of the second order than m = 2 and so on [14].

Likewise, the UltraPentor of a number n with base B in which for every natural
and integer number n there exists an UltraPentor for the given base B [14]. In
order to represent this operator mathematically, we start from modular equation for
UltraPentor of integer number n with base B that fulfills the condition
gcd(n, B) = 1. Considering the above mentioned conditions, the modular equation
for UltraPentor will look like:

Bm � 1 mod nð Þ ð4Þ

where m is an integer number. The modular expression [1], was transformed to the
equality expression by applying logarithmic operations on both sides and finding
the UltraPentor as follows:

Bm ¼ 1þ nlj � logB ð5Þ

logB Bm ¼ logB 1þ nlð Þ ð6Þ

m logB B ¼ logB 1þ nlð Þ ð7Þ

where logB = 1 and there is:

m ¼ logB 1þ nlð Þ ð8Þ

If m = UP(n) then UltraPentor of an integer number n with base B can be
written as:

UP nð Þ ¼ logB 1þ nlð Þ ð9Þ

where l is an integer number that fulfills the condition for (1 ? nl) to be written as
Ba, where a is also an integer number [15]. The power of the above mentioned
operators lie in their properties of irreversibility of retrieving the ID from the
Pentor or UltraPentor itself which in our designed cryptosystem is kept secret on
the user’s side.

4 Multi-level Authentication for E-mail Applications

Based on the properties of the above mentioned two mathematical operators, a web
application for an email client can be designed. This web application will be able
to send/receive two types of e-mails:
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• Send/receive regular (non-authenticated and non-identified e-mail).
• Send/receive authenticated and identified e-mail where the source of the sender

is verified.

The aim of this web application is to authenticate and identify users while
sending e-mails. The milestone of this application lies in the power of the two
mathematical operators (Pentor and Ultra Pentor) as well as in the so called
‘‘Pentoric Attack’’ procedure.

The ‘‘Pentoric attack’’ is based on the following procedure. If we take, for example,
the value for ID = 13 and based on the above mentioned formulas for Pentor 1 and
Ultra Pentor 4 we can retrieve values for Pentor(ID) = 4 and UltraPentor(ID) = 6.
Furthermore, if we take a particular value for a username such as Username = art and
by converting into an ASCII code we receive Username = 97114116 out of which we
receive a vector by multiplying with the value of ID as follows:

Vector ¼ 97114116 � 13

Vector ¼ 1262483508

Considering that Vector is consisted of 10-digit sequence which is greater than
the value of the UltraPentor, we divide the sequence into 6-digit chunks starting
from the right as illustrated below:

Vector ¼ 1262j483508

By summing these two values, a new vector is acquired as follows:

Vector ¼ 1262þ 483508 ¼ 484770

This represent a 6-digit sequence which is smaller or equal to the value of Ultra
Pentor and the ‘‘Pentoric Attack’’ procedure can be applied in following way:
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From the example, it is seen clearly that the final value from the ‘‘Pentoric
Attack’’ is N = 39 which should be fully divisible by the value of ID, i.e. 13|39.
From here it can be certainly concluded that the vector originates from user with
Username = art and ID = 13.

The logic of authentication and identification process for this application is
based on the following procedure. The user that wishes to use the services of the
application initially sends the credentials such as Name, Surname, Username and
an Image of its choice. During the registration process, in the database values for
the user such as Name, Surname, Image and Vector are stored. In the Image
attribute, the location of the image is stored where initially the image is converted
into an RGB matrix M(R, G, B) and encrypted with the following formula:

Mc R;G;Bð Þ � M R;G;Bð Þ � ID � UltraPentor IDð Þ

The Vector attribute on the other hand is received by converting the username
characters to their respective ASCII counterparts and by multiplying with the
user’s ID.

R ¼ Usernameascii � ID

This value of R should be divided into sequence chunks the size of UltraPentor
starting from the right side as follows:

R ¼ RnjRn�1j. . .jR2jR1

After each separation Ri, the divided chunks are added together
R = Rn ? Rn-1 ? _ ? R2 ? R1 and if the size of Vector is greater than the
value of UltraPentor, the procedure is repeated until the length is less or equal to
that of UltraPentor. After registration, a secret ID is sent to the client and now the
user is ready to use the web application by performing a simple text-based
authentication with username and password input which is validated against user
credentials on the database. If the user exists and is registered, access is granted, on
the contrary the user is rejected or is asked to register. After successful login, a
user interface for sending/receiving e-mail is introduced. The characteristic of this
e-mail client web application is the two types of emails that it supports. The first
one is the regular non-authenticated e-mail and the second one is the authenticated
e-mail sending. Of particular interest is the authenticated version of e-mails which
is based on the Pentor and UltraPentor mathematical operators.

When the user composes an authenticated e-mail, it fulfills the Messageto box
together with Subject field where he enters the subject of the e-mail. The user is
also allowed to choose the Emailtype field for non-authenticated or authenticated
e-mails. If an authenticated e-mail is chosen the user should provide its Image that
it used while registering and the ID that was sent during registration phase. After
completing the Message field the user tries to send the e-mail and during this phase
a special authentication algorithm is used based on the above mentioned operators
in the following order.
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Initially, the Image provided is converted into an RGB matrix M(R, G, B) and
furthermore this matrix is encrypted in the following way:

Mc R;G;Bð Þ � M R;G;Bð Þ � ID�
� UltraPentor IDð Þmod 255ð Þ

Further on, we introduce multiple level of authentication enumerated as below:
In level one, the Username provided by the client while initial sign-on is

checked against user credentials in the database. Therefore,

Username ¼ Usernamedb

The second level checks the encrypted matrix Mc(R, G, B) generated on the fly
while the user is authenticated against the encrypted matrix stored in the database.

Mc R;G;Bð Þ ¼ Mcdb R;G;Bð Þ

Fig. 1 Multi-level authentication with the use of Pentor and ultra Pentor operators
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The third level checks whether the Vector generated from the Username and ID of
the client is equal with the Vector value stored in the database.

Vector ¼ Vectordb

Finally, the fourth level of security is enforced by the condition ID|N, where the
value of N is acquired by performing a ‘‘Pentoric Attack’’ against the Vector as
follows:

N ¼ Vector  Pentor IDð Þ

The whole process with the levels of authentication is illustrated as in Fig. 1. After
all these levels, the user is allowed to send an authenticated e-mail and the person
receiving this e-mail will also receive a text attached at the end of the message
stating that the message is authenticated with the above mentioned algorithm.

5 Multi-level E-mail Authentication: A Case Study

The above mentioned procedures and levels can be illustrated with a real example.
Suppose that we would like to register a user with the following credentials:

Name ¼ Artan

Surname ¼ Luma

Username ¼ a:luma@seeu:edu:mk

Image as given below in Fig. 2 based on this data, Name, Surname, Username
and Vector will be stored in a database, where in the Image attribute the path of the
encrypted Image will be stored. The process of encrypting the image as shown in
the previous section is done by initially converting the image into a RGB matrix
where each pixel is represented through RGB colors as given below with an image
composed of 150 9 150 pixels.

Fig. 2 Image provided by
the user
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M R;G;Bð Þ ¼

M1;1 85; 83; 84ð Þ . . . M1;150 88; 86; 87ð Þ
M2;1 88; 86; 87ð Þ . . . M2;150 41; 40; 35ð Þ

: . . . :
M150;1 56; 56; 56ð Þ . . . M150;150 70; 52; 68ð Þ

0
BB@

1
CCA

This matrix is encrypted by having the ID of the client which is generated by
the administrator and sent later to the user after the Vector generation. The
encrypted matrix is acquired as follows:

Mc R;G;Bð Þ � M R;G;Bð Þ � ID�
� UltraPentor IDð Þmod 255ð Þ

Mc R;G;Bð Þ ¼

M1;1 0; 99; 177ð Þ . . . M1;150 63; 240; 105ð Þ
M2;1 234; 78; 156ð Þ . . . M2;150 138; 60; 180ð Þ

: . . . :
M150;1 111; 111; 111ð Þ . . . M150;150 105; 231; 204ð Þ

0
BB@

1
CCA

The encrypted matrix represents the encrypted Image depicted as in Fig. 3. This
encrypted Image of the user is stored in a folder on the server’s side of the web
application. The calculation of the Vector is done by multiplying the ASCII
version of the Username with the ID as shown in Sect. 3.

Vector ¼ Usernameascii � ID
Vector ¼ 9746108117109976411510110. . .

. . .11174610110011746109107 � 13

Vector ¼ 12669940552242969334963143145269. . .

. . .931430152699418391

Considering that the result is a 50-digit sequence, it should be ‘‘chopped’’ into
6-digit sequences starting from the right side as follows:

Vector ¼12j669940j552242j969334j963143j145269j. . .

j931430j152699j418391

Fig. 3 Encrypted image of
the user
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Summing these sequences altogether results in the value for Vector given as
below:

Vector ¼ 12þ 669940 þ 552242þ 969334þ 963143þ 145269þ . . .

þ 931430þ 152699þ 418391

Vector ¼ 4802460

Considering that Vector is a 7-digit sequence which is greater than the value of
Ultra Pentor, the process is repeated once again yielding the following result:

Vector ¼ 4j802460

Vector ¼ 4þ 802460

Vector ¼ 802464

This value of the Vector which is unique for each user is stored in a database
and the value of the ID is sent to the user which is kept secret. The overall process
of client activity on the web application consists of the following steps. At the
beginning the user authenticates with a simple text-based authentication method by
providing Username and Password (the Login step in Fig. 1). The Login form is
depicted as in Fig. 4. After successful login, a window with user’s mailbox appears
where he can check for mails and compose new ones as illustrated in Fig. 5. If the
user wants to send an email, by clicking in the Compose button a new form for
email composing and sending appears. In this form the user has to fill and choose

Fig. 4 Initial user login form

Fig. 5 User’s mailbox after
authentication
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the following options: Messageto, Subject, Emailtype (normal, verified e-mails),
Image (where user chooses its Image), ID and Message. This is illustrated in
Fig. 6. When the Send Email button is clicked, the 4-level authentication process
is initiated. At the beginning its image is converted into a matrix as given below:

M R;G;Bð Þ ¼

M1;1 85; 83; 84ð Þ . . . M1;150 88; 86; 87ð Þ
M2;1 88; 86; 87ð Þ . . . M2;150 41; 40; 35ð Þ

: . . . :
M150;1 56; 56; 56ð Þ . . . M150;150 70; 52; 68ð Þ

0
BB@

1
CCA

The encryption process of this matrix is done in the following way:

McðR;G;BÞ � MðR;G;BÞ � ID�
� UltraPentorðIDÞmodð255Þ

McðR;G;BÞ ¼

M1;1ð0; 99; 177Þ . . . M1;150ð63; 240; 105Þ
M2;1ð234; 78; 156Þ . . . M2;150ð138; 60; 180Þ

: . . . :
M150;1ð111; 111; 111Þ . . . M150;150ð105; 231; 204Þ

0
BB@

1
CCA

After the encryption, this matrix is stored as an encrypted image. In the first
level, the Username given by the user and the one stored on the server’s side is
checked and if this Username is identical to a:luma@seeu:edu:mk, level two is
initiated where on-the-fly encrypted matrix is checked against the encrypted matrix

Fig. 6 Composition of verified e-mails
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stored in the database. If these two values coincide level three is introduced. In
level three, the generated Vector from the user is checked against the Vector value
stored in the database which after being identical with the one in the database, the
level four kicks off in which ‘‘Pentoric Attack’’ against Vector = 802464 is per-
formed. The attack results in value N = 39 which is divisible with Ultra Pentor,
i.e. 13|39 and the a-mail is sent. In any other case, if one of the conditions would
not be fulfilled the verified e-mail procedure would fail and the user rejected.

6 Strength of the Cyrptosystem

The power of the proposed cryptosystem lies in the fact that in order to break it’s
user credentials, all four authentication elements are required:

Username;Password; Images; IDð Þ

Assume that Person B will have access to the online system for sending elec-
tronic mail with verification to Person A. If in any way the intruder C acquires
Username and Password, he still can not testify it’s authentication, which as
mentioned above, is created by the Username, Password, Images and ID. Even if it
could create the Vector from Username and Password, this will fail later during
the ‘‘Pentoric Attack’’ which ill not satisfy the requirement ID|N. It is worth noting
that the algorithm is irreversible, which means that once values are transformed, it
can not be traced back. For example, if intruder C founds the Pentor and Ultra-
Pentor, there is no easily computable way to find ID, as it is not known the
sequence of Pentor and UltraPentor, and the values of k and l. Furthermore, it is
concluded that different numbers can have the same values for Pentor and
UltraPentor, but the distribution of these numbers is random, which makes it
impossible to find the ID, even for system administrators, because the only person
who knows ID is the user. The system generates ID, but does not preserve it in the
internal database.

Finally, the power is substantially elevated in the third step. If the intruder
C acquires Pentor and UltraPentor, he should perform a ‘‘Pentoric Attack’’ on the
ciphertext generated by him, which, as explained above, from the beginning is
faulty.

7 Conclusion and Future Work

In this paper we have introduced a method of user authentication and identification
in the process of sending verified e-mails. The methodology uses a multi-level
approach of identifying the user while sending verified e-mails and it consists of
the following steps:
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1. The first step represents a classical text-based authentication.
2. The second step involves an image based authentication where the user’s image

is encrypted by multiplying it with a secret key provided to the user.
3. Finally step three is concentrated around level-3 and level-4 elaborated earlier

that use a specific algorithm that exploits the powerful properties of two
mathematical operators called Pentor and UltraPentor applied against the
image in step two.

Further research is needed on Pentor and UltraPentor properties and their
application in the development of various cryptosystems [15]. One direction of this
application would be the possibility of digitally signing the emails by using Pentor
and UltraPentor and this is currently the focus of our further research.
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Securing Information Sharing Through
User Security Behavioral Profiling

Suchinthi A. Fernando and Takashi Yukawa

Abstract This paper presents a method of minimizing the human-related infor-
mation security problem of improper sharing of information by insiders with
outsiders or unauthorized insiders. As opposed to most currently available infor-
mation security solutions, this system does not rely solely on technological
security measures, but adapts a mixture of social and technological solutions. The
system presented through this research detects users’ observance of security best
practices and behavioral patterns using both automatic and personal monitoring
methods. It then creates user security behavioral profiles and thus identifies users
who might potentially pose threats to the organization’s information security and
determines and schedules the level and type of security education and training to
be given to identified users.

Keywords Human behavior � Information security � Insider threat � Profiling �
Social � Technological

1 Background and Introduction

Despite the overall acknowledgement during the past decade that the human factor
should be taken into consideration in information security management (ISM),
most security solutions available today still rely on purely technical measures to
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enforce information security. Most identified information security breaches occur
because of human errors [1], resulting from the lack of proper knowledge and
training, ignorance, and failure to follow procedures. People’s beliefs and
expectations may lead to mistakes and misjudgments of risks [2]. Thus, being the
weakest link in the chain of security, people may unintentionally reveal confi-
dential information to others. Schneier [3] explains how the perception of security
diverges from its reality and how people feel secure as long as there is no visible
threat. This human weakness is exploited in most present-day attacks, such as
social engineering, spear phishing, and collusion from an insider, which require a
human element to succeed [4].

The percentage of insiders wittingly or unwittingly involved in an attack
originating from the inside is said to be at least 60–80 % [5, 6]. An insider threat is
defined as trusted users with legitimate access abusing system privileges [7] or as
intentionally disruptive, unethical, or illegal behavior by individuals possessing
internal access to an organization’s information assets [8]. Insider attacks are
indistinguishable or difficult to distinguish from normal actions as insiders have
authorization to access and use the system and these actions are less likely to differ
from the norm [7]. Though difficult to detect until after the damage has been done,
since most insider attacks are planned, there is a window of opportunity during
which people can intervene before the attack occurs and prevent the attack or limit
its damage [8].

Effective information security uses physical, technical, and operational con-
trols, where operational controls concern the conduct of employees with regard to
information security [9]. Even though information systems security auditing
ensures that an organization’s security policies, procedures, and regulations are
effective, employees’ adherence to these audited policies is automatically assumed
[9]. Although somewhat sufficient to keep the outside attacks at bay, technical
measures alone are clearly insufficient to ward off insider attacks, since people
may easily bypass technological restrictions such as access control by revealing
their authentication information to others. Sabett [10] states that security systems
should be designed by accepting that the malicious attackers are already inside the
system. A holistic approach blending people, process, and technology by focusing
on behaviors and activities appearing to be risky using a combination of risk
management, functional analysis of insider behaviors, and risk mitigation is rec-
ommended [8, 11].

Human behavior, which is performed according to the personality of the
individual, can be categorized [9]. Observable behaviors include cyber activities,
which only provide limited insight into intent and character, but are easier to
collect, process, and correlate automatically, as well as personal conduct, which is
observed through background checks and personal observations [8]. Employees
may be divided based on their level of awareness of information security objec-
tives, or according to job category, function, their knowledge about information
processing, and technology used [12]. Accidents will not normally happen if
security measures stay above a certain threshold and the risk is kept below the
accident zone [13]. Perceived risk gradually declines when accidents do not occur

656 S. A. Fernando and T. Yukawa



as a consequence of improved security, leading to a decline in the compliance with
security measures until system becomes vulnerable again. Thus, risk perception
renewals through properly scheduled interventions such as security awareness
programs are needed to sustain an appropriate level of risk perception [13].
A proactive and sustainable security program requires: preventive (credentialing
and restricting access through authorization), detective (auditing, monitoring, and
referrals to validate allegation), corrective (additional monitoring or auditing,
updating credentials, access restriction, or access removal), and feedback
(dynamic, reactive, and planned feedback and creating and implementing
solutions) components [14].

This research addresses the problem of improper sharing of information within
an organization, and presents a solution by blending social and technological
solutions to detect the levels of observance of security best practices by its
employees by monitoring their cyber and non-cyber activities, detecting patterns
among these behaviors, and using this information together with background
information and job details to create security behavioral profiles of users, in order
to identify users whose actions could potentially lead to ISM problems and
therefore require special education and training in ISM.

2 Proposed System

The system proposed through this research to secure information sharing within an
organization is explained briefly in this section. The detailed explanation of this
system is available in [15].

Curtailing or limiting the personal browsing ability of employees is detrimental
to their productivity [16]. Yet, depending on the projects they are working on and
the criticality of the business information they have to access, it is sometimes
mandatory to restrict access to the Internet in order to protect the security of the
business information. This system addresses this problem by providing two sep-
arate modes: the ‘‘strict’’ mode, which is the default mode, and the ‘‘relaxed’’
mode. Only pre-specified, work-related programs and services are allowed during
the ‘‘strict’’ mode, and all activities are monitored and logged, while personal
browsing, e-mails, or instant messaging, etc. are disallowed, and all information
exchanges (e-mail contents, attachments, file-sharing, etc.) are recorded.

During the ‘‘relaxed’’ mode, personal browsing, personal e-mails, instant
messaging, etc. are allowed, and are not monitored to protect the user’s privacy,
while access to work-related information is disallowed. Figure 1 depicts the top-
level architectural design of the system. This system constantly monitors for
extraordinary behavior: excessive or untimely access to information, services, or
systems, access from remote terminals, attempts to access data of a higher clas-
sification level than the user’s security clearance level, or data for which the user
has no Need-to-Know. Employees’ observance of best practices is monitored
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regularly in the areas of password security behavior, data backup behavior, data
sanitization behavior, network security behavior, and physical security behavior.

Cyber activities such as password renewal frequency, reuse of former pass-
words, password strength, data backup frequency, etc., are automatically moni-
tored by the system. Non-cyber activities such as whether confidential documents
are left unattended, whether doors are locked, whether credentials are validated
before revealing information to others, etc. are personally observed by managers or
the security personnel of the organization. Information from background checks
before employment and periodically during employment such as contact details,
financial status and stability, number of dependents, educational level, criminal
record, etc. are inputted to the system by human resource managers. Employees’
job descriptions are updated by their managers according to the projects they are
currently working on. Together, this information will be used for profiling and for
detecting each employee’s behavioral type.

The resulting security behavioral profiles will include the security conscious-
ness of the employee, the extent of understanding and the value given to ISM rules
and procedures, the extent of adherence to policies, how easily an employee can be
enticed or tricked into revealing information, employee’s ambitiousness and drive
to move ahead in their career, sociability, capability to work in a team, and respect
gained by peers, the employee’s potential to intentionally or unintentionally reveal
or improperly share confidential information, and whether the employee has any

Fig. 1 Top-level architectural diagram
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motive or incentive (financial, career-wise, social, psychological or personal) to
access unauthorized information or reveal information to others.

Based on these behavioral profiles, the system will identify potentially prob-
lematic employees and determine the level of security awareness, guidance, or
training to be given: planned and scheduled awareness and training programs for
identified potentially problematic users, and randomly scheduled awareness and
training programs for all users, periodically, as risk perception renewals to
maintain the desired level of security awareness. Real-time alerts will be sent to
the information security officer (ISO) if extensively problematic behavior is
detected, allowing the ISO to take immediate action. Security managers and the
ISO can view behavioral profiles in summarized, detailed or graphical form, and
view security training schedules. The ISO can additionally request separate views
of personally inputted (non-cyber-activity-related) data and automatically moni-
tored (cyber-activity-related) data and use his personal judgment to avoid any bias
of managers or security personnel towards employees.

3 Profiling

For a better understanding of the security profiling techniques adapted in this
system, it is important to explore those currently used in other prevailing areas in
the field of security, such as in criminal investigations. Thus, an understanding
about criminal profiling will provide insight into profiling techniques which may
be adaptable to information security.

Criminal profiling is an investigative approach based on the premise that the
crime scene provides details about offense and offender [17]. It is used in homi-
cide, sexual assault, arson, etc. Criminal profiling is defined as the careful eval-
uation of physical evidence for systematically reconstructing the crime scene and
developing a strategy to capture the offender, by weeding out suspects, developing
investigative strategy, linking crimes and suspects, and assessing risk [18].
Assuming that every criminal works to a certain set of values, criminal profiling is
used to classify behavioral patterns and predict the next move [19]. The developed
offender description contains: psychological variables (personality traits, psy-
chopathologies, and behavior patterns), and demographic variables (age, race,
gender, emotional age, level of education, arrest and offense history, etc.) [20].
Criminal profiling uses geographic or psychological typologies to isolate offender
characteristics [17]. The system presented through this research uses a psycho-
logically-based technique, which compiles psychological background using
observable behaviors of offender’s traits. Behavior is interpreted from the presence
or absence of forensic elements, offender’s behavioral choices, modus operandi,
signature behaviors, knowledge of crime scene’s dynamics, etc. [17]. Inductive
criminal profiling entails broad generalization and statistical reasoning, whereas
deductive behavioral evidence analysis is a dynamic process which helps to
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capture successful criminal whose methods either become more refined or dete-
riorate over time [21].

Since programs to detect various aspects of data sanitization behavior and
network security behavior are currently available, this research focuses mainly on
the monitoring of password security behavior, data backup behavior, and physical
security behavior. The following aspects of this system were implemented and
tested through this research:

• Strict mode
• Password Security Behavior: password strength (an existing common algorithm

was reused), password modifying frequency, password reuse
• Data Access and Backup Behavior: data backup frequency, attempts to read data

over clearance, attempts to read data without need to know
• Personal observations: forgetting keycards or Personal Identification Numbers

(PINs), leaving items unattended, sociability, ambitiousness, writing passwords
down, lending keycards or PINs, security consciousness, understanding and
valuing ISM rules

• Information obtained through background checks: marital status, number of
dependents, academic record, financial status record, criminal record

• Creation of user security behavioral profiles: displayed in summarized, detailed,
and graphical versions, and as separate views

• Scheduling security awareness, education and training.

Each of these areas will be examined in detail in the rest of this section.

3.1 Password Security Behavior

Password Modifying Frequency: The system counts the number of password
modifications since joining the organization and during the past 1 year. If the
numbers are the same, then the employee might have joined less than a year ago,
thus the system checks the number of password modifications in the past
10 months, 8 months and so on until the past month. If the employee joined less
than a month ago, it is too new to determine their password modification fre-
quency. If not, the system checks if the password is modified infrequently, few
times a year, monthly, every two weeks, weekly, or excessively. If password
modification has not been frequent, but has suddenly picked up pace, then it is
determined to be a recent activity. Listed in Table 1 are the algorithms used for
determining password modifying frequency. The functions for 10, 8, 6, 4, and
2 months are omitted for brevity.

Password Reuse: The system counts the number of total passwords used by the
employee in the past 1 year, the number of passwords reused once or twice, the
number of passwords reused three-to-five times, the number of passwords reused
six-to-nine times, and the number of passwords reused ten times or more in the
past year to determine the employee’s inclination to reuse passwords.
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Table 1 Algorithm for determining password modifying frequency

continued
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3.2 Backup Frequency

The system counts the number of total backups performed by the employee since
joining the organization and the number of backups performed in the past month. If
these two numbers are the same, then the employee might have joined the organi-
zation less than a month ago and it is thus too new to determine their backup
frequency. If the employee joined earlier, however, then the system determines if the
backup frequency is infrequent, weekly, daily, or excessive. If the employee used to
perform backups at a slower pace, but has recently started backing up more fre-
quently, then the system determines the backup frequency to be a recent activity.

3.3 Request for Behavioral Profiles

The system compiles a user security behavioral profile containing the relevant
behavioral characteristics for each observable behavioral pattern concerning per-
sonally observed non-cyber activities, automatically monitored cyber activities,
and background information, by checking the current profile for its characteristics

continued
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and adding the new characteristics if they are not already listed. The system allows
these rules to be configured by the ISO to be aligned with the organization’s
business objectives. Table 2 lists default values for personally observed non-cyber
activities. ‘‘N’’ depicts not having that characteristic, while ‘‘Y’’ depicts having
that characteristic. Thus, according to the default values, the security behavioral
profile for an employee who leaves items unattended, for example, will contain the
characteristics of not being security conscious, easily revealing information, not
valuing or understanding ISM rules, and having a potential for improper sharing of
information.

3.4 Scheduling Security Education and Training

The system reads the database to check for any existing security training sched-
ules. If so, the system checks if any of those schedules are yet to come. If there are
no available schedules, or if all the available schedules are past, then the system re-
computes the new schedules. The random schedule for periodic risk perception
renewal is set in 4 weeks from the coming Tuesday for all employees. This will
likely consist of a pop-up presentation about security best practices followed by a
questioning session to check the employee’s understanding of security awareness.
For employees who have a potential for improper information sharing, a hands-on
security workshop conducted by external security professionals is scheduled in
2 weeks from the coming Wednesday. If an employee has the potential for
unauthorized access to information, the system schedules a security seminar by
security managers and legal officials in 1 week from the coming Wednesday. For
employees who are deemed to have a motive for engaging in improper information
sharing or unauthorized access, the system schedules closer inspection and
background checks in 2 weeks from the coming Thursday.

4 Results and Interpretations of Hypothetical Cases

To test this system, the authors created ten hypothetical test case scenarios as
shown in Table 3. Table 4 provides an example for computing password modi-
fying frequency for employee Claire McCormick (Emp0007), who joined the
organization on 2013/4/2. Password modification frequency is computed on the
last date of modifying the password, which is 2013/9/23 for employee Claire
McCormick. Table 5 shows the resulting password security behavior for Claire
McCormick, which shows that she modifies her password ‘‘Monthly’’ and that out
of a total of 7 passwords used, she had reused no passwords 10 times or more, 0
passwords were reused six-to-nine times, 1 password was reused three-to-five
times and 4 passwords were used once or twice. Table 6 provides an example for
computing backup frequency for employee Gavin Fields (Emp0009), who joined

Securing Information Sharing Through User Security Behavioral Profiling 663



T
ab

le
2

B
eh

av
io

ra
l

ch
ar

ac
te

ri
st

ic
s

fo
r

ob
se

rv
ab

le
no

n-
cy

be
r

be
ha

vi
or

al
pa

tt
er

ns

A
ct

iv
it

y
S

ec
ur

it
y

co
ns

ci
ou

s
R

ev
ea

ls
in

fo
rm

at
io

n
V

al
ue

s/
U

nd
er

st
an

ds
IS

M
ru

le
s

S
oc

ia
bl

e
A

m
bi

ti
ou

s
T

ec
hn

ic
al

kn
ow

le
dg

e
E

as
y

ha
ck

ta
rg

et

S
us

pi
ci

ou
s

be
ha

vi
or

S
oc

ia
l

in
ce

nt
iv

e
C

ar
ee

r-
w

is
e

in
ce

nt
iv

e

P
er

so
na

l
m

ot
iv

e
F

in
an

ci
al

m
ot

iv
e

P
sy

ch
ol

og
ic

al
m

ot
iv

e
Im

pr
op

er
sh

ar
in

g
po

te
nt

ia
l

U
na

ut
ho

ri
ze

d
ac

ce
ss

po
te

nt
ia

l

F
or

ge
ts

ke
ys

N
–

–
–

–
–

–
–

–
–

–
–

–
Y

–

D
oe

s
no

t
fo

rg
et

ke
ys

Y
–

–
–

–
–

–
–

–
–

–
–

–
–

–

L
ea

ve
s

it
em

s
un

at
te

nd
ed

N
Y

N
–

–
–

–
–

–
–

–
–

–
Y

–

D
oe

s
no

t
le

av
e

it
em

s
Y

N
–

–
–

–
–

–
–

–
–

–
–

–
–

S
oc

ia
bl

e
–

–
–

Y
–

–
–

–
–

–
–

–
–

–
–

N
ot

so
ci

ab
le

–
–

–
N

–
–

–
–

Y
–

–
–

–
–

–

A
m

bi
ti

ou
s

–
–

–
–

Y
–

–
–

–
Y

–
–

–
–

Y

N
ot

am
bi

ti
ou

s
–

–
–

–
N

–
–

–
–

–
–

–
–

–
–

W
ri

te
s

do
w

n
pa

ss
w

or
ds

N
Y

–
–

–
–

–
–

–
–

–
–

–
Y

–

D
oe

s
no

t
w

ri
te

pa
ss

w
or

ds
Y

–
–

–
–

–
–

–
–

–
–

–
–

–
–

L
en

ds
ke

ys
/

P
IN

s
–

Y
–

–
–

–
–

–
Y

–
–

–
–

Y
–

D
oe

s
no

t
le

nd
ke

ys
/P

IN
s

–
N

–
–

–
–

–
–

–
–

–
–

–
–

–

S
ec

ur
it

y
co

ns
ci

ou
s

Y
–

–
–

–
–

–
–

–
–

–
–

–
–

–

N
ot

se
cu

ri
ty

co
ns

ci
ou

s
N

–
–

–
–

–
–

–
–

–
–

–
–

Y
–

U
nd

er
st

an
ds

/
va

lu
es

IS
M

ru
le

s

–
–

Y
–

–
–

–
–

–
–

–
–

–
–

–

D
oe

s
no

t
un

de
rs

ta
nd

/
va

lu
e

ru
le

s

–
–

N
–

–
–

–
–

–
–

–
–

–
Y

–

664 S. A. Fernando and T. Yukawa



T
ab

le
3

H
yp

ot
he

ti
ca

l
em

pl
oy

ee
da

ta

ID
N

am
e

D
es

ig
na

ti
on

M
ar

it
al

st
at

us
D

ep
en

de
nt

s
A

ca
de

m
ic

re
co

rd
F

in
an

ci
al

st
at

us
C

ri
m

in
al

re
co

rd

E
m

p0
00

1
M

ar
th

a
H

al
l

A
cc

ou
nt

an
t

U
nm

ar
ri

ed
0

B
A

:
A

cc
ou

nt
in

g
S

te
ad

y
N

on
e

E
m

p0
00

2
M

on
ic

a
W

hi
te

S
of

tw
ar

e
E

ng
in

ee
r

M
ar

ri
ed

1
B

S
:

C
om

pu
te

r
S

ci
en

ce
S

te
ad

y
N

on
e

E
m

p0
00

3
S

ha
un

M
il

ls
C

om
pu

te
r

O
pe

ra
to

r
D

iv
or

ce
d

1
C

om
pu

te
r

T
ec

h
C

er
ti

fi
ca

ti
on

L
ow

Ju
ve

ni
le

br
ea

ki
ng

an
d

en
te

ri
ng

E
m

p0
00

4
Jo

hn
F

ly
nn

S
of

tw
ar

e
E

ng
in

ee
r

W
id

ow
ed

2
M

S
:

C
om

pu
te

r
E

ng
in

ee
ri

ng
S

te
ad

y
T

ee
na

ge
d

fe
de

ra
l

D
B

ha
ck

in
g

E
m

p0
00

5
Ja

co
b

C
al

l
C

om
pu

te
r

O
pe

ra
to

r
M

ar
ri

ed
3

C
om

pu
te

r
T

ec
h

C
er

ti
fi

ca
ti

on
L

ow
N

on
e

E
m

p0
00

6
F

ai
th

S
te

ll
ar

S
of

tw
ar

e
E

ng
in

ee
r

D
iv

or
ce

d
1

M
S

:
C

om
pu

te
r

E
ng

in
ee

ri
ng

S
te

ad
y

N
on

e

E
m

p0
00

7
C

la
ir

M
cC

or
m

ic
k

A
cc

ou
nt

an
t

U
nm

ar
ri

ed
0

B
A

:
A

cc
ou

nt
in

g
S

te
ad

y
N

on
e

E
m

p0
00

8
S

am
an

th
a

C
ol

t
C

om
pu

te
r

O
pe

ra
to

r
U

nm
ar

ri
ed

1
C

om
pu

te
r

T
ec

h
C

er
ti

fi
ca

ti
on

L
ow

Ju
ve

ni
le

sh
op

li
ft

in
g

E
m

p0
00

9
G

av
in

F
ie

ld
s

A
cc

ou
nt

an
t

D
iv

or
ce

d
3

B
A

:
A

cc
ou

nt
in

g
S

te
ad

y
N

on
e

E
m

p0
01

0
S

ar
ah

M
as

on
S

of
tw

ar
e

E
ng

in
ee

r
W

id
ow

ed
2

M
S

:
C

om
pu

te
r

E
ng

in
ee

ri
ng

S
te

ad
y

N
on

e

Securing Information Sharing Through User Security Behavioral Profiling 665



the organization on 2009/10/1. The data backing up of the last 6 months by Gavin
Fields is displayed. Backup frequency is computed on the last date of performing
data backup, which is 2013/9/30 for employee Gavin Fields. By examining the
data in Table 6, it can be seen that Gavin Fields used to perform backups monthly
until August 2013, but has since been performing backup more frequently,
including six times on 2013/09/30. This is categorized as a ‘‘Recent activity’’ as
shown in Table 7.

Table 4 Password changes for employee Claire McCormick (Emp0007)

Password change ID Date Password Strength

2013-04-02_emp0007_03:40:18 2013-04-02 4cMc7LrI Medium
2013-04-26_emp0007_03:48:28 2013-04-26 LcM7cC01 Medium
2013-05-31_emp0007_21:24:16 2013-05-31 RaI007lC Medium
2013-06-28_emp0007_21:16:28 2013-06-28 LcM7cC01 Medium
2013-07-19_emp0007_21:24:43 2013-07-19 cL7MM92c Medium
2013-08-22_emp0007_19:25:26 2013-08-22 LcM7cC01 Medium
2013-09-23_emp0007_01:41:07 2013-09-23 cCmC7k05 Medium

Table 5 Password security behavior of Claire McCormick (Emp0007)

Employee ID Password strength Reuse Password modifying frequency

Emp0007 Medium 7_0_0_1_4 Monthly

Table 6 Data backup by employee Gavin fields (Emp0009)

Data backup ID Employee ID Date

2013-03-22_emp0009_20:18:23 Emp0009 2013-03-22
2013-04-26_emp0009_21:55:46 Emp0009 2013-04-26
2013-05-24_emp0009_21:58:47 Emp0009 2013-05-24
2013-06-28_emp0009_19:55:30 Emp0009 2013-06-28
2013-07-22_emp0009_21:55:53 Emp0009 2013-07-22
2013-08-23_emp0009_21:55:54 Emp0009 2013-08-23
2013-09-06_emp0009_21:55:56 Emp0009 2013-09-06
2013-09-06_emp0009_21:55:57 Emp0009 2013-09-06
2013-09-09_emp0009_17:36:48 Emp0009 2013-09-09
2013-09-13_emp0009_21:55:59 Emp0009 2013-09-13
2013-09-22_emp0009_20:56:01 Emp0009 2013-09-22
2013-09-22_emp0009_20:56:02 Emp0009 2013-09-22
2013-09-22_emp0009_21:56:03 Emp0009 2013-09-22
2013-09-22_emp0009_22:02:56 Emp0009 2013-09-22
2013-09-30_emp0009_13:06:20 Emp0009 2013-09-30
2013-09-30_emp0009_13:06:22 Emp0009 2013-09-30
2013-09-30_emp0009_14:05:25 Emp0009 2013-09-30
2013-09-30_emp0009_14:05:30 Emp0009 2013-09-30
2013-09-30_emp0009_16:08:34 Emp0009 2013-09-30
2013-09-30_emp0009_16:53:09 Emp0009 2013-09-30
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Table 8 displays the automatically monitored and computed cyber activity for
Shaun Mills (Emp0003), Faith Stellar (Emp0006), and Claire McCormick
(Emp0007). Table 9 shows personal views about non-cyber activities of these
employees observed by managers and security personnel.

Table 10 depicts the resulting profiles of the above three employees obtained
through the security behavioral profiling system on 2013/9/30. These results show
that employee Shaun Mills (Emp0003), has security behavioral flaws that could
lead to information security problems along with motives or incentives, and thus
needs the hands-on training workshop, security educational seminar and closer
inspection, along with the random security awareness, whereas, employee Faith
Stellar (Emp0006) does not engage in any wrongful security behavior, but her
knowledge about computers and background information show that she still
requires the security seminar showing the legal aspects of security violations,
along with closer inspection and the random security awareness. Employee Claire
McCormick (Emp0007), however, is an example of a case where the personal
views of her manager might be biased. Her cyber activities and background
information show that she does not engage in any wrongful security behavior, but
the personal views state otherwise. In this instance, the ISO can request separate
views of her security profile, and upon seeing that the personal observations by her
manager contradict the rest of her security traits determined by the system, can use
his or her own personal judgment to avoid any bias this employee’s manager might

Table 7 Backup behavior of Gavin fields (Emp0009)

Employee ID Backup frequency

Emp0009 Recent activity

Table 8 Cyber activity

ID Password
strength

Password
reuse

Password
modifying
frequency

Backup
frequency

Access
over
clearance

Access without
need-to-know

Emp0003 Weak 20_0_1_2_2 Excessive Excessive 2 1
Emp0006 Strong 8_0_0_0_8 Monthly Daily 0 0
Emp0007 Medium 7_0_0_1_4 Monthly Weekly 0 0

Table 9 Personal views on non-cyber activity

ID Manager’s view Security personnel’s
view

Emp0003 Writes down passwords, leaves items unattended Forgets keycards
Emp0006 Security conscious, understands and values ISM rules,

ambitious
–

Emp0007 Lends keycards and PINs, does not value ISM rules –
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have towards her, and thereby decide whether she requires the hands-on training
workshop, or whether closer inspection and the random security awareness pro-
gram are sufficient.

5 Conclusions and Future Work

In conclusion, it can be stated that by examining the automatically monitored
cyber activities of the employees, their personally observed non-cyber activities,
and their background information, the system compiles security behavioral profiles
showing which of the employees could potentially engage in which wrongful
activities that could present a threat to the organization’s information security.
Accordingly, the system also determines and schedules the level and type of
security education and training to be given to each individual employee. By
allowing observable information about employees’ behavior to be inputted per-
sonally by managers and security personnel, and through automatic monitoring of
cyber-activities of employees, this system attempts to handle the human-related
problem of improper information sharing using both technological and social
information gathering methods. It also provides a mixture of technological and
social solutions by means of automatic access control, logging, and risk perception
renewals by the system, along with hands on security awareness and training
workshops conducted by security professionals, and the allowing of the use of
personal judgment by the ISO. The system thereby helps to overcome the weak-
nesses of a purely technological solution to this human-related problem of infor-
mation security.

Through the satisfactory results obtained by testing the system presented above
with the hypothetical test cases, it can be stated that this system can be used for
effective prediction of security infractions by employees within an organization to
a certain extent.

As future work, currently existing common algorithms could be reused with
modifications and integrated to the implementation of this system to cover the rest
of the areas of monitoring of security behavior proposed through this research.
Deploying and putting the system to use on real people in order to obtain real test
results would help to further evaluate the system’s functionality.
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Filtering of Mobile Short Messaging
Service Communication Using Latent
Dirichlet Allocation with Social
Network Analysis

Abiodun Modupe, Oludayo O. Olugbara and Sunday O. Ojo

Abstract In this study, we introduce Latent Dirichlet Allocation (LDA) with
Social Network Analysis (SNA) to extract and evaluate latent features arising from
mobile Short Messaging Services (SMSs) communication. This would help to
automatically filter unsolicited SMS messages in order to proactively prevent their
delivery. In addition, content-based filters may have their performance seriously
jeopardized, because SMS messages are fairly short and their meanings are gen-
erally rife with idioms, onomatopoeias, homophones, phonemes and acronyms. As
a result, the problem of text-mining was explored to understand the linguistic or
statistical properties of mobile SMS messages in order to improve the performance
of filtering applications. Experiments were successfully performed by collecting
time-stamped short messages via mobile phones across a number of different
categories on the Internet, using an English language-based platform, which is
available on streaming APIs. The derived filtering system can in the future con-
tribute in optimal decision-making, for instance, in a scenario where an imposter
attempts to illegally gain confidential information from a subscriber or an operator
by sending SMS messages.
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1 Introduction

The worldwide growth in the numbers of mobile phone users has led to a dramatic
increase of unsolicited SMS messages. A recent report, clearly indicates that the
volume of unsolicited SMSs on the public mobile phone networks is dramatically
increasing year by year. In practice, combatting unsolicited SMS aberration is
difficult, which is attributable to several factors, including the relatively low cost
of SMS messaging that allows mobile phone operators to ignore the issue of spam-
filtering software that could help to proactively detect malicious SMSs—with the
aim of maintaining an uncontaminated online infrastructure.

The overarching objectives with the current research study were firstly to
introduce a practical application of a Latent Dirichlet Allocation (LDA) method
for filtering unsolicited messages communicated through mobile phones (SMSs),
and secondly to use the Social Network Analysis (SNA) to integrate extracted
latent features with the intention of understanding key users’ interest interactions
or relationships. Nowadays, it is predictable that cyber-criminals are in search of
unprotected means to search for peers with the same interests. In this realm, they
can share and comment on their feelings and interests with their peers—that
support their ideas—by texting or chatting and thus using the value-added features
of mobile devices, the so-called or Short Messages Services (SMSs). Lately, it
seems that virtually the entire world is texting. Particularly, Africa has seen an
exponential growth in the SMS services that support the rapid exchange of
information, with the accompanying unprecedented leverage in interpersonal
connections [1].

Prominent examples of the escalating networking include the popular mobile
applications (‘apps’), such as WhatsApp, tweeting and blogs. A certain Internet
site boasts that it conveys over 90 million tweets per day via their SMS service,
typically in English [2]. SMSs are usually used for commenting on, or debating a
topic. Other emerging text-based participative manifestations provide new
opportunities of web-browsing, such as advertising, personalized information
services, propaganda, and a growing tendency of (undesirable) interaction between
ideological groups. The growth in SMS services can be compared to the avail-
ability of low-priced bulk pre-paid packages and the fact that delivery is guar-
anteed [3]. The penetration of the mobile phone market is at a staggering
3.2 billion worldwide [4] and contributes to a dramatic increase in mobile spam
messages. Mobile phone spam is a form of spam directed at the text messaging or
other communications services of mobile phones. It is described as mobile
spamming, SMS spam, text spam or m-spam. According to the International
Telecommunication Union (ITU), the SMS market has become a massive com-
mercial industry, valued at 11.3–24.7 % of the Gross National Income (GNI) per
capita in developing countries in early 2013 [5].

One of the key defining moments of mobile phones’ value-added services (VAS,
i.e. non-core services provided by the telecommunications industry) that remains, is
how to make sense of the high volume of short message streams sent electronically
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in an unstructured social stream—along with the copious unsolicited and unwanted
messages. There are very insufficient proactive spam-filtering techniques available
to block unsolicited SMS effectively. The current methods used by Global System
for Mobile Communications (GSM) operators to detect SMS spam—called Anti-
Spoofing and faking—are successful in identifying phoney SMS messages of which
the source has been manipulated to avoid charges [6].

Unlike traditional e-mail, SMS spamming is evolving to the mobile phone
networks, due to concept drift and a lack of contextual information. Sparse feature
representation poses tough challenges to effectively design proactive solutions for
optimizing decision-making. This pertains to the aim of successfully filtering
incoming and outgoing SMS streams—with the purpose of improving security and
practically increase confidence in communication—using modern technology
solutions.

Stemming from the above, the two central prevalent research questions are:
(1) What is the user’s interest in mobile messaging that can be exploited to
characterize malicious text messages and (2) how latent features can be used
to produce new interactions, leading to better messaging personalization. These
two questions necessitate the efficient feature detection of SMSs and the devel-
opment of a topic-based model to recognize security threats caused by some
suspect mobile subscribers. In the study at hand, probable answers to these
questions were pursued by grouping unsolicited text messages, based on their topic
interest. The results were then combined with social network analyses to determine
the interaction between the nodes and edges—based on topic similarities.

The body of this chapter is structured as follows. In Sect. 2, related research is
discussed and beneficial conclusions drawn that can assist the study at hand. In
Sect. 3, the authors discuss a proposed methodology to explore the topic-based
extraction problems. Section 4 deals with the experimental design as well as a
discussion of the results of the study. To conclude, the main deductions are
presented and recommendations are made for future research.

2 Related Work

Topic-based Social Network Analysis (SNA) is an approach used for tracking
themes of a mobile phone subscriber’s interest, with the aim of identifying
unsolicited messages—and new relationships—which can be related to malicious
information and threats. For example, an extremist user on a social network uses
bootstrapping methods to recognize users with similar ideological thoughts. Social
network services could recommend some existing users to new users with shared
interests.

In order to analyze relationships in a social network, a well-known probabilistic
model, the Latent Dirichlet Allocation (LDA), was used to cluster the nodes and
edges of (possible) into multiple topics [7]. Each user in a social network
was considered as a node and each follower as a directed edge between the nodes.
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The topics of the conversations were determined by grouping the sets of nodes.
The contents of colloquial messages—such as on Twitter or Instant Messaging
(IM)—were scrutinized with the intention of identifying online conversations,
allowing the development of authors and generate topics suitable for online con-
versations [8]. In [9], the goal was to use machine learning techniques—Support
Vector Machine (SVM) with Entropy Weighted Genetic Algorithm (EWGA), a
hybridized genetic algorithm that incorporates the information gain heuristic to
model linguistic characteristics of Arabic for feature selection in Dark Web forums
to improve the classification of messages that contains malicious sensitive infor-
mation on extremist’ opinions and sentiments.

For every identified conversation, the Latent Dirichlet Allocation (LDA) was
applied to analyze and extract documents—so as to detect latent topics from the
websites of radicals—that exploit the ubiquity of the Internet to form virtual
communities at fairly low costs. With the intention of gaining insight into the
structure and properties of organized crime activities on the Internet [10], LDA-
based methods were employed—rather than traditional Information Retrieval
(IR)—in an attempt to develop effective combating strategies against such mali-
cious behavior. Moreover, other applications were correspondingly applied to
detect domestic web forums [11] and the creation of a social network—by map-
ping and identifying their structure and cluster affinities [12]. Finally, web forums
were examined in order to determine whether an identified community had been
involved in illegitimate activities, by using automated and semi-automated mea-
sures for gathering and analyzing the information [12].

Latent Semantic Analysis (LSA) has been applied previously in Dark-Web
applications, such as [13] where Latent Semantic Indexing (LSI) was implemented
to connect nodes to certain topics in social network construction. Furthermore,
Principle Component Analysis (PCA) for the parameterization of mobile (SMSs)
and entropy term-weighting schemes were used [14], while Artificial Neural
Networks (ANNs) are used to classify mobile SMS into some predefined cate-
gories. The goal was to analyze the concept of a new classification model to
classify SMS with the application of text classification. Also, authorship analysis
[15] was applied to groups’ authorship tendencies and tackled the anonymity
problem associated with virtual communities.

Along this vein, it is important to note that numerous investigations have been
done on the use of evolutionary filtering of SMS spam. In such studies, it was
reported that the average time to classify a message—using supervised learning
algorithms—was a mere fraction of a second. On the other hand, most evolu-
tionary classifiers required three to four seconds for classification. The fastest
classifier proved to be the Supervised Classifier System (SCS) at 1–2 s. As far as
the performance of classification algorithms on SMS spam data was concerned, a
slight variation in the set, including orthogonal word bigrams, improved the
classification time even more [16].

The contents of mobile SMSs present many impediments: the messages are
brief; the language used are rich in morphology; spellings are phonetic reductions;
punctuation is poor, resulting in limited data for training—which is unlike
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conventional messages typically used in e-mails [17]. Spam filtering is signifi-
cantly more effective for e-mail messaging than for SMSs. E-mail comprises of
contextual information, headings and sub-headings [18, 19], while SMSs contain
far less appropriate information—without headings and paragraphs—and there is
consequently less context to make analyses simpler.

3 Proposed Methodology

The main research question of the current study was how to enhance the exploration
of cellular phone users’ interests and their interactions, grounded on a topic-based
social network analysis. The first approach was aimed at obtaining a reduced, or
filtered presentation of the mobile SMS datasets that functions within a social
community. The datasets had to be created in such way that the core information
collected was substantial enough to discover key users’ interests, and secondly, to
apply social network analysis methods with the intention of attaining social
interactions—based on corresponding topics of interest. As a result, the authors
obtained all of the users’ interest patterns and were thus able to reveal the latent
features of activists on key topics of the ideology of the transmitters or receivers.

It is noteworthy, from a research point of view, to observe the linguistic or
statistical properties when users are texting malicious messages, generated by
certain mobile phone users. These properties assisted the researchers in improving
the existing technology and models, namely to discover hidden features and
relationships between the users generating mobile SMS messages. The messages
were partitioned into segments, and the disclosed topics in each segment were
disseminated—in order to reduce the latent features—and thereby establishing
what the users were texting about, as well as the potential creation of new rela-
tionships—as a result of the text conversation.

By applying a hybrid approach—SNA and LDA—to determine a cell phone
user’s unique pattern of interest, the researchers were able to identify certain
malicious or threatening topics from the SMSs. Hence specific analyses could be
performed on the contents of each message in order to automatically filter contents
over time.

3.1 Basic Notation

In Sect. 3, the observed concepts that had been implemented are presented. Sup-
pose the size of simple text document is V, which defines the vocabulary of the
words present in a text message. In the study at hand, a single word was denoted as
w ¼ w1;w2; � � � � � � ;wNð Þ; and was the basic unit of discrete data; where N repre-
sented the length of the word in a SMS message, indexed by 1; . . .. . .; Vj jf g as a
dimensional vector, where a single component equalled one (1) and the other
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equalled zero (0); that is to say, if the cluster existed in the document. Therefore, in
a collection of text documents, D given a class c ¼ w1; . . .. . .w dj j

ffi �
; it was found

that the weight representation of a given word was more significant than another
one in a collection denoted as follows:

tf � idf ¼ tf w; dð Þ � idf w;Dð Þ ð1Þ

The term frequency tf w; dð Þ simplified the occurrence of a word w in a simple
text document d and the inverse document frequency id f w;Dð Þ measured whether
the word occurred frequently—or rarely—across the entire document, by the using
the logarithm of the quotient as follows:

tf � idf ¼ w; dð Þ � Dj j
d 2 D : w 2 df gj j

� �
; where tf w; dð Þ 6¼ 0 ð2Þ

3.2 Topic Model

The model described in the current study can be considered as a probabilistic
model, inspired by Probabilistic Latent Semantic Indexing (PLSA) [20] that relates
to documents and words by means of variables which represent the main topics
inferred from the document. In this context, a document can be considered as a
mixture of topics, represented by probability distributions which generate the
words in a single message. The inferring process of the latent variables, or topics,
is the key component of this model, and the main objective is to infer—from the
text data—the distribution properties or linguistic structure of the underlying
topics in a given corpus of text documents, such as SMSs.

The proposed model for the analyses of the data in the present study was the
Latent Dirichlet Allocation (LDA) [21, 22]. The LDA is an extension of the
Bayesian statistical model where latent topics, i.e. unobserved ‘hidden’ variables
in mobile SMS documents, are inferred from the estimated probability distribu-
tions of the dataset. The documents were henceforth tokenized as a stream of
words, phrases and symbols in a training dataset, applying Eq. (2) as a probability
distribution over the set of words, represented by the vocabulary w 2 Vð Þ: This
formed a number of (K) probabilities, a dissimilar collection, named topics (T).
Each distribution segment of words—typically assigned as topics—were sampled
from the multinomial Dirichlet processes. It therefore implies that each document
could be interpreted with different number of topics. It utilizes h and / distribu-
tions from the previous iteration as a prior probability for subsequent iterations.
This step assisted in classifying whether the message could be filtered successfully
as a legitimate mobile SMS, or a malicious and threatening messages.

For Latent Dirichlet Allocation (LDA) analyses, a given mobile user u and a
number k of topics, in the SMS of a user u can be represented as a multinomial
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distribution /k over topics—drawn from a Dirichlet prior—with a smoothing
parameter a:

The distribution of topics was represented by a smoothing parameter bk drawn
from a Dirichlet prior b: The rationale was to determine the joint probability
distribution to extract words from a SMS document d of a mobile user u from a set of
topics T � zd;u 2 1; . . .. . .;Kf g drawn from hd; composed by a set of words, rep-
resented by wd;u 2 w1; . . .. . .;w Vj j

� �
; which was drawn from the distribution bzd;u

;

p w; z; h;/ a; bjð Þ ¼ p h ajð Þp z hjð Þp / bjð Þp w z;/jð Þ ð3Þ

The hidden features could be deduced by integrating Eq. (3) in order to offer a
more simplified model, when a corpus z 2 T was given over the random smoothing
parameters a and b: Therefore, the objective functions of the model parameters
and inferred distribution of the latent features were calculated as:

p w a; bjð Þ ¼
Z

p h ajð Þ
YK
k¼1

X
zd;u2T

p zk hjð Þp wk zk; bj
ffi � !

dh ð4Þ

The ultimate aim was to optimize the distribution when the number of SMS
messages increased and the generated token was higher than in a typical docu-
ment—hence the Gibbs sampling ‘Markov Chain Monte Carlo’ (MCMC) [23]
model was implemented. This model assisted in building a compact representation
from a high dimensionality of learning topics in a low-dimensionality document,
in order to find the latent distribution of each SMS message across topics.
Therefore, each SMS of a user was modelled as a topic-vector, where each
dimension represented the probability value to produce the topic and the proba-
bility generative process of the LDA [16]. The process is summarized in Table 1.

3.3 Social Network Configuration

In order to construct a social network relating to the present study, unique topics of
interest to a mobile cell phone user u, as described in Sect. 3.2, must be taken into
consideration. Generally, the interests of a mobile user u could be observed by
noting his or her participation in a SMS chatting forum. This was particularly
evident when the participation occurred when some mobile user u initiated a text
conversation in the forum. A mobile user’s (u) interest patterns in such a forum
could be inferred from the conversational interaction (i.e. the content of com-
munication extracted)—using topic-based methods (Sect. 3.2), and expressed as
the core member’s participation.

The social network configurations were constructed as follows: Nodes were the
topic labels, and arcs represented interaction, i.e. the topic similarity between the
two. The clustering of the topics of interest (i.e. the extracted latent features, as
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described in Sect. 3.2) and the measuring of malicious topic ‘cohesiveness’ to the
larger network, were two of the main concerns covered in the present study.

In this way, two networks were constructed, namely (1) the oriented-node and
(2) the reply-edge network in order to characterise social interaction within a
mobile SMS community via Twitter API,1 following the replying schema of
members:

1. An oriented-nodes network can be described as a malicious topic interest, i.e.
the threatening conversation originated at the core member within a mobile
SMS community, and every response—i.e. replies—created at the individual
nodes.

2. A reply-edges network can be defined as every reply to a threats’ response—or
tweeted and re-tweeted simultaneously.

The interactions within a mobile SMS community were characterized by edges
(i.e. arcs), as the replies—based on the topic interests of the members and nodes
u—i.e. the topic interest that initiated the posts conversation. Therefore, the

Table 1 LDA Algorithm

Step 1: Data Preprocessing-Term-Document Matrix of frequencies
• Extract SMS texting as a Corpus Object document from TwitterAPI in R environment covering

four categories Politics, Technology, Sport and Entertainment
• Tokenize SMS text documents and removed white-space or other delimiting character

(hyphens), convert all upper case to lower case
• Removed Stop-words, Punctuation and Numbers, then Apply Stemming algorithms [18]
• Compute Term-Document Matrix (TDM) to words, which occurred in at least five documents

for Vocabulary size (V), Total length of the document (N)
Step 2: Estimate coarse topic
Set D as the total number of Mobile SMS documents
Set V as the vocabulary size in the document (D)

Determine and estimate latent Topics (K)
Step 3: Determine the Topic distribution per Mobile SMS document
For each topic k ¼ 1; . . .. . .;K where ak [ 0;

Then, Drawn a distribution over words /k � Dir að Þ
Step 4: Topic to words assignments and term distribution per topic of the whole Mobile SMS

document (D)
For each document d

• Draw the global topic proportions hd � Dir að Þ
• For each document word i;

• Draw topic proportions zd;i � Mult hdð Þ; zd;n 2 1; . . .. . .;Kf g
• Draw a word wd;i � Mult uzd;i

� 	
;wd;i 2 1; . . .. . .;Vf g

1 https://dev.twitter.com/docs/streaming-apis
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weights of the arcs were calculated as the probability distribution associated from
one given node response to another.

In order to determine the arcs’ weight—based on the nodes (i.e. topic interests),
linked to the underlying ideology of the mobile user u, and within the SMS forum,
as well as filtering malicious messages—topic-based algorithms were applied (as
proposed in Sect. 3.2).

Topic-based methods were used to detect and filter all the mobile user u replies,
or communication content, that were considered as threats, according to the topics
of interest. Subsequently, Latent Dirichlet Allocation (LDA), was implemented to
extract a list of latent features, with the intent of determining a mobile user’s core
malicious interest patterns, and later on, used to build a social network graph.

3.4 Topic-Based Network Measurement

In this section, the authors used the approach described in Sect. 3.2 to organize
latent features in mobile messaging—with the intent of identifying unsolicited
(malicious) text messages—that could consequently contribute in curbing the
problematic multi-faceted sociological behavior, as well as other social issues. The
inferred patterns of social engagement reflected how information was exchanged
among mobile users, leading to better message personalization, composed of sets
of hidden latent features. The rationale was to measure modularity, which reflected
the distribution while calibrating a mobile the users’ posted messages.

If the modularity was above a certain threshold h; an interaction could be
measured between nodes as a set of positive numbers ranging from -1 to 1.
Subsequently, these principles were used to avoid irrelevant overlapping of a node
(i.e. latent features) that could belong to more than one mobile user forum (i.e. a
social circle).

By way of illustration: Two nodes of a mobile SMS community, where di and dj

represented the degree of the vertex (topics), and posted by a user j that interacted,
or replied by the user i and the expected number of m edges between the two in a
social network graph didj=2m: The modularity measures [24], i.e. how far the
interaction is that had occurred between them, was calculated by means of Eq. (5),

Q ¼ 1
2m

X
ij

Aij �
didj

2m


 �
d ci � cj

ffi �
ð5Þ

where Aij is the score of topic k between the posted text messages between user
i and j, and d ci � cj

ffi �
¼ 1 is a Kronecker Delta value [25, 26], which determine

the modularity in the network configuration described in Sect. 3.3.
The algorithm described in Table 2 was applied to build the social network

graph. Firstly, the weights matrix is built according to the LDA algorithm in
Table 1 to initialize the semantic weight according to topics k. Then, the network
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is built by considering all mobile SMSs posted based on the structure of oriented-
nodes and reply-edges network presented in Sect. 3.3. That is, for each mobile
SMS posted created as i, the arc weight ai;j is increased according to the interested
mobile user that response to the posted message j, which could be greater or equal
to the threshold h:

4 Experimental Setup and Results

Section 4 covers a description of the analyses of the extracted topics, using LDA
(discussed in Sect. 3.2)—and network-topology construction, by using both nodes
and edges from the mobile SMSs.

4.1 Data Collection

For the current study, an extensive SMS collection of the authors (i.e. collecting
time-stamped short messages from across a number of different categories on the
Internet [27]) was utilized. Additionally, the authors collected a ‘ground-truth’,
domain-specific Twitter stream via mobile phones on the Internet—using a Twitter
API approach [28] by ‘crawling’ a program that extracts user tweet via Mobile
phone and other information to create entries for mobile SMS documents—of
prominent accounts pertaining to four domains, i.e. technology, entertainment,
politics and sports. Based on the API method, a domain-specific stream of
‘tweet’ messages was generated from mobile phones, totalling 38,506 tweets,

Table 2 Network Construction Algorithm

Input: Input P as total mobile user messages
Output: Network graph g ¼ V ;Eð Þ

1. Construct latent features matrix according to LDA Algorithm in Table 1
2. Initial graph element V = {}, and E = {}
3. for each i 2 Pdo
4. V  V [ i
5. for each i 2 P do
6. for each j 2 i:response or repliesf g; i 6¼ j (exclusive mutual) do
7. if dw Pi;Pj

ffi �
� h then

8. ai;j ¼ ai;j þ 1
9. E ¼ A [ ai;j

10. end if
11. end for
12. end for
13. end loop
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i.e. approximately 1,500 tweets per hour, between September and October 2013.
The collections of SMS documents were texted in English. Only tagged messages,
according to the message categories, were extracted.

4.2 Topic-Based Extraction

After the SMSs were ‘crawled’ from a social network of twitter messages, the LDA
was firstly calculated by the extraction of topics (Sect. 3.2). The models were then
evaluated in order to automatically determine proportions of topics that had been
identified in the corpus dataset—as well as the associated word instances—as a
realistic representation of a user’s key interest. Pre-processing was the next step, such
as extracting stop-words, punctuation and stemming algorithms [29] from the 33,525
mobile SMSs and over 48,597 words in the vocabulary of the SMSs V—using a C++
Gibbs sampling—based on implementation of LDA2 (described in Sect. 3.2).

Each topic and distribution in mobile SMSs were learned meaningfully in a
non-parametric (i.e. unsupervised) manner. The parameters used in the current
investigation were the number of topics K ¼ 100ð Þ and the number of iterations—
using Gibbs sampling—to fit the inference over a single instance of mobile SMSs
at 1,000th iteration.

The hyper-parameters used in the LDA for the Dirichlet prior is respectively
a ¼ 50=K and b ¼ 0:1; which are common settings denoted in the literature. For
the extracted topics, illustrations were made of the top five topical words, con-
ditionally generated from the topics for the mobile SMS datasets.

Table 3 reveals that the overall concept proposed is ‘Internet betting’ as its
main latent interest features were related to gambling activities. The proposed
topic names were ‘bid’, ‘casino’, ‘happi’, and ‘action’.

Table 4 is presented as an ‘Online friendly deal’, as its main topics were related
to ‘cash’, ‘bank’, ‘won’, ‘balance’, ‘secur’ and ‘money’.

Finally, as shown in Table 5, the overall concept proposed is ‘Chargeback
fraudster’, where topics such as ‘skilful’, ‘hog’, ‘gyp’, ‘valid’, and ‘charg’ were
included.

Subsequently, the topics were grouped into concepts, using Gephi [30] for
social network analysis.

4.3 Topic-Based Social Network Visualization

In Fig. 1, the social network-filtered graph is presented, using the topic-based
method described in Sect. 3.2. Figure 1 can be interpreted as the complete

2 http://gibbslda.sourceforge.net/

Filtering of Mobile Short Messaging Service Communication 681

http://gibbslda.sourceforge.net/


network—constructed by using the complete word-to-topic structure—where the
edges were defined as the ‘mobile user interest’ and the nodes represented as the
topics that interconnected the user’s interest with that of another user. For conve-
nience, the notations of the social network were defined using graphs G ¼ V ;Eð Þ;
where V ¼ 157 and E ¼ 155 respectively, and the connections were represented by
the probability distribution (known as the adjacency matrix i;jð Þ 6¼ 0) between the
nodes and the edges. The graph (Fig. 1) illustrates a large density reduction, which
suggests that visualization techniques can provide better visual compactness—based
on the extracted latent features of mobile SMS documents—to calculate the average
shortest path (ASP = 2.43) among the top five words in the topics of the matrix i;jð Þ:

Furthermore, in Fig. 1, the centres of interaction (i.e. new participation) are
clearly observed, based on the ideology of modern online communication pro-
cesses. The graph furthermore contributes in identifying the influence and power
of extracting latent features in mobile SMS documents.

Table 3 Five most relevant words with their respective probability values for five topics asso-
ciated ‘‘internet betting’’ concept

Topic 27 Topic 83 Topic 68 Topic 23 Topic 35

bid(0.03260) casino(0.23831) happi(0.11123) action(0.09326) send(0.02196)
match(0.02177) quizzer(0.09764) watch(0.04912) house(0.05664) home(0.14294)
draw(0.01094) win(0.02789) act(0.02426) roll(0.05331) keno(0.05411)
winner(0.00991) becalm(0.01634) match(0.01243) loan(0.04332) cal-bankr(0.04442)
tender(0.00012) custom(0.01594) shift(0.01184) sold(0.01335) close(0.022585)

Table 4 Five most relevant words with their respective probability values for five topics asso-
ciated with the ‘‘online friendly deal’’ concept

Topic 1 Topic 2 Topic 3 Topic 21 Topic 79

money(0.20503) won(0.21830) salari(0.48208) week(0.13721) bank(0.02415)
prize(0.07431) collect(0.14061) chennai(0.10468) smile(0.13260) direct(0.116678)
contact(0.06208) ppm(0.011101) consum(0.05077) wont(0.04958) balance(0.01156)
receiv(0.05926) app(0.03703) card(0.02540) cash(0.038059) poor(0.011740)
dollr-urgentnt(0.005173) secur(0.03331) citi(0.02223) forward(0.03229) chat(0.01118)

Table 5 Five most relevant words with their respective probability values for five topics asso-
ciated with the ‘‘chargeback fraudster’’ concept

Topic 40 Topic 71 Topic 39 Topic 69 Topic 73

free(0.51810) ill(0.13539) dinner(0.11876) gyp(0.07186) messag(0.20289)
interview(0.03703) sick(0.08203) rent(0.046363) valid(0.05227) meet(0.09343)
motiv(0.00796) shock(0.04340) break(0.03188) paym(0.03921) skilful(0.06136)
crack(0.00531) credit(0.03743) transfer(0.02319) felt(0.03050) pay(0.04253)
hog(0.002669) telamon(0.036638) legal(0.017404) review(0.01308) dream(0.03696)

charg(0.01534)
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While, in Fig. 2, we optimize the structure of mobile SMS documents by
measuring the modularity [31], the strength of the social network on the extracted
latent topics with Q ¼ 0:922 as modularity value selected randomly.

Fig. 1 A topic-based social network analysis demonstrating the density between topics

Fig. 2 Modularity distribution maximized
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5 Conclusion and Future Work

In the current chapter, the authors proposed to combine the traditional Social
Network Analysis (SNA) with a probabilistic generative topic-based model, the
Latent Dirichlet Allocation (LDA). The proposed method, deriving from the current
study, was firstly applied to filter malicious SMS communication and secondly to
show that topic-based algorithms can effectively detect distinctive latent features, in
order to support automatic content-filtering simultaneously. Consequently, by using
different network analysis measures, latent features were evaluated using a
benchmark in social networking—with the aim of building new interactions of SMS
documents. The resulting outcomes of the study enabled the researchers to gain
insight into the curiosity of a mobile SMS user and, moreover, to measure some
social aspects which have not been considered by applying SNA alone.

Consequently, the writers were able to filter malicious SMS dialogues and
themes on independent mobile phones, as well as to identify linguistic commu-
nities that were characterized by circumspect malicious social activities. It was
accordingly possible to suggest topological characteristics for mobile SMS doc-
uments, by measuring the modularity.

By applying Latent Dirichlet Allocation (LDA) and using Average Shortest
Path (ASP)—in addition to modularity, we were capable to obtain 15 topics (most
relevant) closes to 20 words on each topic, but chose to select the top five most
significant words, based on the probability strength on each topic. After close
inspection, the rest of the topics were discarded—as the information it contributed
was worthless—its visual representation did not contribute in identifying any new
interest, or relationship, in the mobile SMS corpus.

However, it should be kept in mind that social network analysis (SNA) on its
own, proved to be inadequate to identify mobile users’ key interests in conver-
sations, specifically about some online-distributed malicious topics. For that rea-
son, combining advanced topic-based text-mining methods and social network
analysis, the authors were able to disclose the linguistic structures of online
communities’ key users’ interest patterns. This allowed for the application of
improved analyses on online social networks.
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