
Chapter 47
Audio Classification Using GA-Based
Fuzzy C-Means

Myeongsu Kang and Jong-Myon Kim

Abstract The purpose of automatic audio classification is to meet the rising need
for efficient multimedia content management. This paper proposes a robust audio
classification approach that classifies audio streams into one of five categories
(speech, music, speech with music, speech with noise, and silence). The proposed
method is composed of two steps: efficient audio feature extraction and audio
classification using genetic algorithm-based fuzzy c-means. Experimental result
indicates that the proposed classification approach achieves higher than 96.16 % in
terms of classification accuracy.

Keywords Audio classification � Fuzzy c-means �Genetic algorithm �Multimedia
content management

47.1 Introduction

Typical multimedia databases often contain large numbers of audio signals that
require automatic audio retrieval for efficient production and management [1], and
the efficacy of audio content analysis depends on extracting appropriate audio
features and using an effective classifier to precisely classify the audio stream.

In literatures, many researchers have tried to utilize classifiers with effective
audio features such as mel-frequency cepstral coefficients, and zero-crossing rate
for audio classification. In addition, various classifiers such as the Gaussian
mixture model and support vector machine have been utilized for audio
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classification. Among many classifiers, a number of methods based on fuzzy
c-means (FCM) have been proposed. Park et al. proposed different fuzzy methods
in order to classify audio signals into different musical genres [2, 3]. In spite of the
fact that FCM is an efficient for audio classification, the FCM-based classifiers
exhibit performance degradation since FCM requires initialization [4]. To address
this problem, this paper integrates FCM clustering with a genetic algorithm (GA)
to globally optimize the objective function of FCM and offer better classification
performance.

The rest of this paper is organized as follows. Section 47.2 presents audio
features extraction based on principal component analysis and Sect. 47.3 intro-
duces the proposed audio classification scheme. Section 47.4 analyzes experi-
mental results and Sect. 47.5 concludes this paper.

47.2 Audio Features Extraction

The purpose of audio features extraction is to obtain as much information as
possible about the audio streams. After rigorous studies of broad categories of
audio features used in the previous studies, this paper extracts the following fea-
tures to obtain accurate audio classification. Feature extraction is a frame-based
process, and thus audio features are calculated in the processing window whose
length is set to 0.02 s.

• Low Root-Mean-Square Ratio

Low root-mean-square ratio (LR) is defined as the ratio of number of frames
with root-mean-square (RMS) values below the 0.5-fold average RMS in the
processing windows, as expressed in (47.1):

LR ¼
1

2N

XN�1

m¼0

sgn 0:5� RMS� RMSðmÞ
� �

þ 1
� �

; ð47:1Þ

where N is the total number of frames, m is the frame index, RMS(m) is the RMS at
the mth frame, RMS is the average RMS in the processing window, and sgn(�) is 1
for positive arguments and 0 for negative arguments. LR is suitable for discrimi-
nating between speech and music because LR is generally high for a speech signal
that consists of words mixed with silence, whereas LR for music is low.

• Spectrum Spread

Spectrum spread (SS) is effective for determining whether the power spectrum
is concentrated around the centroids or is spread out over the spectrum. Music is
composed of a broad mixture of frequencies, whereas speech consists of a limited
range of frequencies. Consequently, the spectrum spread efficiently determines
between speech and music. Its mathematical definition is given by
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SSðnÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK�1
m¼0 k � SCðnÞð Þ2� Aðn;mÞj j2

h i

PK�1
m¼0 Aðn;mÞj j2

vuut
; ð47:2Þ

where K is the order of the discrete Fourier transform (DFT), m is the frequency
bin for the nth frame, SC(n) is spectral centroid at the nth frame, and A(n, m) is the
DFT of the nth frame of the given signal. SC(n) and A(n, m) are computed as

SCðnÞ ¼
PK�1

m¼0
m� Aðn;mÞj j2PK�1

m¼0
Aðn;mÞj j2

; Aðn;mÞ ¼
PNsamples�1

k¼0
xðkÞe�j� 2p

Wð Þ�k�m; where Nsamples is the

total number of samples in the audio stream.

• Zero-Crossing Rate

Zero-crossing rate (ZCR) value is defined as the number of zero-crossings
within a processing window, as shown in (47.3):

ZCRðnÞ ¼ 1
Nsamples � 1

XNsamples�1

m¼0

sgn xðmÞ½ � � sgn xðm� 1Þ½ �j j; ð47:3Þ

where x(m) is the value of mth sample in the processing window, and sgn(�) is a
sign function as mentioned in (47.1). Voiced and unvoiced speech sounds have

Fig. 47.1 Feature distribution based on [LR, rR
2, lSS, rSS

2 , rZCR
2 ]. Classification, a between music

and speech with music, b speech and speech with noise, c music and speech, and d among speech,
speech with music, and silence
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low and high zero-crossing rates, respectively. This results in high ZCR variation,
whereas music typically has low ZCR variation.

47.2.1 Feature Vector Configuration

Audio streams are classified into the following five categories: silence (SL), speech
(SP), music (MU), speech with music (SWM), and speech with noise (SWN).
According to our experiments, statistical values of RMS, SS, and ZCR represent the
characteristics of target audio signals for classification well. Consequently, this
paper finally selects five audio features [LR, rR

2, lSS, rSS
2 , rZCR

2 ] for more accurate
audio classification, as shown in Fig. 47.1.

47.3 GA-Based FCM for Audio Classification

Let an unlabeled data set X = {x1, x2,…,xn} represent n number of features. The
FCM algorithm sorts the data set X into c clusters. The standard FCM objective
function with the Euclidian distance metric is defined as follows:

JmðU;VÞ ¼
Xc

i¼1

Xn

k¼1

um
ikd2ðvi; xkÞ; ð47:4Þ

where d2(vi, xk) represents the Euclidian distance between the centroid vi of the ith
cluster and the data point xk, and uik is the degree of membership of the data xk to
the kth cluster, along with the constraint

Pc
i¼1 uik ¼ 1. The parameter m controls

the fuzziness of the resulting partition, with m C 1, and c is the total number of
clusters. Local minimization of the objective function Jm(U, V) is achieved by
repeatedly adjusting the values of uik and vi according to the following equations:

uik ¼
Xc

j¼1

d2ðvi; xkÞ
d2ðvj; xkÞ

� � 1
m�1

" #�1

; vi ¼
Pn

k¼1 um
ikxkPn

k¼1 um
ik

where 1� i� c: ð47:5Þ

As Jm is iteratively minimized, vi becomes more stable. The iteration of the
FCM algorithm is terminated when the terminal condition
max

1� i� c
abs vt

i � vt�1
i

� �	 

\e is satisfied, where vt-1 are the centroids of the previous

iteration, abs() denotes the absolute value, and e is the predefined termination
threshold. Finally, all data points are distributed into clusters according to the
maximum membership uik. As noted in Sect. 47.1, FCM starts with randomly
initialized centroids, which has strong effects on its performance. To deal with this
drawback, this paper employs a GA for obtaining more accurate classification
performance. To do this, centroids are initially selected by GA, and these centroids
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are used for calculating membership values of FCM. According to [5], suitable
coding (representation of chromosomes) for the problem must be devised before
GA is performed. Likewise, the fitness function, which assigns a figure of merit to
each coded solution, is required. During the process, parents must be selected for
reproduction, and combined to generate offspring.

47.3.1 Initialization

The initial population, which consists of randomly produced initial individuals, is
generated, whose number is Mcla. We set the population size as Mcla = 100. Data
are normalized within the range [0:1], and then each individual is encoded in the
population such as Chromi ¼ vi

11; v
i
12; . . .; vi

15; v
i
21; v

i
22; . . .; vi

25; . . .; vi
51; v

i
52; . . .; vi
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,

where Chromi is ith individual in population, i [ [0:(Mcla - 1)].

47.3.2 Generating GA Operators

In this process, genetic operators such as selection, crossover, and mutation are set.

• Selection: The stochastic universal sampling method is utilized to select
potentially useful chromosomes for recombination.

• Crossover: This paper selects an intermediate recombination technique which is
suitable for use with real-valued code. In this method, different variable
(or dimension) values of offspring are chosen somewhere near the values of
parents. If there is a population of Nvar dimension data in each individual,
offspring are produced according to the following rule:

Var0
i ¼ VarP1

i � aþ VarP2
i � ð1� aÞ; ð47:6Þ

where Var0
i indicates the value of the ith dimension of offspring, and VarP1

i and
VarP2

i are values of the ith dimension of the first and second parents, respectively,
and i [ (1,2, …, Nvar), a [ [-d, 1 ? d]. Here, a is a scaling factor that is chosen
by random over an interval [-d, 1 ? d] for each variable. The value of the
parameter d defines the size of the area for possible offspring. In this paper, we set
d = 5 because the number of features is five, and Nvar = 25 because we classify
audio data into five clusters with five features.

• Mutation: Individuals are randomly altered by mutation. These variations
(mutation steps) are mostly small. The probability of mutating a variable is
inversely proportional to the number of variables (dimensions). If one individual
has more dimensions, the possibility of mutating a variable becomes smaller. In
general, a mutation rate of 1/Nvar has produced good results for a wide variety of
objective functions. For audio classification, the mutation rate is set to 0.04 since
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Nvar is set to 25 for this paper. Furthermore, the objective function using (47.4)
is computed in this process, and the fitness assignment is based on the objective
function as follows:

fi ¼
1Pc

l¼1

Pn
k¼1 um

ikd2 vi
l; xk

� � : ð47:7Þ

47.3.3 Checking Termination Criterion

The optimization criterion is checked if abs f i
best � f i�1

best

� �
� Tclafinal is satisfied or

not, where f i
bestand f i�1

best are the best fitness values for chromosomes in ith (current)
and (i - 1)th (previous) generations, respectively. Moreover, Tclafinal is the pre-
defined termination threshold. Therefore, if the terminal criterion is satisfied, we
move on to the classification process. Otherwise, we turn back to Generating GA
operators step.

47.3.3.1 Training and Classification

Based on the training process, we determine the training centroid of audio types
C = {c1, c2, …, c5} and define clusters based on minimum distance from the
training centroid. We then utilize the highest membership of each data point in
order to classify audio streams into proper clusters: SP, MU, SWM, SWN, and SL.
For the training process, this paper includes 15 pieces of silence, 15 pieces of pure
speech, 15 pieces of music which involve various musical instruments, 15 pieces
of speech with music, and 15 pieces of outside interviews that are composed of
different background noise levels.

47.4 Experimental Results

For audio classification simulation, we utilize two datasets composed of Korean
news broadcasts obtained from Ulsan Broadcasting Corporation (www.ubc.co.kr).
The first dataset was used for testing and the other dataset was used for training.
We employ GA-based FCM to classify audio streams. In this experiment, the
degree of the fuzziness and the termination condition for GA-based FCM were set
to 2 and 0.001, respectively, because Bezdek et al. experimentally determined the
optimal intervals for the degree of fuzziness and termination threshold, which
range from 1.1 to 5 and 0.01 to 0.0001, respectively [6]. To evaluate classifica-
tions, we utilize the standard of correctness that has been widely accepted in recent
studies, which is as follows:
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Correctness ¼ # of correctly classified audio�segments

# of all audio�segments
� 100 ð%Þ: ð47:8Þ

Table 47.1 presents classification results of the proposed approach and several
misclassified results are obtained when attempting to distinguish between speech
and silence, because some silence signals include speech components at the
beginning and end. Likewise, misclassifications of speech with noise signals
occurred mostly when the amplitudes of noise components were small and unclear.

47.5 Conclusion

This paper proposed a robust audio classification approach to address the rising
demand for efficient multimedia content management. To classify audio streams
into one of five categories (speech, music, speech with music, speech with noise,
and silence), this paper explored 19 audio features. Among these audio features,
this paper selected the five most suitable features such as [LR, rR

2, lSS, rSS
2 , rZCR

2 ],
and utilized these extracted features as inputs of GA-based FCM for audio clas-
sification. Our experimental results showed that the proposed classification method
achieved very accurate classification performance.
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