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A New Fast Encoding Algorithm Based
on Motion Activity for High Efficiency
Video Coding (HEVC)

Jong-Hyeok Lee, Kalyan Goswami and Byung-Gyu Kim

Abstract High efficiency video coding (HEVC) has three units such as coding
unit (CU), prediction unit (PU), and transform unit (TU). It has too many com-
plexities due to improve coding performance. We propose a fast algorithm which
can be possible to apply for both CU and PU parts. To reduce the computational
complexity, we propose based on rate distortion cost of CU about the parent and
current levels to terminate the CU decision early. In terms of PU, we develop fast
PU decision based on spatio-temporal and depth correlation for PU level. The
Experimental results verify that the proposed algorithm provides up to 51.70 % of
time reduction for encoding with a small loss in video quality, compared to HEVC
Test Model (HM) version 10.0 software.

Keywords HEVC � Coding tree block (CTB) � Coding unit (CU) � Prediction
unit (PU) � CU splitting � PU decision

33.1 Introduction

A New generation video coding standard, called a high efficiency video coding
(HEVC) [1], has been developed by the Joint Collaborative Team on Video Coding
(JCT-VC) group. The JCT-VC is a group of video coding experts created by ITU-T
Study Group 16 (VCEG) and ISO/IEC JTC 1/SC 29/WG 11 (MPEG) in 2010.
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Although coding efficiency improvement is solved it has more computational
complexity than the H.264/AVC [2] because of tools having high complexity and
high resolution of sequences. Therefore, reduction of encoding time with
convincing loss is an interesting issue.

The video encoding process in the HEVC has three unit for block structure: (a)
a coding unit (CU) is basic block unit like macroblock in the H.264/AVC, (b) a
prediction unit (PU) for performing motion estimation, rate-distortion optimization
and mode decision, (c) a transform unit (TU) for transform and entropy coding.
Encoding process encode from Coding Tree Block (CTB) having largest block size
to its 4 child CUs, recursively.

In [3], a tree pruning algorithm is proposed that makes an early termination CU.
Shen et al. [4] proposed an early CU size determination algorithm. In [5], a motion
vectors merging (MVM) method is proposed that reduce the inter-prediction
complexity of the HEVC. The MVM algorithm decide the PU partition size by
using motion vectors.

This paper is organized as follows: In Sect. 33.2, the early CU splitting ter-
mination (CST) and fast PU decision method is described for proposed algorithm.
Section 33.3 presents the coding performance of suggested algorithm combined by
two methods. In Sect. 33.4, Concluding comments are given.

33.2 Proposed Work

33.2.1 Fast Coding Unit Splitting Termination (CST)
Method

The main objective is to select the lowest RD cost before all combinations are
finished. We have designed the ratio function of CUd(i) at depth ‘d’ can be define
as:

ri ¼
RDcostðCUdðiÞÞ
RDcostðCUd�1Þ

where
X3

i¼0

ri� 1 ð33:1Þ

When a CU is split, it will be divided up into 4 child CUs. Therefore, we can
define a value of ratio function for each newly created CUs. This parameter ri is a
ratio of the RD costs of the current CU and its parent CU. When the ratio function
of a child is lower than its siblings, it has low amount of chance to split in the next
depth level. Accordingly, this parameter can be used as a threshold for making the
decision to split a current CU to next depth level.

In previous algorithm [3], if a CU is coded as SKIP mode then no further
splitting of a CU. Motivating from this fact, we have explored other prediction
modes of the PU. INTRA and INTER predictions have different kinds of PU types.
INTER modes are 2N 9 2N, 2N 9 N, N 9 2N, N 9 N (presently, this mode is
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not used), 2N 9 nU, 2N 9 nD, nL 9 2N and nR 9 2N. INTRA modes are
2N 9 2N and N 9 N. SKIP mode is consisted of 2N 9 2N size. A CU is divided
into 4 CUs of lower dimensions after the completion of all mode calculations. PU
modes are processed recursively from the CTB to all children CU.

Table 33.1 have classified all the prediction modes according to motion
activities. This kind of motion activity was explored in good approach in the
H.264/AVC codec [6, 7].

Encoded CU has high chance for no splitting in SKIP mode (PU_WF is 0). To
more investigate for PU_WF is 1 or 2, We have calculated a local average of the
RD cost values of all encoded CUs. In this process, the final PU mode and the
corresponding RD cost values are checked after encoded CU. Equations (33.2) and
(33.3) perform after encoding of a CU check dimension (d) of CU and PU_WF
(wf) in terms of satisfying wf \ 3.

sumwf
d ¼ avgwf

d � countwf
d

� �
þ RDcostwf

d ; ð33:2Þ

avgwf
d ¼

sumwf
d

countwf
d þ 1

ð33:3Þ

An absolute motion vector (MV) is also calculated in proposed method. An
average of the motion vectors can achieve from both List_0 and List_1 in the HM
reference software. We only use magnitudes of the MV directions for the x and y
in order to calculate simply as shown in Eq. 33.4.

MVabs ¼ 0:5�
X1

i¼0

MVx ið Þj j þ MVy ið Þ
�� ��

 !
ð33:4Þ

By using Eq. 33.4, we can know the motion of CU with directly relationship for
MVabs. The CU which has low MVabs value has high change that will be not
divided in current hierarchy of CU. According to above mentioned method, the
proposed algorithm can determine which CU need to splitting early. The CU
decision part in our algorithm can be divided into two stages. The first stage is to
consider the CTU case. In terms of the CTU, we do not have any information from
higher levels. Hence, ratio function cannot be calculated. In the second stage, other
higher level CUs are considered.

This proposed CU splitting termination (CST) algorithm is check the PU mode
weighting factor initially. If PU_WF is 0 meaning SKIP mode, the decision is

Table 33.1 Classified weight factors for all prediction modes according to the motion activities

Mode Motion activity PU_WF (ci)

SKIP Homogeneous region with motionless 0
Inter 2N 9 2N Slow motion 1
Inter 2N 9 N, N 9 2N Motion between slow or moderate 2
Other inter and intra Complex motion or texture 3
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taken directly that there is no need splitting. If PU_WF is 1 or 2, then we cannot
make any decision directly. Hence, this method is divided into two stages in order
to use different checking. For the CTU case, this algorithm only use MVabs and
local average RD cost of equivalent dimension of PU for PU_WF = 1 and 2. If
RD cost of current PU is less than average RD with same dimension and MVabs is
0, Encoder is select that there is no need splitting in the CTU case for PU_WF = 1
and 2.

Otherwise, ration function, MVabs and local average RD cost of suitable
dimension of PU for PU_WF = 1 and 2 are used in non-CTU case. A non-CTU
case is same process. Since it can use ration function with higher level’s infor-
mation, if the RD cost is less than average RD cost of suitable dimension of PU and
ratio function (R) is less than 0.25, then it also decide that CU is no need to split.

33.2.2 Fast Prediction Unit Decision (FPU) Method

In this section, we propose an effective prediction unit selection method based on
correlation and block motion complexity (BMC) that can be applied together with
the CST above proposed. A natural video sequence has high spatial and temporal
correlations. To analysis these correlations, we define predictor set (X) such as
PU1 to PU7. Figure 33.1 shows position from current CU for each PUi.

To define block motion complexity, we have designed weight factor for
according to location from current CU as Table 33.2. Table 33.2 indicates to land
more weight in spatial correlation and upper level (depth ‘d-1’) from current
depth ‘d’ than other position. Based on the designed mode weight factor
(Table 33.1) for motion activities, we defined a block motion complexity (BMC)
[8] according to the predefined mode weight factors (c) and a group of predictors
in X in order to estimate the PU mode of the current CU.

The BMC has been represented as follow [8]:

BMC ¼
PN

i¼1 Wði; lÞ � ki � riPN
i¼1 Wði; lÞ � ki

; ð33:5Þ

W i; lð Þ ¼ wi þ f i; lð Þ; ð33:6Þ

f i; lð Þ ¼ round l � Tlevelð Þ � Tt � Tki ð33:7Þ

where N is the number of PUs equal to 7, W(i, l) is function of the weight factor for
each mode. ci is weight factor for mode of PUi in X. The ki denote which PUs have
available. If current CTB is in boundary region in the frame, then above or left PU
information are not available. When PUi is available, ki is set to 1; otherwise, ki is
equal to 0.

Equation 33.6 is an adaptive weighting factor function. The value of wi is

weight factor for PUi. It has property of
PN

i¼1 wi ¼ 1. A value of $l$ denotes the
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temporal decomposition layer. The HEVC consist of three layers in 8 GOP
according to distance between frames. Accordingly, temporal layer can represent
Level1,2,3,4 having 8, 4, 2, and 1 distance. If current frame close with reference
frame, it has strong correlation than long distance case. Therefore, setting weight
factors is changed when PU has 1 and 2 distance adaptively as second row in
Table 33.2. Level1,2,3,4 is set to 0.02 and is used for normalization of temporal
level as l. Tki is a control value for changing the weight factors. Tki is a control
value used to increase or decrease weight factors. It is set to 1, -2, or 0. PUs
having the temporal correlations with PU4 and PU5 are set to be 1. Also, for a PU6,
it is set to be -2. The others are set to 0.

BMC\Th1; Slow motion;
Th1�BMC\Th2; Medium motion;
Th2�BMC; Complex motion or texture

8
<

: ð33:8Þ

where Th1 and Th2 are set to 1 and 3 as the mode weight factor for slow motion and
complex motion or texture in PU_WF of Table 33.1. If the BMC is slow motion,
the proposed method performs SKIP mode and Inter 2N 9 2N. In case of medium
motion, mode decision process performs modes of slow motion, Inter 2N 9 N and
N 9 2N. When motion is complex, all modes are performed, then mode search
process selects the best one.

Fig. 33.1 The position of adjacent PUs from current CU (CU0) for a spatio-temporal and b depth
correlation

Table 33.2 Weight factor for PUs (default setting and changing weight factor adaptively
according to level of temporal layer)

Default setting Index (i) in classified
PUs

1 2 3 4 5 6 7

wi 0.2 0.2 0.2 0.05 0.05 0.2 0.1
Changes of weight factor for

PUs
Index (i) in classified

PUs
1 2 3 4 5 6 7

wi 0.2 0.2 0.2 0.1 0.1 0.1 0.1
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33.3 Experimental Results

The proposed algorithm was implemented on HM 10.0 (HEVC reference soft-
ware). Test conditions were random access using RA-Main. Standard sequences
with 50 frames were used from two or three sequences per each Class with various
QP values (22, 27, 32, 37). Details of the encoding environment can be seen in
JCTVC-L1100 [9].

Table 33.3 shows results for comparisons between the original HM 10.0 soft-
ware and the proposed algorithm without any fast options. Moreover, we have
considered 3 other algorithms (namely CST, FPU and MVM) which are shown in
this table. The time reduction performance of the proposed method is almost
48.72 % on average with some loss as 2.09 % and 0.12 (dB) losses both in bit-rate
and Y-PSNR, respectively. It can be noted from the table, that our proposed
algorithm gives superior result in terms of time reduction compared with other fast
algorithm. However, it suffers from marginal bit rate and PSNR loss. But if we
consider the time reduction, then the loss is negligible.

Figure 33.2 shows the RD performance. In Fig. 33.2a, it is shown that for the
bigger QP values larger loss are generated for bit-rate. However, the proposed
method is very similar to the original HM 10.0 software. There is negligible loss of
bit-rate in Fig. 33.2b.

Although our algorithm has some loss for bit-rate and PSNR, it has significant
time saving performance 43.66 %, minimum, and 51.70 %, max. In performance
of Class B, the proposed algorithm can achieve very little loss as 0.2 % of bit-rate
and 0.06 (dB) of PSNR, and 51.70 % of good time saving performance without
any fast options.

Even if our proposed algorithm has some loss, it shows performance more than
a other fast algorithm about time reduction. Our method also has good structure
that can be running with other fast options in HEVC standard.

Fig. 33.2 Rate-distortion (RD) curves for a BQTerrace and b BasketballDrill sequences for
Class B and Class C in random access, main condition
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33.4 Conclusions

We have proposed a new fast coding algorithm both of early CU splitting ter-
mination (CST) and fast PU decision (FPU). The CST algorithm are used the RD
costs for different CU dimensions and motion complexity for PU level. The FPU
method is based on spatial, temporal and depth correlation information and
adaptive weighting factor design using temporal distance. By combine with CST
and FPU, our algorithm achieved, on average, a 48.72 % of time saving over the
original HM 10.0 software with 2.09 % of bit-rate loss. Our algorithm is useful to
where needed much time reduction like real-time video encoding systems.
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