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Preface

As it was stated in the Nine Chapters on the Mathematical Art (Jiu Zhang SuanShu)
‘‘Mathematics problems are able to vary to be extremely infinite, fine or unmeasurable.
In spite of the much complexity, the approaches can always be discovered, not as
difficultly as supposed, which involve no more than measurement, reasoning and
calculation to learn common laws’’.

—Hui Liu, The Nine Chapters on the Mathematical Art, no later than 100 BC

The field of optimization is vast with applications appearing in almost every area
of science and engineering. Generally speaking, optimization is to do with mini-
mizing or maximizing an objective function (e.g. cost, energy, profit) subject to
various types of constraints that arise due to engineering requirements or physical
specifications. The optimization techniques for solving optimization problems are
particularly important in the aspects of engineering and science applications. There
are many efficient optimization techniques available in the literature, while many
new techniques continue to be developed so as to meet the needs of solving
various new practical problems in areas such as industrial engineering and
construction, which are motivated by the need of satisfying more stringent
requirements on energy saving, environment protection, and green manufacturing
and construction. The natural formulations of the corresponding optimization
problems have become much more complicated. The purpose of this edited book is
to gather papers which address interesting optimization and control methods and
new applications of optimization methods in industrial engineering and con-
struction. Topics include optimization and control theory, statistical measurement,
monitoring, fault detection, process control, construction design and production
management. This edited book could be used as a reference book for researchers
and postgraduate students in science and engineering.

The book is composed of three parts. The first three chapters are devoted to the
development of new optimization methods. From ‘‘Optimum Confidence
Interval Analysis in Two-factor Mixed Model with a Concomitant Variable for
Gauge Study’’ to ‘‘Economic Scheduling of CCHP Systems Considering the
Tradable Green Certificates’’, the focus is on the new applications of optimization
and control methods in industrial engineering. For the rest of the chapters, different
optimization problems in construction projects are being addressed.
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In ‘‘Robustness of Convergence Proofs in Numerical Methods in Unconstrained
Optimization’’, the robustness of convergence proofs in numerical methods of
unconstrained optimization is presented. It is developed based on an important
principle in dynamic control system theory, where control policies are preferred to
be of feedback form, rather than in an open loop manner. In ‘‘Robust
Optimal Control of Continuous Linear Quadratic System Subject to
Disturbances’’, the robust optimal control of linear quadratic system is consid-
ered. It is formulated as a minimax optimal control problem which admits a unique
solution. A control parameterization scheme is developed to transform the infinite
dimensional optimal control problem to one with finite dimension. It is further
shown that the transformed finite-dimensional optimal control problem can be
solved through semi-definite programming. In ‘‘A Linearly-Growing Conversion
from the Set Splitting Problem to the Directed Hamiltonian Cycle Problem’’, a
linearly growing conversion from the set splitting problem to the directed
Hamiltonian cycle problem is discussed. A constructive procedure for such a
conversion is given, and it is shown that the input size of the converted instance is
a linear function of the input size of the original instance.

In ‘‘Optimum Confidence Interval Analysis in Optimum Confidence Interval
Analysis in Two-Factor Mixed Model with a Concomitant Variable for Gauge
Study’’, the efforts on optimum confidence interval analysis in two-factor mixed
model for gauge study are studied. The analysis of variance is performed in the
model and variabilities in the model are represented as a linear combination of
variance components. Optimum confidence intervals are constructed using a
modified large sample approach and a generalized inference approach is proposed
to determine the variability such as repeatability, reproducibility, parts, gauge and
the ratio of variability of parts to the variability of gauge. In ‘‘Optimization
of Engineering Survey Monitoring Networks’’, the focus is on various ways of
engineering survey monitoring networks, such that those used for tracking
volcanic and large-scale ground movements may be optimized to improve the
precision. These include the traditional method of fixing control points,
the Lagrange method, free net adjustment, the g-inverse method and the singular
value decomposition (SVD) approach using the pseudo-inverse. In ‘‘Distributed
Fault Detection Using Consensus of Markov Chains’’, a fault detection procedure
appropriate for use in a variety of industrial engineering contexts is proposed,
where consensus among a group of agents about the state of a system is employed.
Markov chains are used to model subsystem behaviours, and consensus is reached
by way of an iterative method based on estimates of a mixture of the transition
matrices of these chains. In ‘‘Engineering Optimization Approaches of Nonferrous
Metallurgical Processes’’, an intelligent sequential operating method based on
genetic programming is developed for solving nonferrous metallurgical processes,
where optimization is being carried out while avoiding violent variation by
operating the parameters in the ordered sequence. Real practical industrial data are
used for carrying out the verification. In ‘‘Development of Neural Network Based
Traffic Flow Predictors Using Pre-processed Data’’, a simple but effective training
method by incorporating the mechanisms of back-propagation algorithm and the
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exponential smoothing method is proposed to pre-process traffic flow data before
training purposes. The pre-processing approach intends to aid the back-propaga-
tion algorithm to develop more accurate neural networks, as the pre-processed
traffic flow data are more smooth and continuous than the original unprocessed
traffic flow data. This approach is evaluated based on some sets of traffic flow data
captured on a section of the freeway in Western Australia. Experimental results
indicate that the neural networks developed based on this pre-processed data
outperform those that are developed based on either original data or data which are
pre-processed by the other pre-processing approaches. In ‘‘Economic
Scheduling of CCHP Systems Considering the Tradable Green Certificates’’,
tradable green certificate mechanism is introduced for the operation of CCHP
system, and the impacts of tradable green certificate on the scheduling of CCHP
system are studied. Then the economic dispatch model for multi-energy comple-
mentary system considering the TGC is proposed to maximize renewable energy
utilization. This is a non-convex scheduling optimization problem. A global
descent method is applied, which can continuously update the local optimal
solutions by global descent functions. Finally, one modified IEEE 14-bus system is
used to verify the performance of the proposed model and the optimization solver.

The remainder of the book relates to construction engineering optimization,
more or less. Many types of optimization problems arise in construction engi-
neering, such as sizing optimization, shape optimization, topology optimization,
production optimization, contract dispatching and project management. Consid-
ering the differences in production conditions in the manufacturing industry, these
problems are worth studying and complex for seeking valuable laws in optimi-
zation. First, the construction is rooted in place and conducted as on-site manu-
facturing. Second, every construction project is unique and a one-of-a-kind
production, managed by a temporary organization, and consists of several com-
panies. Third, highly interdependent activities have to be conducted in limited
space, with multiple components, a lack of standardization and with many trades
and subcontractors represented on-site. In ‘‘Optimizations in Project Scheduling:
A State-of-Art Survey’’, a state-of-art survey of project management and sched-
uling is presented. This survey focuses on the new optimization formulations and
new solution algorithms developed in the recent years. In ‘‘Lean and Agile
Construction Project Management: As a Way of Reducing Environmental
Footprint of the Construction Industry’’, a way of reducing the environmental
footprint of the construction industry is proposed with the concept of lean and agile
construction project management. It focuses on the construction project manage-
ment with respect to the agility and leanness perspective and provides an in-depth
analysis of the whole project life cycle phases based on lean and agile principles.
Considering managing construction projects in Hong Kong, dynamic implications
of industrial improvement strategies are analysed in ‘‘Managing Construction
Projects in Hong Kong: Analysis of Dynamic Implications of Industrial
Improvement Strategies’’. Based on a series of face-to-face interviews with
experienced practitioners and a focus group exercise, this chapter presents the
mapping of various interacting and fluctuating behaviours patterns during the site
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installation stage of building services in construction projects, with the aid of a
generic system dynamics model, and draws interesting conclusions about the
relationships among factors in construction project management. In ‘‘Dynamic
Project Management: An Application of System Dynamics in Construction
Engineering and Management’’, system dynamics (SD) are taken into consider-
ation for construction engineering and project management. It is expected to serve
as a useful guideline for the application of SD in construction and to contribute to
expanding the current body of knowledge in construction simulation. Since
production control is an essential part of any complex and constrained construction
project, a lean framework for production control in complex and constrained
construction projects (PC4P) is discussed in ‘‘A Lean Framework for
Production Control in Complex and Constrained Construction Projects (PC4P)’’,
which is based on an open system-theory mindset and consists of components,
connections and inputs. In ‘‘Optimization in the Development of Target
Contracts’’, by formulating the sharing problem in optimization terms, specific
quantitative results will be obtained for all the various combinations of the main
variables that exist in the contractual arrangements and project delivery. Such
variables include the risk attitudes of the parties (risk-neutral, risk-averse), single
or multiple outcomes (cost, duration, quality), single or multiple agents
(contractors, consultants), and cooperative or non-cooperative behaviour. This
chapter will be particularly of interest to academics and practitioners in the dis-
cipline of the design of target contracts and project delivery. It provides an
understanding of optimal sharing arrangements within projects, broader than
currently available.

We take this opportunity to express our immense gratitude to Prof. Kok Lay
Teo for his guidance and encouragement all the time. We would also like to
acknowledge financial support from Curtin University and the Natural National
Science Foundation of China (11171079). In addition, we wish to thank Nathalie
Jacobs and Cynthia Feenstra from Springer for their kind cooperation and
professional support. Our special thanks go to Dr. Xiaofang Chen for his technical
support during this book’s editing process. Finally, we would like to convey our
appreciation to all contributors, authors and reviewers who made this book
possible.
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Robustness of Convergence Proofs in Numerical
Methods in Unconstrained Optimization

B. S. Goh, W. J. Leong and K. L. Teo

Abstract Numerical methods to solve unconstrained optimization problems may
be viewed as control systems. An important principle in dynamic control system
theory is that control policies should be prescribed in a feedback manner rather than
in an open loop manner. This is to ensure that the outcomes are not sensitive to small
errors in the state variables. A standard proof in numerical methods in unconstrained
optimization like the Zoutendijk method is, from the control theory point of view,
an open loop type of analysis as it studies what happens along a total trajectory for
various initial state variables. In this chapter, an example is constructed to show that
the eventual outcome and convergence to a global minimum point or otherwise can
be very sensitive to initial values of the state variable. Convergence of a numerical
method in unconstrained optimization can also be established by using the Lyapunov
function theorem. The Lyapunov function convergence theorem provides feedback
type analysis and thus the outcomes are robust to small numerical errors in the initial
states. It requires that the level sets of the objective function are properly nested
everywhere in order to have global convergence. This means the level sets of the
objective function must be topologically equivalent to concentric spherical surfaces.

1 Introduction

An iterative method to compute the minimum point in an unconstrained optimization
problem can be viewed as a control system. Thus to achieve robust solutions it
is desirable to have feedback solution rather than open loop control policies [1].
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A typical proof of a numerical method in optimization examines what happens along
the total path of a trajectory for all admissible initial values. Thus, it is an open
loop type of analysis. On the other hand, a proof of convergence of a numerical
method by Lyapunov theorem in an unconstrained optimization problem examines
what happens to changes in the value of the objective function relative to the level
sets of the function in a typical iteration and it is re-started with numerical errors of
the state variable. This is an example of feedback type control analysis and thus it is
robust to numerical errors in the computation of the current position.

We shall draw on an example due to Barbashin and Krasovskii [1–3], and use
Lyapunov function theory to illustrate the differences between open loop and closed
loop convergence analysis of a numerical method in unconstrained optimization. It
will also be demonstrated that open loop type of convergence along each trajectory
for all possible initial conditions may not guarantee convergence to a global mini-
mum point. It only establishes convergence to stationary points. What is needed is
the concept of properly nested level sets of the objective function which is a key
requirement for global convergence in a proof by using Lyapunov function theorem.
Globally, an objective function has properly nested level sets if all the level sets are
topologically equivalent to concentric spherical surfaces.

For convenience, brief reviews of Lyapunov function theorem for the global con-
vergence of an iterative system and the Zoutendijk theorem for the convergence of a
line search method in optimization will be given.

2 Convergence Proof by Using Lyapunov Function
Theorem in Optimization

The traditional statement of the Lyapunov function theorem [1, 4–7] for a system of
iterative equations is as follows: Let x∗ be the optimal solution in an optimization
problem. It is the equilibrium point of a system of iterative equations. Let L and C
be positive constants. The vector iterative equation is,

x(k + 1) = F[x(k)], x ∈ Rn, k = 0, 1, 2, . . . , (1)

where F(x) is a vector of continuous functions which does not explicitly contain
the time variable k. It is said to be a time independent system. Thus, this analysis
is not immediately applicable to time varying iterative systems like Quasi-Newton
iterations in optimization. Some changes of this analysis can be made and they would
then be applicable to time dependent systems.

We seek a continuous and nonnegative scalar function, V(x), such that,

ζV [x(k)] = V [F(x(k))] − V [x(k)] < 0, k = 0, 1, 2, . . . (2)
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for all x(k) ∈ {x|0 ≤ V(x) ≤ L} = η(x, x∗, L) and where x ≈= x∗. At the equilibrium
point, V(x∗) = 0 and trivially, ζV(x∗) = 0. By definition, a sublevel set of the
function V(x)is defined by η(x, x∗, L) = {x|0 ≤ V(x) ≤ L}. Here, if L is a large
positive constant, it defines a large sublevel set of V(x). On the other hand, a level
set of the function V(x) is the set given by τ = {x|V(x) = C}. If condition (2) is
satisfied, the function ζV(x) is said to be negative definite in the sublevel region,
η(x, x∗, L). It is important to differentiate between a level set and a sublevel set in
a convergence analysis.

In an unconstrained optimization problem with objective function f (x), the fol-
lowing function is a natural Lyapunov function

V(x) = f (x) − f (x∗). (3)

Clearly, V(x) is a merit function in optimization theory, with an additional require-
ment that it has a zero value at the optimal point, x∗. Furthermore, all the level sets of
the function V(x) must be properly nested in a sublevel set or global region, which
means that they are topologically equivalent to concentric spherical surfaces. The
function V(x) with the required properties is called a Lyapunov function. The con-
dition that the level sets of a function are properly nested can be verified easily for
a function of two variables. This is done by plotting samples of the level sets of the
function and by invoking the assumption that the function is continuous.

Suppose that f (x) is the objective function for an unconstrained optimization
problem with higher dimension. Then a sufficient condition to ensure that the level
sets of a Lyapunov function are properly nested globally is that there exists a positive
constants, γ , such that

V(x) − V(x∗) = f (x) − f (x∗) ≥ γ ||x − x∗||, (4)

for all x ∈ Rn, where ||.|| is a norm. If (4) is satisfied globally, the Lyapunov function
is also said to be radially unbounded. In (4), a fixed point at the point x∗ is used.
On the other hand, a Lipschitz type condition in place of (4) for use in convergence
analysis in numerical methods, would require that for all x and y in a finite region,

||∇f (x) − ∇f (y) ≤ γ ||x − y||. (5)

Note that the inequality signs in (4) and (5) are in opposite directions. Furthermore,
(4) is a condition on the objective function rather than its gradient function in (4).

Theorem 2.1 The equilibrium, x∗, of the iterative equation (1) is globally convergent
if

(i) there exists a continuous nonnegative function V(x) with V(x∗) = 0, such that
the function change ζV(x) in (2) is negative definite globally and

(ii) all the level sets of V(x), are properly nested.

Proof Suppose as k → ∞ the function V [x(k)] → K∞ ≈= 0
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We maximize the function

W(x) = ζV [x(k)] = V [F(x(k))] − V [x(k)] (6)

for all x(k) ∈ η(x, K∞, V(x(0))) = {x|K∞ ≤ V(x) ≤ V(x(0))}. This set, which
is bounded by the two level sets of the function, V(x), is a closed and bounded
(i.e., compact) set because of the assumption that the level sets of V(x) are properly
nested. Thus, by Weierstrass’s theorem for continuous functions, the maximum of
W(x) = ζ V(x) = V [F(x)] − V(x) in η(x, K∞, V(x(0))) exists and it is attained in
this compact set. Let the maximum value of W(x) = −θ . Furthermore, θ is a nonzero
positive parameter as ζ V(x) is negative definite and by assumption, K∞ ≈= 0.
We have

V [x(N)] =
N−1∑

0

ζV [x(k)] + V [x(0)] ≤ −Nθ + V [x(0)]. (7)

This implies that V [x(N)] → −∞ as N → ∞. This is impossible as V(x) is
nonnegative for all values of N . Hence we must have K∞ = 0.This shows that the
equilibrium is globally asymptotically convergent.

Corollary 2.1 Suppose that the two conditions in Theorem 2.1 are satisfied only in a
finite sublevel region, η(x, x∗, L). Then the convergence is valid in the finite region.

To apply Theorem 2.1 to a numerical method in an unconstrained optimization
problem, minimize f (x), a natural choice of the Lyapunov function is,

V(x) = f (x) − f (x∗).

This implies that,
ζV(x) = ζ[f (x) − f (x∗)] = ζf (x). (8)

It is an important practical result, because ζV(x) can be calculated in each step of
an iterative method for an optimization problem even though the Lyapunov function
V(x) is not explicitly defined. This property provides an important way to ensure that
the Lyapunov function theorem is satisfied in a specific problem when a numerical
method is used.

On careful examination of (7), it is observed that the reduction of value of the
Lyapunov function is finite and negative in a typical iteration. When the Lyapunov
function theorem is applied to a numerical method for finding a solution of a specific
problem, ζ V(x) = ζf (x) can be computed at each step. If numerical errors of
an algorithm cause it to be positive in a particular iteration, ζV(x) = ζf (x) would
require re-computation until it is negative or stop—indicating failure of the numerical
method.
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3 Zoutendijk Convergence Analysis of a Numerical
Method in Optimization

The Zoutendijk theorem is a set of prototype conditions which are used to establish
the convergence of a numerical method for computing the minimum point of an
optimization problem. It examines what happens along the total trajectory for a given
initial state. A numerical method in unconstrained optimization may be viewed as
a control system where the position is called the state vector and the steplengths
and directions are control variables. For a control system, a feedback control policy
is preferred over an open loop control policy [1, 8]. This is because an open loop
control can be very sensitive to errors in the initial or current values of the state
variables. This sensitivity of outcomes to numerical errors in the initial or current
state variables will be explicitly and clearly demonstrated in an example.

For convenience, we briefly describe the application of Zoutendijk theorem to
establish convergence of a line search method in unconstrained optimization of the
objective function f (x). Assume a line search method generates the iterative equation,

x(k + 1) = x(k) + α(k)p[x(k)], x ∈ Rn, k = 0, 1, 2, . . . . (9)

The key conditions required are: (i) The objective function is bounded below; and
(ii) the gradient vector of the objective function satisfies the Lipschitz condition in
an open subset η(x, x0) of the sublevel set {x|f (x) ≤ f (x0)}. This means that for any
pair of points x and y in η(x, x0), there exists a positive constant γ such that,

||∇f (y) − ∇f (x)|| ≤ γ ||y − x||. (10)

Furthermore, the steplength in the iterative equation (9) is chosen to satisfy the
Wolfe’s conditions, namely,

f [x(k) + α(k)p(k)] ≤ f [x(k)] + c1α(k)∇f [x(k)]T p(k), (11)

∇ f [x(k) + α(k)p(k)]T p(k) ≥ c2∇f [x(k)]T p(k). (12)

The positive constants c1andc2 are such that 0 < c1 < c2 < 1.
Under these conditions, the Zoutendijk theorem states that,

∑
cos2θ(k)||∇f [x(k)]||2 < ∞. (13)

Here, θ(k) is the angle between the search direction p(k) and the steepest descent
direction, −∇f [x(k)]. Thus, if there exists a positive constant σ such that

cos(θ(k)) ≥ σ > 0, (14)

then it can be deduced that
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lim ||∇f [x(k)]|| = 0 (15)

as k → ∞. This means that the trajectory generated from an arbitrary initial point
x0 would converge to a stationary point.

It is important to note that condition (13) or (15) is a property of the total trajectory
from an arbitrary initial point x0. Thus, there is no way to predicts what will happen if
there are numerical errors in the initial state vector or a current vector as the iterative
method progresses. In control system terminology, this may be viewed as an open
loop control policy which is sensitive to numerical errors in the state variable during
the computation of successive iterations. We shall demonstrate this by a specific
example in the next section. Furthermore, the convergence of the iterative method is
only to a stationary point which may not be even a local minimum point. This will
be shown in an example.

4 Analysis of a Counterexample Without Properly
Nested Level Sets

We shall adapt a counterexample due to Barbashin and Krasovskii [1–3] in Lyapunov
theory for a system of ordinary differential equations to a system of iterative equation
equations. For a system of ordinary differential equations, without the property that all
the level sets are properly nested, an objective function can be monotonic decreasing,
but the trajectories may not converge to the global minimum point.

From this counterexample, it is observed that if all the level sets of the objective
function are not properly nested, then the solutions can be very sensitive to errors in
the values of initial variables and hence they are not robust against numerical errors.

Example 4.1 Consider an unconstrained optimization with its objective function,

V(x) = f (x) = x2
1/(1 + x2

1) + x2
2 . (16)

Its global minimum is at the origin. For convenience, let

w = (1 + x2
1). (17)

It does not have properly nested level sets for states in the set defined by

{x|V(x) ≥ b > 1},

where b is a constant.
Assume that the iterative equations to compute the minimum point are given by

x1(k + 1) = x1(k) − α(k)[6x1(k)/w2(k) + 2x2(k)], (18)
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Fig. 1 Objective function has properly nested level sets only in a sublevel set {x|f (x) ≤ c < 1}.
Lyapunov theorem guarantees convergence only is such sets. Zoutendijk theorem applies globally
as function is monotonic decreasing everywhere. But trajectories with initial condition (0,a) with
a ≥ 2.61 converge to (∞, 0). BRS and APM show sensitivities to initial values

x2(k + 1) = x2(k) − α(k)[2(x1(k) + x2(k))/w2(k)], (19)

with the steplength, α(k) = 0.01
With sufficiently small steplengths, it follows from Taylor’s approximation that

ζ V(x) = V [x(k + 1)] − V [x(k)] (20)

= ∇V [x(k)]T ζx(k)

= −12αx2
1/w4 − 4αx2

2/w2 < 0.

Thus, the objective function is monotonic decreasing globally except at the origin.

Apply the Zoutendijk theorem to this example, we deduce that

lim cos2 θ ||∇f (x)||2 → 0, (21)

with iterations from any point, globally. But the outcomes could be the global mini-
mum point at the origin or a stationary point at (∞, 0) or (−∞, 0).

By Lyapunov function theorem, the level sets of the objective function are only
properly nested in a sublevel set, {x|f (x) = V(x) ≤ c < 1}, where c is a constant.
Thus, by Lyapunov function theorem, we are ensured that all trajectories with initial
points in this sublevel set will converge to the global minimum at the origin (0,0), as
depicted in Fig. 1.
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Zoutendijk theorem can be applied to all initial points but for initial points, such
as (0,a) with a ≥ 2.61, the trajectories converge to (∞, 0), rather than the global
minimum point. A more important issue is that as under an open loop control pol-
icy, the trajectories can be sensitive with respect to numerical errors in the initial
state vector. This is illustrated by the trajectories APM from (0,2.6) and BRS from
(0,2.61) in Fig. 1. Here, a small change in initial conditions leads to entirely different
outcomes. Thus, Zoutendijk theorem in a proof of convergence only provides con-
ditions for a trajectory from a typical initial point to converge to a stationary point.
More importantly, the trajectories can be very sensitive to the choice of the values
of the initial state variables. This phenomena is a well known weakness of an open
loop policy in control systems.

5 Conclusion

Numerical methods in unconstrained optimization can be viewed as control systems.
It is well know that a feedback control policy is much preferred over an open control
policy in control systems. Proofs of convergence of a numerical method, such as
those based on Zoutendijk theorem, are in the context of open loop control policies.
They examine what happens along the total path of a trajectory for different initial
values. Thus the outcome could be sensitive to numerical errors of the initial values
or the current state. Furthermore, Zoutendijk theorem ensures only convergence to
stationary points.

On the other hand, the Lyapunov theorem proof of the convergence of a numerical
method in unconstrained optimization is a feedback type of analysis. It requires that
in a typical iteration the decrease in the objective function must be finite and negative.
If numerical errors caused the failure of this monotonic decrease condition of the
objective function, then it requires new iterations by line search or otherwise to re-
compute a new iteration which causes a decrease in the objective function. Thus the
Lyapunov function approach has feedback properties.

Furthermore, the Lyapunov function requires that the objective function has prop-
erly nested level sets globally or in a finite sublevel set which defines an estimate of
its region of convergence. With the properly nested level sets property, convergence
to a minimum point is guaranteed and not just to a stationary point.
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Robust Optimal Control of Continuous Linear
Quadratic System Subject to Disturbances

Changzhi Wu, Xiangyu Wang, Kok Lay Teo and Lin Jiang

Abstract In this chapter, the robust optimal control of linear quadratic system is
considered. This problem is first formulated as a minimax optimal control prob-
lem. We prove that it admits a solution. Based on this result, we show that this
infinite-dimensional minimax optimal control problem can be approximated by a
sequence of finite-dimensional minimax optimal parameter selection problems. Fur-
thermore, these finite-dimensional minimax optimal parameter selection problems
can be transformed into semi-definite programming problems or standard minimiza-
tion problems. A numerical example is presented to illustrate the developed method.

1 Introduction

A fundamental problem of theoretical and practical interest, that lies at the heart of
control theory, is the design of controllers that yield acceptable performance for a
family of plants under various types of inputs and disturbances [1]. This problem
is often referred to as a robust optimal control problem. Normally, there are two
kinds of criteria to achieve robust controller design. One is based on a statistical
description, i.e., the criterion of the expectations of the cost and the constraints is
adopted [17]. For the other one, the worst-case performance criterion is adopted [2–4,
9–12, 15, 18].
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The dynamical systems can be classified into two kinds—discrete dynamical
system and continuous dynamical system. For the robust optimal control of linear
discrete dynamical system with quadratic cost function, there are many results avail-
able [2–5, 9–12, 15, 18]. If disturbances lie in an ellipsoid, then it is shown in [3] that
such an optimal control problem without constraints is equivalent to a semi-definite
programming (SDP) problem. If the optimal control problem is subject to constraints
on the state and control, it can be relaxed (see [3]) as a second-order cone program-
ming (SOCP). If disturbances lie in a polyhedral, then such a robust optimal control
problem becomes computationally highly demanding, (see [2, 12]). For other results
on such robust optimal control problems, see, for example, [2, 3, 10–12, 18]. For
robust optimal control governed by continuous dynamical system, a computational
scheme is developed in [16]. By introducing a linear operator and resorting to its
norm, the original minimax optimal control problem can be transformed into a stan-
dard optimal control problem. This method depends crucially on the special form of
the cost function. If the cost function is with the terminal cost, then this method does
not work.

In this chapter, we consider a class of robust optimal control problems governed
by continuous dynamical systems subject to constraints on the admissible controls
and the disturbances. The cost function involves not only a quadratic integral cost,
but also a terminal cost expressed in the form of quadratic terminal state. Further-
more, we will use piecewise functions, rather than orthornormal basis as in [16],
to approximate admissible control functions. We first show that this robust optimal
control problem admits a solution. Based on this result, we show that this infinite-
dimensional minimax optimal control problem can be approximated by a sequence of
finite-dimensional minimax optimal parameter selection problems. Then, we show
that these minimax optimal parameter selection problems can be transformed into
SDPs. We also show that these minimax optimal parameter selection problems can
also be transformed into standard minimization problems. Thus, gradient-based op-
timization methods can be applied. To illustrate our developed method, a numerical
example is presented.

2 Problem Formulation

Consider the continuous linear dynamical system

ẋ (t) = A (t) x (t) + B (t) u (t) + C (t) w (t) , t ∗ [0, T ] ,

x (0) = x0, (1)

where T is the given terminal time, x (t) ∗ R
n is the state at time t , x0 is a given

initial state, u (t) ∗ R
m is the input at time t , w (t) ∗ R

r is the uncertainty at time t ,
and A, B and C are matrices with appropriate dimension.
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Let

W =
{

w ∗ L2 ([0, T ] , R
r ) : ∈w∈2

L2 =
⎢ T

0
(w (t))T w (t) dt ≤ ζ 2

⎧
, (2)

and

U =
{

u ∗ L2 ([0, T ] , R
m) : ∈u∈2

L2 =
⎢ T

0
(u (t))T u (t) dt ≤ η2

⎧
. (3)

A function u is said to be an admissible control if u ∗ U . Note that W and U
are weakly closed in L2 ([0, T ] , R

r ) and L2 ([0, T ] , R
m), respectively. For brevity,

they are simply referred to as weakly closed.
Now our robust optimal control problem can be stated as follows.
Problem (P). Choose (u≈, w≈) ∗ U × W such that

J
(
u≈, w≈) = min

u∗U
max
w∗W

J(u, w) = (x (T ))T Px (T )+
⎢ T

0
(x (t))T Q (t) x (t) + (u (t))T R (t) u (t) dt, (4)

where P , Q (t) and R (t) are all positive definite matrices with appropriate dimen-
sions.

To proceed, we assume that the matrices A (t), B (t), C (t), Q (t) and R (t) are
continuous matrix-valued functions defined on [0, T ].

3 Existence Theorem

Note that for each given t ∗ [0, T ], P , Q (t) and R (t) are all positive definite
matrices. Let F (t, τ ) be the n × n state transition matrix that satisfies

Ḟ (t, τ ) = A (t) F (t, τ ),

F (τ, τ ) = I, (5)

where I is the identity matrix. Then, for each given u and w, the solution of (1) can
be expressed as

x (t |u, w) = F (t, 0) x0 +
⎢ t

0
F (t, τ ) B (τ ) u (τ ) dτ +

⎢ t

0
F (t, τ ) C (τ ) w (τ ) dτ.

(6)
Since P and Q (t) are positive definite matrices for each given t ∗ [0, T ], J (u, w) is
strictly convex with respect to x . From (6), it follows that x is linear with respect to
w. Thus, J (u, w) is strictly convex with respect to w. For each given u ∗ U , since
W is a weakly sequentially compact subset of L2 ([0, T ] , R

r ), there exists a w (u)
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such that
J (u, w (u)) = max

w∗W
J (u, w).

Let

G (u) =
⎢ T

0
(u (t))T R (t) u (t) dt.

Note that for each given t ∗ [0, T ], R (t) is positive definite, it is easily to verify
that G (u) is a strictly convex function with respect to u. Now we have the following
lemmas.

Lemma 1. If un γ u as n ≥ ∇, (un γ u means that un converges to u weakly in
L2 ([0, T ] , R

m)). Then,

u ∗ U and G (u) ≤ lim
n≥∇

G (un). (7)

If un ≥ u as n ≥ ∇, (un ≥ u means that un converges to u in the norm of
L2 ([0, T ] , R

m)), where {un} → U , then

u ∗ U and lim
n≥∇G (un) = G (u). (8)

Proof. Suppose that un γ u. Clearly, u ∗ U , as U is a weakly closed set in
L2 ([0, T ] , R

m). By the convexity of G (u), we have

G (un) ∞ G (u)+∩DG (u) , un − u≡ = G (u)+2
⎢ T

0
(un (t) − u (t))T R (t) u (t) dt.

(9)
Note that {un} → U and R (·) is continuous on [0, T ], we can show that

⎢ T

0
(un (t))T R (t) un (t) dt

is bounded uniformly with respect to n. Thus, lim
n≥∇

G (un) exists. Since R (·)
is continuous on [0, T ] and u ∗ L2 ([0, T ] , R

m), it follows that R (·) u (·) ∗
L2

(
[0, T ] , R

n×m
)
. Thus,

lim
n≥∇

⎢ T

0
(un (t))T R (t) u (t) dt =

⎢ T

0
(u (t))T R (t) u (t) dt (10)

as un γ u. Therefore, (7 ) holds.
Suppose that un ≥ u, i.e.,

∈un − u∈L2 ≥ 0. (11)
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Clearly, u ∗ U . Since {un} → U and R (·) is continuous on [0, T ], there exists a
constant κ such that

∈R (·) un (·)∈L2 ≤ κ for all n = 1, 2, . . .,

and
∈R (·) u (·)∈L2 ≤ κ.

Thus,

|G (un) − G (u)| ≤
⎪⎪⎪⎪
⎢ T

0
(un (t) − u (t))T R (t) un (t) dt

⎪⎪⎪⎪+
⎪⎪⎪⎪
⎢ T

0
(un (t) − u (t))T R (t) u (t) dt

⎪⎪⎪⎪

≤ κ ∈un − u∈L2 +
⎪⎪⎪⎪
⎢ T

0
(un (t) − u (t))T R (t) u (t) dt

⎪⎪⎪⎪ (12)

≤ 2κ ∈un − u∈L2 .

Since un ≥ u, it follows that lim
n≥∇G (un) = G (u). This completes the proof.

Define

F (u, w) = (x (T |u, w))T Px (T |u, w) +
⎢ T

0
(x (t |u, w))T Q (t) x (t |u, w) dt,

We have the following lemma.

Lemma 2. Suppose that un γ u and wn γ w as n ≥ ∇, where {un} → U and
{wn} → W . Then,

lim
n≥∇F (un, wn) = F (u, w), (13)

where u ∗ U and w ∗ W .

Proof. Since U and W are weakly closed, u ∗ U and w ∗ W . By the continuity
of A (t), F (t, ·) is continuous on [0, t] for each t ∗ [0, T ] Note that

|x (t |un, wn) − x (t |u, w)|
=
⎪⎪⎪⎪
⎢ t

0
F (t, τ ) B (τ ) (un (τ ) − u (τ )) dτ +

⎢ t

0
F (t, τ ) C (τ ) (wn (τ ) − w (τ )) dτ

⎪⎪⎪⎪

≤
⎪⎪⎪⎪
⎢ t

0
F (t, τ ) B (τ ) (un (τ ) − u (τ )) dτ

⎪⎪⎪⎪ +
⎪⎪⎪⎪
⎢ t

0
F (t, τ ) C (τ ) (wn (τ ) − w (τ )) dτ

⎪⎪⎪⎪

=
⎪⎪⎪⎪
⎢ T

0
F̃ (t, τ ) B (τ ) (un (τ ) − u (τ )) dτ

⎪⎪⎪⎪ +
⎪⎪⎪⎪
⎢ T

0
F̃ (t, τ ) C (τ ) (wn (τ ) − w (τ )) dτ

⎪⎪⎪⎪,
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where

F̃ (t, τ ) =
{

F (t, τ ) , i f τ ≤ t,
0n×n else.

Clearly, F̃ (t, τ ) B (τ ) and F̃ (t, τ ) C (τ ) are continuous on [0, T ] except at the
point τ = t and hence F̃ (t, τ ) B (τ ) ∗ L2

(
[0, T ] , R

n×m
)

and F̃ (t, τ ) C (τ ) ∗
L2

(
[0, T ] , R

n×r
)
. Thus, for each t ∗ [0, T ], we have

lim
n≥∇ xn (t |un, wn) = x (t |u, w). (14)

On the other hand,

|x (t |un, wn)| =
⎪⎪⎪⎪F (t, 0) x0 +

⎢ t

0
F (t, τ ) B (τ ) un (τ ) dτ+

⎢ t

0
F (t, τ ) C (τ ) wn (τ ) dτ

⎪⎪⎪⎪

≤ |F (t, 0) x0| +
⎪⎪⎪⎪
⎢ t

0
F (t, τ ) B (τ ) un (τ ) dτ

⎪⎪⎪⎪+
⎪⎪⎪⎪
⎢ t

0
F (t, τ ) C (τ ) wn (τ ) dτ

⎪⎪⎪⎪

≤ |F (t, 0) x0| +
⎥

m⎩

i=1

(⎢ t

0

(
(F (t, τ ) B (τ ))i

)2
dτ

)]1/2

⎥
m⎩

i=1

⎢ T

0

(
un,i (τ )

)2
dτ

]1/2

+
⎥

r⎩

i=1

⎢ t

0

(
(F (t, τ ) C (τ ))i

)2
dτ

]1/2

⎥
r⎩

i=1

⎢ T

0

(
wn,i (τ )

)2
dτ

]1/2

,

where (F (t, τ ) B (τ ))i is the i-th element of F (t, τ ) B (τ ). By the continuity of∫ t
0

(
(F (t, τ ) B (τ ))i

)2
dτ ,

∫ t
0

(
(F (t, τ ) C (τ ))i

)2
dτ and F (t, 0) x0, there exists a θ

such that

θ = max
i=1,...,m; j=1,...,r;t∗[0,T ]

{⎢ t

0

(
(F (t, τ ) B (τ ))i

)2
dτ,

⎢ t

0

(
(F (t, τ ) C (τ )) j

)2
dτ, |F (t, 0) x0|

⎧
.
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It follows that

|x (t |un, wn)| ≤ θ + θ1/2 (∈un∈L2 + ∈wn∈L2
) ≤ θ + θ1/2 (ζ + η) , ∀t ∗ [0, T ].

Since Q (t) is continuous on [0, T ] and is positive definite for each t ∗ [0, T ], we
have, for any t ∗ [0, T ],

0 ≤ (x (t |un, wn))T Q (t) x (t |un, wn) ≤ max
i, j=1,...,n;t∗[0,T ]

⎪⎪Qi, j (t)
⎪⎪

(
θ + θ1/2 (ζ + η)

)2
.

Therefore, by Lebesgue Dominated Convergence Theorem (Theorem 2.6.4 in
[14]), it holds that

lim
n≥∇

⎢ T

0
(x (t |un, wn))T Q (t) x (t |un, wn) dt

=
⎢ T

0
lim

n≥∇ (x (t |un, wn))T Q (t) x (t |un, wn) dt

=
⎢ T

0
(x (t |u, w))T Q (t) x (t |u, w) dt. (15)

By virtue of (14) with t = T and (15), we obtain

lim
n≥∇F (un, wn) = F (u, w).

This completes the proof.

From Lemma 1 and Lemma 2, we have the following lemma.

Lemma 3. If un γ u and wn γ w, where {un, wn} → U × W , then,

(u, w) ∗ U × W and J (u, w) ≤ lim
n≥∇

J (un, wn).

If un ≥ u and wn γ w, where {un, wn} → U × W , then,

(u, w) ∗ U × W and J (u, w) = lim
n≥∇ J (un, wn).

Now we have the following main theorem in this section.

Theorem 1. Consider Problem (P). Then, there exists a (u≈, w≈) ∗ U × W such
that

J
(
u≈, w≈) = min

u∗U
max
w∗W

J (u, w). (16)
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Proof. Note that L2 ([0, T ] , R
r ) is reflexive and U is a compact and convex set.

It follows that U is weakly sequentially compact. To prove (16), it suffices, by
Proposition 38.12 in [19], to prove that

J (u) = max
w∗W

J (u, w)

is weakly sequentially lower semi-continuous. That is to say, we only need to prove

J (u) ≤ lim
n≥∇

J (un) when un γ u. (17)

Suppose that un γ u. From Lemma 3, we know that

J (u, w) ≤ lim
n≥∇

J (un, w) , for any w ∗ W .

Clearly,
max
w∗W

J (un, w) ∞ J (un, w).

It follows that

J (u, w) ≤ lim
n≥∇

J (un, w) ≤ lim
n≥∇

max
w∗W

J (un, w) , for any w ∗ W .

Thus,

J (u) = max
w∗W J (u,w) ≤ lim

n≥∇
max
w∗W J (un, w) = lim

n≥∇
J (un, w (un)) = lim

n≥∇
J (un).

This completes the proof.

4 Problem Approximation

Consider a monotonically non-decreasing sequence {S p}∇p=1 of finite subsets of

[0, T ]. For each p, let n p + 1 points of S p be denoted by t p
0 , t p

1 , . . . , t p
n p . These

points are chosen such that

t p
0 = 0, t p

n p = T , and t p
k−1 < t p

k , k = 1, 2, . . . , n p.

Thus, associated with each S P there is the obvious partition I p of [0, T ] defined
by

I p = {I p
k : k = 1, . . . , n p},

where I p
k = [t p

k−1, t p
k ).
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We choose S P such that lim
p≥∇ S p is dense in [0, T ], that is

lim
p≥∇ max

k=1,...,n p

⎪⎪I p
k

⎪⎪ = 0,

where
⎪⎪I p

k

⎪⎪ = t p
k − t p

k−1, the length of the kth interval.
Let

u p(t) =
n p⎩

k=1

α p,kσI p
k
(t), (18)

wp(t) =
n p⎩

k=1

θ p,kσI p
k
(t), (19)

and

α p = [(α p,1)T , . . . , (α p,n p )T ]T and θ p = [(θ p,1)T , . . . , (θ p,n p )T ]T ,

where

α p,k =
[
α

p,k
1 , . . . , α

p,k
m

]T
, and θ p,k =

[
θ

p,k
1 , . . . , θ

p,k
r

]T
,

σI denotes the indicator function of I defined by

σI (t) =
{

1, t ∗ I,
0, elsewhere.

Define
Π p =

{
α p ∗ R

mn p : (α p)T
U Pα p ≤ η2

}
, (20)

Ξ p =
{
θ p ∗ R

rn p : (θ p)T
W Pθ p ≤ ζ 2

}
, (21)

U p =
{

u p(t) =
n p⎩

k=1

α p,kσI p
k
(t) : α p ∗ Π p

}
,

and

W p =
{

wp(t) =
n p⎩

k=1

θ p,kσI p
k
(t) : θ p ∗ Ξ p

}
,

where
U P = diag

(⎪⎪I p
1

⎪⎪ Im×m,
⎪⎪I p

2

⎪⎪ Im×m, . . . ,
⎪⎪I p

n p

⎪⎪ Im×m
)
,

and
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W P = diag
(⎪⎪I p

1

⎪⎪ Ir×r ,
⎪⎪I p

2

⎪⎪ Ir×r , . . . ,
⎪⎪I p

n p

⎪⎪ Ir×r
)
.

It is clear that U p ⊆ U and W p ⊆ W . Furthermore, we have the following
lemma.

Lemma 4. For any u ∗ U and w ∗ W , let

u p(t) =
n p⎩

j=1

α p, jσI p
j
(t) (22)

and

wp(t) =
n p⎩

j=1

θ p, jσI p
j
(t), (23)

where

α p, j = 1⎪⎪⎪I p
j

⎪⎪⎪

⎢

I p
j

u(t)dt

and

θ p, j = 1⎪⎪⎪I p
j

⎪⎪⎪

⎢

I p
j

w(t)dt.

Then, u p ∗ U p and wp ∗ W p. Furthermore,

u p ≥ u and wp ≥ w. (24)

Proof. Note that

⎢ T

0

(
u p(t)

)T
u p(t)dt =

⎢ T

0

⎛

⎝
n p⎩

j=1

α p, jσI p
j
(t)

⎞

⎠
T ⎛

⎝
n p⎩

j=1

α p, jσI p
j
(t)

⎞

⎠ dt

=
n p⎩

j=1

⎢

I p
j

(
α p, j

)T
α p, j dt =

n p⎩

j=1

1⎪⎪⎪I p
j

⎪⎪⎪

⎢

I p
j

uT (t)dt
⎢

I p
j

u(t)dt

≤
n p⎩

j=1

1⎪⎪⎪I p
j

⎪⎪⎪

⎪⎪⎪I p
j

⎪⎪⎪
⎢

I p
j

uT (t)u(t)dt =
⎢ T

0
uT (t)u(t)dt. (25)

Thus, u p ∗ U p. In a similar way, we can show that wp ∗ W p. From Lemma 6.4.1
of [14], we have

u p (t) ≥ u (t) , for almost all t ∗ [0, T ],



Robust Optimal Control of Continuous Linear Quadratic System 21

and
wp (t) ≥ w (t) , for almost allt ∗ [0, T ].

Note that {u p}× {wp} → U × W and u × w ∗ U × W . We have ∈u p∈2
L2 ≤ η2 and

∈wp∈2
L2 ≤ ζ 2 for all p = 1, . . ., while ∈u∈2

L2 ≤ η2 and ∈w∈2
L2 ≤ ζ 2. Since T is a

finite number, the conclusion of the lemma follows readily.

With u ∗ U p and w ∗ W p, the dynamical system (1) becomes

ẋ (t) = A (t) x (t) + B (t)

n p⎩

k=1

α p,kσI p
k
(t) + C (t)

n p⎩

k=1

θ p,kσI p
k
(t),

x (0) = x0, (26)

and J (u, w) becomes

J̃
(
α p, θ p) = (x (T ))T Px (T ) +

⎢ T

0

{
(x (t))T Q (t) x (t) +

( n p⎩

k=1

α p,kσI p
k
(t)

)T

R (t)

( n p⎩

k=1

α p,kσI p
k
(t)

)⎫⎬

⎭ dt.

Now we define the following minimax optimal parameter selection problem.
Problem

(
Pp
) :For the given dynamical system (26), choose (α p,≈, θ p,≈) ∗ Π p×Ξ p

such that
J̃
(
α p,≈, θ p,≈) = min

α p∗Π p
max

θ p∗Ξ p
J̃
(
α p, θ p).

Remark 1. Following a similar argument given for the proof of Theorem 1, we can
show that for Problem

(
Pp
)
, there exists a (α p,≈, θ p,≈) ∗ Π p×Ξ p such that

J
(
α p,≈, θ p,≈) = min

α p∗Π p
max

θ p∗Ξ p
J̃
(
α p, θ p). (27)

Theorem 2. Suppose that (u≈, w≈) and (α p,≈, θ p,≈) are the optimal solutions of
Problem (P) and Problem

(
Pp
)
, respectively. That is,

J
(
u≈, w≈) = min

u∗U
max
w∗W

J (u, w) and J̃
(
α p,≈, θ p,≈) = min

α p∗Π p
max

θ p∗Ξ p
J̃
(
α p, θ p).

Then,
lim

p≥∇ J̃
(
α p,≈, θ p,≈) = J

(
u≈, w≈). (28)

Proof. Suppose that (28) is not true. Then, there exists an ε0 > 0 and a sub-sequence
{α pk ,≈, θ pk ,≈} such that
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⎪⎪⎪ J̃
(
α pk ,≈, θ pk ,≈) − J

(
u≈, w≈)

⎪⎪⎪ ∞ ε0. (29)

Let ũ pk ,≈(t) and w̃pk ,≈(t) be the piecewise constant functions corresponding to α pk ,≈
and θ pk ,≈ given by (18) and (19), respectively. Clearly, (ũ pk ,≈, w̃pk ,≈) ∗ U × W
for any k. Since U × W is weakly sequentially compact in L2 ([0, T ] , R

m) ×
L2 ([0, T ] , R

r ), it follows that {(ũ pk ,≈, w̃pk ,≈)}∇k=1 contains a subsequence, which is
denoted by the same sequence, and a (ũ≈, w̃≈) ∗ U × W such that

(
ũ pk ,≈, w̃pk ,≈) γ

(
ũ≈, w̃≈). (30)

Let u≈,pk and w≈,pk be constructed from u≈ and w≈ according to (22) and (23),
respectively, as follows:

u≈,pk (t) =
n pk⎩

j=1

α ≈,pk , jσI
pk
j

(t),

and

w≈,pk (t) =
n pk⎩

j=1

θ≈,pk , jσI
pk
j

(t),

where

α ≈,pk , j = 1⎪⎪⎪I pk
j

⎪⎪⎪

⎢

I
pk
j

u≈(t)dt

and

θ≈,pk , j = 1⎪⎪⎪I pk
j

⎪⎪⎪

⎢

I
pk
j

w≈(t)dt.

From Lemma 4, we have

u≈,pk ≥ u≈ and w≈,pk ≥ w≈.

Note that u≈,pk ≥ u≈ and w̃pk ,≈ γ w̃≈, it follows from Lemma 3 that

J
(
u≈,pk , w̃pk ,≈) ≥ J

(
u≈, w̃≈) as k ≥ ∇.

Thus, for any ε > 0, there exists a constant K ∗ N, such that

J
(
u≈,pk , w̃pk ,≈) ≤ J

(
u≈, w̃≈) + ε,∀k > K .

Hence, we have
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J̃
(
α pk ,≈, θ pk ,≈) = min

α pk ∗Π pk
J̃
(
α pk , θ pk ,≈) ≤ J̃

(
α ≈,pk , θ pk ,≈) = J

(
u≈,pk , w̃pk ,≈)

≤ J
(
u≈, w̃≈) + ε ≤ max

w∗W
J
(
u≈, w

) + ε = J
(
u≈, w≈) + ε.

Letting k ≥ ∇, we obtain

lim
k≥∇ J̃

(
α pk ,≈, θ pk ,≈) ≤ J

(
u≈, w≈) + ε.

Since ε is arbitrary, it holds that

lim
k≥∇ J̃

(
α pk ,≈, θ pk ,≈) ≤ J

(
u≈, w≈). (31)

On the other hand, we note that ũ pk ,≈(t) γ ũ≈ and w≈,pk ≥ w≈. Then, from Lemma 3,
we have

J
(
u≈, w≈) = min

u∗U
J
(
u, w≈) ≤ J

(
ũ≈, w≈) ≤ lim

k≥∇
J̃
(
α pk ,≈, θ≈,pk

)
(32)

≤ lim
k≥∇

max
θ pk ∗Ξ pk

J̃
(
α pk ,≈, θ pk

) = lim
k≥∇

J̃
(
α pk ,≈, θ pk ,≈).

Combining (31) and (32), it holds that

lim
k≥∇ J̃

(
α pk ,≈, θ pk ,≈) = J

(
u≈, w≈). (33)

(33) is a contradictory to (29). Thus, (28) is true. This completes the proof.

Next, we have the following theorem.

Theorem 3. Suppose that (α p,≈, θ p,≈) is the optimal solution of Problem
(
Pp
)
. Let

u p,≈(t) and wp,≈(t) be the piecewise constant functions corresponding to α p,≈ and
θ p,≈ given by (18) and ( 19), respectively. If there exists a subsequence {u pk ,≈, wpk ,≈}
such that u pk ,≈ ≥ ū and wpk ,≈ ≥ w̄, as k ≥ ∇. Then, (ū, w̄) is also an optimal
solution of Problem (P).

Proof. Since u pk ,≈ ≥ ū and wpk ,≈ ≥ w̄, as k ≥ ∇, we have

lim
k≥∇ J

(
u pk ,≈, wpk ,≈) = J (ū, w̄). (34)

For any u ∗ U , let u pk be constructed from u according to (22). Then, by Lemma
4, u pk ∗ U and u pk ≥ u as k ≥ ∇. Now, as wpk ,≈ ≥ w̄, we have

lim
k≥∇ J

(
u pk , wpk ,≈) = J (u, w̄). (35)

From (34) and (35), it follows that for any ε > 0, there exists a K ∗ N such that for
any k > K , we have
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J
(
u pk ,≈, wpk ,≈) − ε ≤ J (ū, w̄) ≤ J

(
u pk ,≈, wpk ,≈) + ε.

Thus,
J (ū, w̄) ≤ J

(
u pk ,≈, wpk ,≈) + ε ≤ J

(
u pk , wpk ,≈) + ε.

Letting k ≥ ∇, we have
J (ū, w̄) ≤ J (u, w̄) + ε.

Since ε is arbitrary, it holds that

J (ū, w̄) ≤ J (u, w̄) ,∀u ∗ U . (36)

In a similar way, we can prove that

J (ū, w) ≤ J (ū, w̄) , ∀w ∗ W . (37)

Combining (36) and (37), we conclude that (ū, w̄) is an optimal solution of Problem
(P).

Remark 2. By a close examination of Theorems 2, we see that it suggests a method
for solving Problem (P). First, choose an integer p ∞ 2, select a partition of the
interval [0, T ] and solve Problem

(
Pp
)
. Then, increasing p and using the solution

obtained from the previous step as the initial guess, solve Problem
(
Pp
)

again. This
process is repeated until the change of the optimal value of the cost function is within
a desired tolerance.

5 Sub-problem Solution

From Remark 2, we know that Problem (P) can be solved by solving a sequence
of Problem

(
Pp
)
. However, Problem

(
Pp
)

is still a minimax optimal parameter
selection problem, and hence, it is hard to solve. In this section, we will develop a
computational method to solve Problem

(
Pp
)
.

For each given α p and θ p, the solution of (26) can be rewritten as:

x (t) = F (t, 0) x0 + F̃1 (t) α p + F̃2 (t) θ p,

where F̃1 ∗ R
n×mn p and F̃2 ∗ R

n×rn p are, respectively, defined by

F̃1 (t) =
[⎢ t

0
F (t, τ ) B (τ ) σI p

1
(τ )dτ,

⎢ t

0
F (t, τ ) B (τ ) σI p

2
(τ )dτ, . . . ,

⎢ t

0
F (t, τ ) B (τ ) σI p

n p
(τ )dτ

]
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and

F̃2 (t) =
[⎢ t

0
F (t, τ ) C (τ ) σI p

1
(τ )dτ,

⎢ t

0
F (t, τ ) C (τ ) σI p

2
(τ )dτ, . . . ,

⎢ t

0
F (t, τ ) C (τ ) σI p

n p
(τ )dτ

]
.

Thus, J̃ (α p, θ p) can be rewritten as

J̃
(
α p, θ p) = (

α p)T
G1α

p +(
θ p)T

G2θ
p +2hT

1 α p +2hT
2 θ p +2

(
α p)T

G3θ
p +c0,

(38)
where

G1 =
(

F̃1 (T )
)T

P F̃1 (T ) +
⎢ T

0

(
F̃1 (t)

)T
Q (t) F̃1 (t) dt +

⎢ T

0

(
F̄ (t)

)T
R (t) F̄ (t) dt,

F̄ (t) =
[
σI p

1
(t)Ir×r , σI p

2
(t)Ir×r , . . . , σI p

n p
(τ )Ir×r

]
,

G2 =
(

F̃2 (T )
)T

P F̃2 (T ) +
⎢ T

0

(
F̃2 (t)

)T
Q (t) F̃2 (t) dt,

G3 =
(

F̃1 (T )
)T

P F̃2 (T ) +
⎢ T

0

(
F̃1 (t)

)T
Q (t) F̃2 (t) dt,

h1 =
(

F (T, 0) x0
)T

P F̃1 (T ) +
⎢ T

0

(
F (t, 0) x0

)T
Q (t) F̃1 (t) dt,

h2 =
(

F (T, 0) x0
)T

P F̃2 (T ) +
⎢ T

0

(
F (t, 0) x0

)T
Q (t) F̃2 (t) dt,

and

c0 =
(

F (T, 0) x0
)T

P F (T, 0) x0 +
⎢ T

0

(
F (t, 0) x0

)T
Q (t) F (t, 0) x0dt.

It is easy to verify that G1 and G2 are positive definite. Let α̃ p = G1/2
1 α p +

G−1/2
1 h1. Then, Problem

(
Pp
)

becomes Problem
(
P̄p
)

with a difference of a constant
in the cost, which is defined as follows:
Problem

(
P̄p
) : choose (α̃ p,≈, θ p,≈) ∗ Π̃ p × Ξ p such that

J̄
(
α̃ p,≈, θ p,≈) = min

α̃ p∗Π̃ p
max

θ p∗Ξ p
J̄
(
α̃ p, θ p) = (

α̃ p)T
α̃ p + (

θ p)T

G2θ
p + 2h̃T

2 θ p + 2
(
α̃ p)T

G̃3θ
p, (39)
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where G̃3 = G−1/2
1 G3, h̃2 = h2 − GT

3 G−1
1 h1 and

Π̃ p =
{
α̃ p ∗ R

mn p :
(

G−1/2
1 α̃ p − h1

)T
U P

(
G−1/2

1 α̃ p − h1

)
≤ η2

⎧
.

Now we have the following theorem.

Theorem 4. Problem
(
P̄p
)

is equivalent to the following SDP:

min
α̃ p,λ,z

z

subject to ⎡

⎣
I α̃ p G̃3

(α̃ p)T z − ζ 2λ −h̃T
2

G̃T
3 −h̃2 λW P − G2 + G̃T

3 G̃3

⎤

⎦ ← 0, (40)

and
⎡

⎣ I
(
U P

)1/2
G−1/2

1 α̃ p − (
U P

)1/2
h1((

U P
)1/2

G−1/2
1 α̃ p − (

U P
)1/2

h1

)T
η2

⎤

⎦ ← 0.

(41)

Proof. Problem
(
P̄p
)

can be re-written as:

min z

subject to

z − (
α̃ p)T

α̃ p − (
θ p)T G2θ p − 2h̃T

2 θ p − 2
(
α̃ p)T G̃3θ p ∞ 0, ∀θ p : (θ p)T W Pθ p ≤ ζ 2,

(42)

(
G−1/2

1 α̃ p − h1

)T
U P

(
G−1/2

1 α̃ p − h1

)
≤ η2. (43)

Clearly, (43) is equivalent to (41). For the proof of the equivalence between (42) and
(40), it is referred to [3].

With the increase of the partition number n p, the size of (40) becomes very large.
It is well-known that solving a large SDP can be computationally expensive. For
an alternative approach, we show that Problem

(
P̄p
)

is equivalent to an optimiztion
problem solvable by gradient-based optimization methods. We have the following
theorem.

Theorem 5. Problem
(
P̄p
)

is equivalent to the following optimization problem,
which is referred to as Problem (G P).
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min
λ,α̃ p

Ĵ
(
λ, α̃ p) = ζ 2λ + (

α̃ p)T
α̃ p +

(
h̃2 + (

α̃ p)T
G̃3

)T (
λW P − G2

)† (
h̃2 + (

α̃ p)T
G̃3

)
,

(44)
subject to the constraints

(
G−1/2

1 α̃ p − h1

)T
U P

(
G−1/2

1 α̃ p − h1

)
≤ η2, (45)

λ ∞ λ0 = max
k=1,...,n p−1, j=1,...,m

γkm+ j⎪⎪I p
k

⎪⎪ , (46)

and (
I −

(
λW P − G2

) (
λW P − G2

)†
)(

h̃2 + (
α̃ p)T

G̃3

)
= 0, (47)

where
(
λW P − G2

)†
is the pseudo-inverse of λW P − G2, γi , i = 1, . . . , n p are the

eigenvalues of the matrix G2.

To prove this theorem, we need the following lemma.

Lemma 5. (Theorem4.3 in [6]) Consider a symmetric matrix M =
(

A B
BT C

)
.

Then, M ← 0 if and only if

A ← 0,
(

I − AA†
)

B = 0, C − BT A† B ← 0.

Proof of Theorem 5: From [3], we know that the (42) can be replaced by the
following homogeneous inequality.

t2
(

z − (
α̃ p)T

α̃ p
)

− (
θ p)T

G2θ
p − 2t h̃T

2 θ p − 2t
(
α̃ p)T

G̃3θ
p ∞ 0,

∀θ p : (θ p)T
W Pθ p ≤ ζ 2t2. (48)

(48) can be re-written as

[(
α̃ p)T

, t
] [−G2 −h̃2 − (α̃ p)T G̃3

−h̃T
2 − G̃T

3 α̃ p z − (α̃ p)T α̃ p

] [
α̃ p

t

]
∞ 0,∀θ p :

[(
α̃ p)T

, t
]

[−W P

ζ 2

] [
α̃ p

t

]
∞ 0.

(49)

Thus, (42) is satisfied if and only if there exists a λ ∞ 0 such that

[
λW P − G2 −h̃2 − (α̃ p)T G̃3

−h̃T
2 − G̃T

3 α̃ p z − ζ 2λ − (α̃ p)T α̃ p

]
← 0. (50)
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According to Lemma 5, (50) is satisfied if and only if

λW P − G2 ← 0, (51)

(
I −

(
λW P − G2

) (
λW P − G2

)†
)(

h̃2 + (
α̃ p)T

G̃3

)
= 0, (52)

and

z − ζ 2λ − (
α̃ p)T

α̃ p −
(

h̃2 + (
α̃ p)T

G̃3

)T (
λW P − G2

)† (
h̃2 + (

α̃ p)T
G̃3

)
∞ 0.

(53)
The condition (51) leads to (46). (53) is equivalent to

ζ 2λ + (
α̃ p)T

α̃ p +
(

h̃2 + (
α̃ p)T

G̃3

)T (
λW P − G2

)† (
h̃2 + (

α̃ p)T
G̃3

)
≤ z.

(54)
Combining (43), (51), (52) and (54), we obtain that Problem

(
P̄p
)

is equivalent to
Problem (G P). This completes the proof.

Remark 3. The constraint (47) in Problem (G P) can be removed if λ > λ0. This is
because

I −
(
λW P − G2

) (
λW P − G2

)−1 = 0.

Furthermore, we claim that there exists a λ̄ such that the constraint λ ∞ λ0 in Problem
(G P) can be replaced by λ0 ≤ λ ≤ λ̄. The reason is as follows.

lim
λ≥∇ Ĵ

(
λ, α̃ p) = lim

λ≥∇ ζ 2λ + (
α̃ p)T

α̃ p +
(

h̃2 + (
α̃ p)T

G̃3

)T (
λW P − G2

)†

(
h̃2 + (

α̃ p)T
G̃3

)

∞ lim
λ≥∇ ζ 2λ = ∇ for any α̃ p ∗ Π̃ p.

Now we can divide the interval
[
λ0, λ̄

]
as two parts [λ0, λ0 + ε] and

[
λ0 + ε, λ̄

]

during the process of solving Problem (G P), where ε is a small constant. Thus,
Problem (G P) can be solved by solving two sub-optimization problems, i.e.,

min
λ,α̃ p

Ĵ
(
λ, α̃ p) = min

{
min

λ0≤λ≤λ0+ε
min
α̃ p

Ĵ
(
λ, α̃ p) , min

λ0+ε≤λ≤λ̄
min
α̃ p

Ĵ
(
λ, α̃ p)

⎧
.

For each fixed λ ∗ [λ0, λ0 + ε], α̃ p is obtained by only solving a convex optimiza-
tion with quadratic cost function and a quadratic constraint. During the minimiza-

tion process of min
λ0+ε≤λ≤λ̄

min
α̃ p

Ĵ (λ, α̃ p),
(
λW P − G2

)†
in (44) can be replaced by

(
λW P − G2

)−1
. In this case, the gradient ∂ Ĵ (λ,α̃ p)

∂λ
is easily obtained. By direct ver-
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ification, we know that Ĵ (λ, α̃ p) is convex with respect to λ and α̃ p, respectively.
In view of this property, a bi-iterative method can be applied. First λ is fixed and
Ĵ (λ, α̃ p) is minimized with respect to α̃ p. Then, α̃ p is fixed as the one obtained
in the previous step, and Ĵ (λ, α̃ p) is minimized with respect to λ. This process
is repeated until the change of the cost is within the given tolerance. The remain-
ing question is how to solve the minimization problem min

λ0≤λ≤λ0+ε
min
α̃ p

Ĵ (λ, α̃ p). If

λ ≥ λ0, then the matrix λW P − G2 becomes singular. Thus, it is important to de-
velop an efficient computation method for this case. It is a future research problem.
Nevertheless, Theorem 5 does offer a possible way to solve Problem

(
Pp
)
.

6 Numerical Experiment

In the following computation, the computer routines are implemented in a Matlab
environment and the software packages SeDuMi [13] and YALMIP [8] are used.

To illustrate our developed method, let us consider the following example, where
the dynamical system is given by

ẋ1 (t) = 2x1 + x2 + u1 + w1, (55)

ẋ2 (t) = x2 + u2 + w2,

with the given initial condition

x1 (0) = 1, x2 (0) = −1.

Wζ =
{

w ∗ L2
(

[0, 1] , R
2
)

: ∈w∈2
L2 =

⎢ 1

0
(w (t))T w (t) dt ≤ ζ 2

⎧
,

and

Uη =
{

u ∗ L2
(

[0, 1] , R
2
)

: ∈u∈2
L2 =

⎢ 1

0
(u (t))T u (t) dt ≤ η2

⎧
.

Since

A =
[

2 1
0 2

]
,

it is clear that

F (t, τ ) =
[

e2(t−τ) (t − τ) e2(t−τ)

0 e2(t−τ)

]
.

Now we consider the following optimization problem
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Fig. 2 The optimal control without the disturbance

min
u∗Uη

max
w∗Wζ

J (u, w) = ( x (1))T x (1) + 0.05
⎢ 1

0
(u (t))T u (t) dt.

We first consider the case when there is no disturbances, i.e., w1 = w2 = 0 in (55).
For this case, we use MISER [7] with 50 equally spaced knots to solve it. The state
and the optimal control obtained are depicted in Figs. 1, 2. The corresponding optimal
cost is 17.4711.

For the case with disturbances, we let ζ = 0.1 and η = 1. During the computa-
tional process, all the partitions of [0, 1] are equally spaced. Then, the computational
results of Problem

(
P̄p
)

with different n p are given in Table 1. From Table 1, we can
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Table 1 The computational results of problem
(
P̄p

)
with different n p

z λ

n p = 25 0.508171679707355 29.210423777966025
n p = 50 0.288402123372642 28.78547097896896
n p = 100 0.288402115236866 28.789910948034414
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Fig. 3 The optimal state x(t) with disturbances

see that when the number of sub-intervals is doubled from 50 to 100, the change of
z is smaller than 10−6. Thus, we take n p = 50 as the optimal solution. The corre-
sponding optimal states without disturbances is plotted in Fig. 3. The corresponding
piecewise constant optimal control elements are depicted in Figs. 4, 5. The obtained
optimal cost in this case is 33.3236. Clearly, there is a significant increase of the
optimal cost value when disturbances are presented.

Now let us examine how the optimal cost is changed with reference to different
ζ and η. Taking n p = 100 with the partition points being equally spaced, the results
of Problem

(
P̄p
)

corresponding to different ζ and η are presented in Table 2. From
Table 2, we can see that for the same ζ , the larger the η, the smaller the z is obtained.
On the other hand, for the same η, the larger the ζ , the larger the z is obtained. From
our computation, we know that a large z always gives rise to a large optimal cost
of Problem (P). Thus, a large ζ will lead to a large cost function value of Problem
(P) and a large η will lead to a small cost function value of Problem (P). This is
expected, because if the feasible set is enlarged, then the optimal cost is reduced.
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Fig. 4 The optimal control u1(t) of Problem (P) with disturbance
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Fig. 5 The optimal control u2(t) of Problem (P) with disturbance

Table 2 The computational
results of problem

(
P̄p

)
with

different ζ and η

ζ η z

0.1 1 0.288402115236866
0.2 1 1.151966252722664
0.5 1 7.196915158138601
0.1 5 0.184774427787928
0.2 5 0.737455469828136
0.5 5 5.829605274519559
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7 Concluding Remarks and Future Research

In this chapter, we have shown that an infinite-dimensional minimax optimal control
problem can be approximated by a sequence of finite-dimensional minimax optimal
parameter selection problems. Furthermore, these finite dimensional minimax opti-
mal parameter selection problems can be transformed into either SDPs or standard
minimization problems. For SDP, it is easily solved by available software packages.
However, an efficient method for Problem (G P) is still not available since the matrix
λW P − G2 becomes singular at the point λ = λ0. It remains an open question.
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A Linearly-Growing Conversion from the Set
Splitting Problem to the Directed Hamiltonian
Cycle Problem

Michael Haythorpe and Jerzy A. Filar

Abstract We consider a direct conversion of the, classical, set splitting problem
to the directed Hamiltonian cycle problem. A constructive procedure for such a
conversion is given, and it is shown that the input size of the converted instance
is a linear function of the input size of the original instance. A proof that the two
instances are equivalent is given, and a procedure for identifying a solution to the
original instance from a solution of the converted instance is also provided. We
conclude with two examples of set splitting problem instances, one with solutions
and one without, and display the corresponding instances of the directed Hamiltonian
cycle problem, along with a solution in the first example.

1 Introduction

The set splitting problem (SSP) is a famous decision problem that can be simply
stated: given a finite universe setU , and a familyS of subsets ofU , decide whether
there exists a partition of U into two, disjoint, non-empty subsets U1 and U2 such
that every subset Si ∗ S is split by this partition. That is, for each subset Si ∗ S ,
we have Si ∈≤ U1 and Si ∈≤ U2. If such a partition exists, we call it a solution of the
SSP instance, and say that the decision of the instance is YES. Similarly, if no such
partition exists, then the decision of the instance is NO.

This problem has been studied by such distinguished mathematicians as Erdős [9]
and Miller [14] since the 1930s. Since then, it has been studied by many authors in
the mathematics, computer science, and engineering communities. It has acquired a
theoretical interest by virtue of its relationship to hypergraph colourability problems
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(e.g. see Radhakrishnan and Srinivasan [15]). In addition, it has applicability in
modern lines of research such as DNA computing (e.g. see Chang et al. [4]), and
several recent algorithms for solving SSP have been developed (e.g. see Dehne et al.
[7], Chen and Lu [5], Lokshtanov and Saurabh [13]).

SSP is known to be NP-complete [10]. One key feature of NP-complete problems
is that an instance of any one NP-complete problem can be converted to an instance
of any other NP-complete problem, in such a way that the two instances have the
same answer, and the cardinalities of the variables sets in the second instance are
polynomial functions of the size of input data for the original instance. The study of
NP-complete problems originated with Cook [6], who proved that an instance of any
problem in the set of NP decision problems can be converted to an equivalent instance
of the boolean satisfiability problem (SAT). Therefore, SAT was the first problem
proven to be NP-complete. Then, if any NP-complete problem P1 can be converted
to another problem P2, the second problem P2 is also proved to be NP-complete.
This is because any instance of P2 can be converted to an instance of SAT (via Cook’s
theorem), and from there converted (possibly through multiple other problems) to
an instance of P1.

Cook’s breakthrough approach provided the template for NP-complete conver-
sions, and subsequently it has become commonplace for problems to be converted
to SAT. A recent study of this may be seen in Kugele [12]. However, there is
nothing inherently special about SAT to set it apart from other fundamental NP-
complete problems. Motivated by this line of thinking, in this chapter we investigate
the conversion of SSP to another fundamental NP-complete problem, namely the
directed Hamiltonian cycle problem (HCP). Directed HCP can be described simply:
given a graph Γ containing a set of vertices V , such that |V | = N , and a set of
directed edges E , decide whether there exists a simple cycle of length N in the graph
Γ , or not. Directed HCP was one of the earliest known NP-complete problems [11]
and is a classical graph theory problem which has been the subject of investigation
for well over a century. Indeed, a famous instance of HCP—the so-called “Knight’s
tour” problem—was solved by Euler in the 1750s, and it remains an area of active
research (e.g. see Eppstein [8], Borkar et al. [3], and Baniasadi et al. [2]).

Arguably, it is interesting to consider what might be called “linear orbits” of
famous NP-complete problems, such as directed HCP. By this, we mean the set
of other NP-complete problems which may be converted to, say, directed HCP in
such a way that the input size of the resultant HCP instance is a linear function of
the input size of the original problem instance. We refer to such a conversion as a
linearly-growing conversion. Although conversions between NP-complete problems
have been extensively explored since 1971, less attention has been paid to the input
sizes of the resultant instances after such conversions, and yet input sizes that grow
quadratically or higher are likely to produce intractable instances.

In this chapter, we provide a linearly-growing conversion procedure that accepts
any instance of SSP as input, and produces an equivalent instance of directed HCP
as output. The equivalence is in the sense that a Hamiltonian in the output graph
instance supplies a solution to the original SSP instance, and non-Hamiltonicity in
the output instance implies infeasibility of the original SSP instance.
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2 Simplifying the SSP Instance

Consider an instance of SSP, containing the universe set U and the family S of
subsets of U . Before we begin solving the problem, we can attempt to simplify it,
to obtain a smaller instance that must still have the same answer as the original. The
following steps may be performed:

1. If any Si ∗ S contains only a single entry, then the decision of the SSP instance
is NO, as this set cannot be split. In this case there is no need to solve the SSP.

2. If any element u ∗ U is not contained in any Si ∗ S , then it may be removed
from U . This is because u could be placed in either partition without affecting
the solution, so it is inconsequential to the problem.

3. If any Si ∗ S is equal to U , then it may be disregarded, as any partitioning of
U into non-empty subsets will split Si .

4. If any Si ∗ S is a subset of some other S j ∗ S , then S j may be disregarded,
as any partitioning of U that splits Si necessarily splits S j as well.

Once the instance has been simplified in this manner, we say it is in simple form,
and we are ready to begin converting it to an instance of directed HCP.

3 Algorithm for Converting an SSP Instance to an Instance
of Directed HCP

For a given instance ≈U ,S ≥ of SSP we shall construct an instance Γ = ≈V, E≥ of
HCP possessing the property that any Hamiltonian cycle corresponds, in a natural
way, to a solution of the original instance of SSP. Additionally, in the case the
constructed graph does not possess a Hamiltonian cycle, neither does the original
instance of SSP have a solution.

The algorithm for constructing Γ from ≈U,S ≥ has three main steps in which
three sets of vertices and edges are constructed. Collectively, these will comprise the
vertex and edge sets of Γ .

Suppose that we have an instance ≈U ,S ≥ of SSP in simple form. Let U =
{1, 2, . . . , u} denote the universe set, and assume that each Si ∗ S contains entries
si

j in ascending order. Denote by s the number of subsets remaining after the sim-

plification process, and also define c :=
s∑

i=1
|Si | to be the total number of elements

over all subsets Si . Note that c ∇ u, where the case c = u, trivially, has the answer
YES. Then we may define an instance of HCP in the form of a graph Γ containing
vertices V and directed edges E , such that the HCP instance is equivalent to the SSP
instance, as follows.

The vertex set V can be partitioned into three mutually disjoint subsets of vertices
V U , V S and V C . That is, V = V U → V S → V C . The subset V U will contain vertices
corresponding to each element of the universe set U . The subset V S will contain
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Fig. 1 One V U, i component.
Here, vertex vU, i

j is
represented simply by label j ,
for the sake of neatness

vertices corresponding to each subset Si ∗ S . The subset V C will contain two
additional “connecting” vertices, that will link the V U and V S parts to form a cycle.

Likewise, the edge set E can be partitioned into three mutually disjoint subsets
of edges EU , E S and EC . That is, E = EU → E S → EC . The subset EU will
contain edges whose endpoints lie entirely within V U . Similarly, the subset E S will
contain edges whose endpoints lie entirely within V S . Finally, EC will contain many
“connecting” edges, which connect vertices from any of the three partitions to other
vertices, possibly in different partitions.

The conversion algorithm

Step 1:

We will first consider the vertex subset V U and edge subset EU . These sets can be
further partitioned into u subsets, one for each element in the universe set. That is,
V U = ⋃u

i=1 V U,i and EU = ⋃u
i=1 EU,i . Then, for each element i ∗ U , we can

describe V U,i and EU,i directly:

V U,i =
{

vU,i
1 , vU,i

2 , vU,i
3 , vU,i

4

}

EU,i =
{(

vU,i
1 , vU,i

2

)
,
(

vU,i
1 , vU,i

3

)
,
(

vU,i
2 , vU,i

3

)
,
(

vU,i
3 , vU,i

2

)}

Note that at this stage of the construction, vU,i
4 is an isolated vertex. Each subgraph

≈V U,i , EU,i ≥ may be visualised as in Fig. 1. The thick bold undirected edge between
vertices vU,i

2 and vU,i
3 represents directed edges in both directions between the two

vertices.
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Step 2:

We will next consider the vertex subset V S and edge subset E S . These sets can
be further partitioned into s subsets, one for each subset Si ∗ S . That is, V S =⋃s

i=1 V S, i and E S = ⋃s
i=1 E S, i . Then, for each subset Si ∗ S , we must first

determine |Si |. For neatness, when no confusion is possible we define k = |Si |,
taking care to remember that the value of k depends on i . Then, the number of
vertices in V S, i is chosen to be 5 + 6k, each of which will be denoted by vS, i

j . The

edge set E S, i is the union of the following three groups of edges:

Group I:

(vS,i
1 , vS,i

6 ), (vS,i
1 , vS,i

6+3k), (v
S,i
5+3k, vS,i

2 ), (1)

(vS,i
5+6k, vS,i

2 ), (vS,i
3 , vS,i

4 ), (vS,i
4 , vS,i

3 ), (vS,i
4 , vS,i

5 ), (vS,i
5 , vS,i

4 ),

Group II: for all j = 1, . . . , k (for neatness, we define a j = 3 + 3 j , b j = 4 + 3 j
and c j = 5 + 3 j):

(vS,i
a j

, vS,i
b j

), (vS,i
b j

, vS,i
a j

), (vS,i
b j

, vS,i
c j

), (vS,i
c j

, vS,i
b j

), (2)

(vS,i
a j +3k, vS,i

b j +3k), (v
S,i
b j +3k, vS,i

a j +3k), (v
S,i
b j +3k, vS,i

c j +3k), (v
S,i
c j +3k, vS,i

b j +3k),

Group III: for all j = 1, . . . , k −1 (retaining the definitions of a j , b j and c j from
above):

(vS,i
c j

, vS,i
c j +1), (v

S,i
c j

, vS, i
c j +1+3k), (v

S,i
c j +3k, vS,i

c j +1), (v
S,i
c j +3k, vS,i

c j +1+3k), (3)

(vS,i
c j

, vS,i
3 ), (vS,i

3 , vS,i
c j +1), (v

S,i
c j +3k, vS,i

5 ), (vS,i
5 , vS,i

c j +3k+1).

Each subgraph ≈V S,i , E S,i ≥ has a characteristic visualisation. In Fig. 2 we display
such a subgraph for the case where k = |Si | = 3. The thick bold undirected edges
represent directed edges in both directions between two vertices. Note that in Fig. 2,
the Group I edges are the two directed edges emanating from each of vertex vS,i

1 and

vS,i
2 , as well as the undirected edges between vertices vS,i

3 , vS,i
4 and vS,i

5 . The Group
II edges are the undirected edges on the top and bottom of the figure. The Group III
edges are all of the directed edges in the interior of the figure.

Step 3:

Finally, we consider the vertex subset V C and edge subset EC . There are only two
vertices in V C , namely vC

1 and vC
2 . However, there are many edges in EC , and a
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Fig. 2 One V S,i component. Here, vertex vS,i
j is represented simply by label j , for the sake of

neatness

procedure must be undertaken to identify them all. First, we include the following
edges in EC :

(vU,u
4 , vC

1 ), (vC
1 , vS,1

1 ), (vS,s
5+6|Ss |, vC

2 ), (vC
2 , vU,1

1 ), (4)

as well as the following edges for each i = 1, . . . , u − 1:

(vU,i
4 , vU,i+1

1 ), (5)

and also the following edges for each j = 1, . . . , s − 1:

(vS, j
5+6|S j |, vS, j+1

1 ). (6)

The edges in (4)–(6) link the various components of the graph together. Specif-
ically, the first group of edges links the V U component to the V S component, the
second group links each V U,i component with the V U,i+1 component that follows
it, and the third group links each V S,i component with the V S,i+1 component that
follows it. At this stage of construction, the graph Γ can be visualised as in Fig. 3.
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Fig. 3 The graph Γ at an intermediate stage of construction. Note that in this example, u = s = 4
and all |Si | = 3
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However, the above edges do not comprise all of EC . Additional edges need to be
added, as follows. For each i ∗ U , we undertake the following procedure to insert
additional edges in EC . First we identify all subsets in S which contain the element
i , and store their indices in a set Fi . We also record a set Ri , which contains the

positions of element i in each subset SFi
j . For example, suppose that the subsets are

S1 = (1, 3, 6), S2 = (2, 3, 4), S3 = (2, 4, 6) and S4 = (1, 2, 5). Then F1 = (1, 4),
and R1 = (1, 1). Similarly, F2 = (2, 3, 4), and R2 = (1, 1, 2). For the sake of
neatness, when no confusion is possible, we will define f = |Fi |, taking care to
remember that f depends on the value of i .

For each i ∗ U , we define di j = 3+3Ri
j , and ei j = 3+3|SFi

j |+3Ri
j , and insert

the following edges:

(vU,i
2 , v

S,Fi
1

2+ei1
), (v

S,Fi
f

ei f , vU,i
4 ), (vU,i

3 , v
S,Fi

1
2+di1

), (v
S,Fi

f
di f

, vU,i
4 ), (7)

into EC . Finally for i ∗ U , and each j = 1, . . . , f − 1 (retaining the definitions of
f , di j and ei j from above), we insert pairs of edges:

(v
S,Fi

j
ei j , v

S,Fi
j+1

2+ei, j+1
), (v

S,Fi
j

di j
, v

S,Fi
j+1

2+di, j+1
), (8)

into EC . The edges in (7) and (8) have the effect of creating two paths, that each
travel from one of the vertices in V U,i (either vU,i

2 or vU,i
3 ), through three vertices

in each V S,Fi
j , and finally return to V U,i , specifically to the vertex vU,i

4 . Two such
paths are illustrated in Fig. 4, for i = 2. In the example shown in Fig. 4, we assume
S1 = (1, 2, 3), S2 = (1, 2, 4), S3 = (1, 3, 4) and S4 = (2, 3, 4). The completed
graph would have six more paths, two for each of i = 1, i = 3 and i = 4, creating a
connected graph. The latter have been omitted for the sake of visual clarity.

This completes the construction of Γ = ≈V, E≥ from ≈U ,S ≥. We shall now
calculate the cardinalities of V and E .

Dimensionality of the constructed graph

The final graph Γ will contain four vertices for each i ∗ U , five vertices for each
Si ∗ S , six vertices for each entry si

j , and two additional vertices vC
1 and vC2 .

Therefore the total number of vertices in the graph is 4u + 5s + 6c + 2.
Counting the number of edges takes a bit more work. There are four edges (count-

ing undirected edges as two, directed, edges) in each EU,i . So EU contributes 4u
edges.

Then for each E S,i , there are eight edges that will always be present (two from
vS,i

1 , two going to vS,i
2 , and four between vS,i

3 , vS,i
4 and vS,i

5 . Then for each element
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Fig. 4 The graph Γ after being fully constructed. Note that, for the sake of clarity, we only show
the new paths corresponding to the element 2. In this example, S1 = (1, 2, 3), S2 = (1, 2, 4),
S3 = (1, 3, 4) and S4 = (2, 3, 4)
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si
j there are 16 additional edges, except for the final element si

|Si | for which there are

eight edges. So E S contributes 8s + 16(c − s) + 8s = 16c edges.
Finally, for EC , there are u connecting edges for the V U,i components, and s

connecting edges for the V S,i components. There are two more connecting edges
emerging from vC

1 and vC
2 . Finally, for each element i ∗ U , there are 2|Fi | +

2 connecting edges forming the two paths, where |Fi | is the number of subsets
containing element i . So EC contributes u + s + 2 + 2(c + u) = 3u + s + 2c + 2.

Therefore, the total number of directed edges in the graph is 7u + s + 18c + 2.
It should be noted that both the cardinality of the vertex set V and edge set E are
linear functions of the cardinalities of the input sets for the original problem. For this
reason, we refer to the conversion described above as a linearly-growing conversion
from SSP to directed HCP.

4 The Intended Interpretation of the Converted Graph

Once the conversion is complete, the graph Γ contains many components V U,i

and V S,i corresponding to elements in U and subsets Si ∗ S , respectively. We
now consider in some detail the intended interpretation of any Hamiltonian cycle
traversing those components.

For each element û ∗ U , there are four vertices in V U,û . As will be proved later,
any Hamiltonian cycle in Γ visits vU,û

2 and vU,û
3 in succession (in either order). If vU,û

2
is visited last, it corresponds to placing the element û in the first partition. If vertex
vU,û

3 is visited last, it corresponds to placing the element û in the second partition.
For each Si ∗ S , and k := |Si |, by construction, there are 5 + 6k vertices in

V S,i . Now, consider a particular element si
j , that is, the j th entry of Si . Naturally,

si
j ∗ U . Then, corresponding to this element being chosen in the first partition, there

are vertices vS,i
3+3 j , vS,i

4+3 j and vS,i
5+3 j . Similarly, corresponding to this element being

chosen in the second partition, there are vertices vS,i
3+3k+3 j , vS,i

4+3k+3 j and vS,i
5+3k+3 j .

Now, suppose there is an element û that we have chosen to be in U1. That is, the
cycle visits vU,û

2 after vU,û
3 . Consider all subsets Si that contain û, that is si

ji
= û

for some ji . Then, immediately after visiting vU,û
2 , the cycle will begin to travel to

each such component V S,i , and in each of them it will traverse the three vertices
corresponding to selecting si ji in U2 (not U1). In this way, only those vertices
corresponding to this element being chosen in the correct partition will remain to
be traversed later. Once all such vertices in all relevant V S,i components have been
visited, the cycle returns to the V U,û component in order to proceed to make a choice
of partition for the next element in U .

The process until this point will be called “stage 1”. Once a choice of partition
has been made for all elements in U , the cycle travels through vC

1 , and on to vS,1
1 ,

whereby “stage 2” begins.
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The intention is that, upon reaching vertex vS,i
1 for each i , the cycle will recognise

which partition si
1 is in, because the vertices corresponding to the alternative partition

will have already been visited during stage 1. The cycle will then proceed through
the three vertices corresponding to the correct choice of partition. Then, the cycle
will again recognise which partition si

2 is in, traverse the three vertices corresponding
to that choice, and so on. Once the vertices corresponding to all elements, in their
partitions, of Si are traversed, the cycle will reach vertex vS,i

2 and proceed to the next

component V S,i+1. Specifically, it will travel from vS,i
2 to vS,i+1

1 .

During this process, however, the option to visit one of vS,i
3 or vS,i

5 will present
itself each time the the three vertices for an element and partition are traversed.
Specifically, after traversing through vertices corresponding to an element being in
U1, it will be possible to visit vS,i

3 . Alternatively, after traversing through vertices

corresponding to an element being in U1, it will be possible to visit vS,i
5 . If the cycle

chooses to visit one of these two vertices, it will continue through vS,i
4 and out to the

other of the two vertices. At this point the cycle will continue to traverse the three
vertices corresponding to the next element in the set, but it will be forced to choose
vertices corresponding to the opposite partition to that of the previous element. For
example, suppose the cycle traverses the three vertices corresponding to si

j being

chosen in the first partition, and then visits vS,i
3 . It will subsequently visit vS,i

4 and

vS,i
5 , and then proceed to visit the three vertices corresponding to si

j+1 being chosen
in the second partition.

The above paragraph describes the essence of why the conversion works. Vertices
vS,i

3 , vS,i
4 and vS,i

5 must be traversed at some point during stage 2, but after they
are traversed, the element that is subsequently considered must be in a different
partition to the previous element. This will be possible in all V S,i if and only if the
partition choices made in stage 1 split all of the subsets. Therefore, as will be shown
rigorously below), Hamiltonian cycles will only exist if it is possible to solve the
original instance of SSP.

The formal proof of the validity of the above description is presented next.

5 Proof of Conversion

In this section we will prove that, for an instance of SSP, the conversion given in
Sect. 3 produces a graph that possesses the desired properties; that is, the graph is
Hamiltonian if and only if the original instance of SSP has solutions, that all Hamil-
tonian cycles correspond to solutions of the instance of SSP, and that all such solutions
can be recovered from the Hamiltonian cycles in polynomial time. Throughout the
proof we will take advantage of the structure produced the graph construction. We
now outline the primary such advantages, before continuing with the main result.

While attempting to construct a Hamiltonian cycle in the converted graph, we
will regularly take advantage of forced choices. These fall into three categories. If
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a vertex is arrived at, and only one outgoing edge e exists that leads to an as-of-yet
unvisited vertex, the cycle will be forced to proceed along the edge e. In such a case,
we say there is only one remaining outgoing edge. Alternatively, if a vertex is arrived
at, and there is an outgoing edge e that leads to another vertex, for which no other
incoming edges from as-of-yet unvisited vertices exist, the cycle will be forced to
proceed along the edge e. In such a case, we say there is only one remaining incoming
edge. Finally, if a vertex is arrived at, and there is an outgoing edge e that leads to an
as-of-yet unvisited vertex v which has degree 2, the cycle will be forced to proceed
along edge e. By degree 2, we mean that v has exactly two outgoing edges that lead
to vertices v2 and v3, and exactly two incoming edges that also come from vertices
v2 and v3. Note that this is a slightly non-standard, but convenient, use of the word
“degree” in a directed graph.

Suppose that, during in the process of constructing a Hamiltonian cycle, we arrive
at a vertex vU,i

1 . There are two possible choices of which vertex to visit next: vU,i
2

and vU,i
3 . Whichever choice is made, we are forced to visit the other immediately

afterwards, as there will only be one remaining incoming edge. At this point, regard-
less of which vertex we have arrived at, there will only be one remaining outgoing
edge, which will lead to a vertex in one of the V S, j components, specifically a vertex
vS, j

5+3k for some positive integers j and k, where 5 + 3k ∞ |V S, j |. We will refer to
this situation as a type 1 forced path.

Also, suppose that, during the process of constructing a Hamiltonian cycle, we
travel from a vertex in any component other than V S, j , to a vertex vS, j

5+3k for some

positive integers j and k. Note that this vertex is adjacent to a degree 2 vertex vS, j
4+3k .

Since the vertex vS, j
4+3k was not visited immediately before vS, j

5+3k , we are forced to
visit it immediately, and then proceed along the one remaining outgoing edge to the
vertex vS, j

3+3k . At this point, there will also be only one remaining outgoing edge,

which will either lead to a vertex of the form vS,l
5+3m for some positive integers l and

m, where l > j and 5 + 3m ∞ |V S,l |, or it will lead to the vertex vU,i
4 . Note that in

the former case, we arrive in the same type of situation that we started with at the
beginning of this paragraph. In the latter case, however, we arrive at vU,i

4 and are then

forced to proceed either to vU,i+1
1 (if i < u), or to vC

1 (if i = u). We will refer to this
situation as a type 2 forced path.

We now pose the main result of this chapter.

Proposition 1 Consider an instance of SSP with universe set U and a family of
subsets S , and the graph Γ = ≈V, E≥ constructed as in Sect. 3. Then the following
three properties hold:

(i) If no partition of U exists that splits all Si ∗ S , then Γ is non-Hamiltonian.
(ii) If a partition of U exists that does split all Si ∗ S , a corresponding Hamil-

tonian cycle exists in Γ .
(iii) From any Hamiltonian cycle in Γ we can, in polynomial time, identify a corre-

sponding partition of U that constitutes a solution of the original instance of
SSP.
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Proof. Stage 1:

Suppose now that we attempt to construct a Hamiltonian cycle in Γ . Since we may
begin at any vertex, we choose to begin at the vertex vU,1

1 . As described above, we

undergo a type 1 forced path, and eventually depart from either vU,1
2 or vU,1

3 and arrive

at the vertex vS,i
5+3 j for some i and j . Then, since we have arrived from a component

other than V S,i , we will undergo a type 2 forced path. Then, we may (or may not)
arrive at another vertex for which a type 2 forced path is applicable. Inductively, the
process continues until we do not arrive at such a vertex.1 Throughout the process,
we visit all of the vertices that correspond to placing element one into a particular
member of the partition. The construction is such that visiting vU,1

2 after vU,1
3 forces

us to visit the vertices corresponding to the element one being in U2. Similarly,
visiting vU,1

3 after vU,1
3 forces us to visit the vertices corresponding to the element

one being inU1. Once all of these vertices are visited, we travel to the vertex vU,1
4 and

proceed to the vertex vU,2
1 . Note that at this point, all vertices in the V U,1 component

have been visited.
The above process is then repeated for all components V U,i . The only choice that

is made in each component is whether to traverse through vU,i
1 ∩ vU,i

2 ∩ vU,i
3 , or to

traverse through vU,i
1 ∩ vU,i

3 ∩ vU,i
2 . After this choice has been made, the path that

is taken—through all vertices corresponding to the element i in the opposite member
of the partition, in all components corresponding to the subsets in which element i
appears—is forced until the next component vU,i+1 is reached. Eventually, after the
entirety of V U has been traversed, vertex vC

1 is reached, and we are forced to proceed

to the vertex vS,1
1 .

Stage 2:

There are two outgoing edges from vS,1
1 , leading to vertices vS,1

6 and vS,1
6+3k respec-

tively, where k := |S1|. However, exactly one of these must have been visited already
in stage 1. If element 1 was placed in U1, then vertex vS,1

6+3k will have already been

visited, or similarly, if element 1 was placed in U2, then vertex vS,1
6 will have already

been visited. So the choice at this stage is forced. Then, both vertices vS,1
6 and vS,1

6+3k
are adjacent to degree 2 vertices, so the next two steps are forced as well. This means
we visit all three vertices corresponding to the element s1

1 being placed in the member
of the partition that was chosen during stage 1.

At this point, there are two choices. We may either continue onto the vertices
corresponding to the element s1

2 , or we may visit one of vS,1
3 or vS,1

5 (depending on
whether s1

1 was placed in U1 or U2, respectively). If we make the former choice,
we repeat the above process for the element s1

2 , and end up again having to choose

1 In fact, due to the nature of the construction, if the element appears in q subsets, then exactly q
type 2 forced paths must occur here.
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whether to visit the vertices corresponding to the element s1
3 , or visit one of vS,1

3 or

vS,1
5 . Suppose that we make the former choice for the first j − 1 elements of S1, and

then choose the latter for the j th element. Without loss of generality, suppose the
element s1

j was chosen, during stage 1, to be in U1. So, after traversing the vertices

corresponding to s1
j , we then choose to visit vS,1

3 . Then there is an adjacent degree 2

vertex, vS,1
4 , so we are forced to travel there next, and then to vS,1

5 .
At this point, our choice is forced as the first of the vertices corresponding to

choosing s1
j+1 in U2 has at most one remaining incoming edge, from vS,1

5 . Therefore

this choice must be made, if possible. If it is not possible (because element s1
2 was

chosen in U1 during stage 1), then the Hamiltonian cycle cannot be completed at
this point. In such a case, choosing to visit vertex vS,1

3 after traversing the vertices
corresponding to the first j elements was an incorrect choice. It is then clear that this
choice may only be made if s1

j+1 was chosen in U2 during stage 1.

An equivalent argument to that in the above paragraph can be made if element s1
j

was chosen to be in U2. Then we can see that we may only choose to visit vS,1
3 (or

vS,1
5 ) when elements s1

j and s1
j+1 are in opposite members of the partition.

After we have visited vertices vS, 1
3 , vS, 1

4 and vS,1
5 once, they cannot be visited

again, and so the remaining path through V S,1 is forced until we finally reach vS,1
2

and are forced to continue to vS,2
1 . The same process then continues for all components

V S,i . Finally, the vertex vC
2 is visited, and we travel back to the vertex vU,1

1 to complete
the Hamiltonian cycle.

The only way in which the above process might fail to produce a Hamiltonian
cycle is if there is a component V S,i for which we are unable to find a j such that si

j

and si
j+1 are in opposite members of the partition. In this case, following the above

argument, vertices vS,i
3 , vS,i

4 and vS,i
5 cannot possibly be visited in a Hamiltonian

cycle. This situation arises only when all entries in Si are contained in a single
member of the partition. In such a situation, the partitioning choices in stage 1 do
not form a solution to the original set splitting problem. So making partition choices
in stage 1 that do not solve the instance of SSP will always make it impossible to
complete stage 2. Clearly then, if there is no solution to the set splitting problem, it
will be impossible to find any Hamiltonian cycle. Therefore part (i) holds.

If there are solutions to the original set splitting problem, then for any such solution
we can make the corresponding choices in stage 1. Then, in stage 2 there will be
an opportunity in each V S,i component to visit the vertices vS,i

3 , vS,i
4 and vS,i

5 , and
continue afterwards. Therefore, for any such solution, a Hamiltonian cycle exists,
and hence part (ii) holds.

Finally, identifying the solution to the original instance of SSP is as easy as
looking at vU,i

2 and vU,i
3 for each i ∗ U to see which vertex was visited last on the

Hamiltonian cycle. If vertex vU,i
2 was visited last, element i should be placed in U1.

If vertex vU,i
3 was visited last, element i should be placed in U2. This process can

obviously be performed in polynomial time, and therefore part (iii) holds.
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Proposition 1 ensures that the conversion given in Sect. 3 produces a graph which
is Hamiltonian if and only if the original set splitting problem has solutions, and
each Hamiltonian cycle specifies one such solution. Since the number of vertices and
edges in the resultant graph are linear functions of the original problem variables,
this process constitutes a linearly-growing NP-complete conversion.

6 Examples

We now conclude with two small examples of SSP instances and their corresponding
directed HCP instances. In the first example we provide a Hamiltonian cycle in the
graph, and hence deduce a solution to the original SSP instance. In the second exam-
ple, the corresponding graph is non-Hamiltonian, and we deduce that the original
SSP instance has no solutions and hence the decision of the instance is NO.

Example 1 Consider the SSP instance with U = {1, 2, 3, 4} and a family of subsets
S = {S1, S2} where S1 = {1, 2, 3} and S2 = {2, 4}.

Following the construction given in Sect. 3, we obtain an instance Γ of directed
HCP, which is displayed in Fig. 5. A Hamiltonian cycle in Γ is also displayed in
Fig. 5, with the edges in the Hamiltonian cycle designated by dashed or dotted edges.
The dashed edges correspond to edges which are chosen in stage 1, while the dotted
edges correspond to edges which are chosen in stage 2.

Consider the Hamiltonian cycle indicated in Fig. 5, and traverse it from the starting
vertex vU,1

1 as marked on the figure. Then, to determine the solution of the instance

of SSP, we simply need to look at which of vertices vU,i
2 and vU,i

3 were visited last,

for each i , on the Hamiltonian cycle. In Fig. 5 vertex vU,i
2 is drawn above vertex vU,i

3

in each case. It can be easily checked that vertices vU,1
2 , vU,2

3 , vU,3
3 and vU,4

2 are the
last visited vertices in each case. This corresponds to a solution of the instance of
SSP where elements 1 and 4 are placed in U1, and elements 2 and 3 are placed in
U2. Clearly, this choice provides a splitting of S1 and S2.

We now check that an incorrect choice of partitioning will make it impossible
to complete a Hamiltonian cycle. Suppose we assign elements 1 and 3 to U1, and
elements 2 and 4 to U2. Note that this is not a solution of the original instance of
SSP, as the subset S2 is not split. In Fig. 6 we use dashed edges to denote the edges
visited in stage 1 (corresponding to our incorrect choice of partitioning), and dotted
edges to denote the edges subsequently visited in stage 2. However, the three middle
vertices in the V S,2 component are unable to be visited, and hence this choice of
partitioning can not lead to a Hamiltonian cycle.

Finally, we consider an SSP instance with no solutions, and the corresponding
instance of directed HCP.

Example 2 Consider the SSP instance with U = {1, 2, 3} and a family of subsets
S = {S1, S2, S3} where S1 = {1, 2}, S2 = {1, 3} and S3 = {2, 3}. It is clear that
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Fig. 5 The converted graph Γ arising from the SSP instance in Example 1. The dashed and dotted
edges correspond to the Hamiltonian cycle, with the dashed edges being chosen in stage 1, and the
dotted edges being chosen in stage 2

Fig. 6 The converted graph Γ as in Fig. 5, but with a choice of edges in stage 1 that do not
correspond to a solution. The three middle vertices in the bottom-right component cannot be visited
during stage 2
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Fig. 7 The converted graph Γ2 arising from the SSP instance in Example 2. Since the SSP instance
has decision NO, the graph Γ2 is non-Hamiltonian

this instance has no solution since, without loss of generality, if element is placed in
the first partition, elements 2 and 3 must be placed in the second partition (to split
the first two subsets), and then the third subset is not split.

Following the construction given in Sect. 3, we obtain an instance Γ2 of directed
HCP, which is displayed in Fig. 7. Although it is not obvious at first glance, the HCP
instance is, indeed, non-Hamiltonian. We have confirmed its non-Hamiltonicity using
the Concorde TSP Solver [1].

Since Γ is non-Hamiltonian, by Proposition 1 (i) there is no partition (U1,U2)

which splits all Si ∗ S . Suppose we naively tried to create such a splitting by
assigning, for example, element 1 to the first partition, and elements 2 and 3 to the
second partition. This would correspond to attempting to find a Hamiltonian cycle
in Γ2 containing the six highlighted edges in Fig. 7. Then it is straightforward to
verify that it is impossible to complete a Hamiltonian cycle. This is a similar feature
to that exhibited in Fig. 6, with the important exception that in the latter there were
alternative, correct, choices of partitioning U which do permit Hamiltonian cycles,
such as the one illustrated in Fig. 5.

Acknowledgments The authors gratefully acknowledge useful conversations with Dr. Richard
Taylor that helped in the development of this chapter.
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Optimum Confidence Interval Analysis
in Two-Factor Mixed Model with
a Concomitant Variable for Gauge Study

Dong Joon Park and Min Yoon

Abstract Measurements often include a variety sources of variability due to
measurement systems. The measurement systems study is performed to determine if
the measurement procedure is appropriate for monitoring a manufacturing process.
The measurement systems study here focuses on determining the amount of variabil-
ity in a two-factor mixed model with a concomitant variable and no interaction in
situations where two variables are correlated. The Analysis of variance is performed
for the model and variabilities in the model are represented in a linear combination of
variance components. Optimum confidence intervals are constructed using Modified
Large Sample approach and Generalized Inference approach in order to determine
the variability such as repeatability, reproducibility, parts, gauge, and the ratio of vari-
ability of parts to variability of gauge. A numerical example is provided to compute
the optimum confidence intervals to investigate the variability in the model.

1 Introduction

We explain what gauge study is and how the confidence intervals for variabilities
due to measurement system can be employed in gauge study. Literature that relates
confidence intervals to gauge study is reviewed in this chapter.

1.1 Gauge Study

To improve a manufacturing process, it is necessary to gain knowledge about the
process. This generally requires practitioners to collect and monitor measurements
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from the process. The action to manage parts and final product leads to proper analy-
sis of the measurements collected in the process. The measurements are regarded to
include different sources of variability due to the measurement systems. The mea-
surements systems capability study is therefore performed to determine whether a
measurement procedure is adequate for monitoring a manufacturing process. The
gauge study in this chapter focuses on determining the amount of variability in the
collected measurements that are due to the measurement systems.

A gauge is employed to collect replicated measurements on units by several
different operators, setups, or time periods in many measurement studies. Two main
elements of variability in gauge study in the manufacturing process are repeatability
and reproducibility. Burdick et al. [5] define that repeatability represents the gauge
variability when it is used to measure the same unit (with the same operator or setup
or in the same time period). Reproducibility refers to the variability arising from
different operators, setups, or time periods. Measurement systems capability studies
are often referred to as gauge repeatability and reproducibility (R & R) study. The
sources of variability in gauge R & R study are expressed as variance components
so that confidence intervals for the variance components are employed to determine
the adequacy of manufacturing process for gauge R & R study.

1.2 Literature Review

Montgomery and Runger [13, 14] provided sufficient background for gauge capability
and designed experiments. They compared classical R & R analysis using X and R
charts with ANOVA analysis by using numerical examples. Burdick and Larsen [7]
proposed alternative confidence intervals on measures of variability in a balanced
two-factor crossed random models. They compared a modified large sample (MLS)
method and restricted maximum likelihood (REML) method. Borror et al. [3] com-
pared MLS method with REML method for confidence intervals on gauge variability
in balanced two-factor crossed random models with interaction. They concluded that
REML method resulted in shorter intervals than MLS method but REML method did
not maintain the stated level of confidence. Dolezal et al. [9] considered a balanced
two-factor crossed random model with fixed operators and compared two confidence
intervals; part as a random factor as usual and operator as a fixed factor.

Park and Burdick [17] demonstrate that Wald option as confidence limit used
in PROC MIXED procedure of SAS (Statistical Analysis System) produces upper
bounds that are enormously larger than usual upper bound. Burdick et al. [4] pro-
vided more recent review of the methods for conducting and analyzing measurement
systems capabilities, focusing on the analysis of variance approach. Adamec and
Burdick [1] proposed two confidence intervals on a discrimination ratio used to deter-
mine the adequacy of the measurement system considering a traditional two-factor
model. Gong et al. [11] considered methods for constructing confidence intervals in
a two-factor gauge R & R when there are unequal replicates. They provided easy and
simple EXCEL and SAS code for calculating confidence intervals. The classical R &
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R study gives a downward biased estimator of the variance components representing
gauge reproducibility. Confidence intervals on variance components are therefore
analyzed using ANOVA approach that leads to a direct and convenient method in
an experimental design [14]. Burdick and Graybill [6] reviewed the research of con-
fidence intervals in linear models and provided a short history of the research up
until 1992. The book rarely dealt with linear models with factors and concomitant
variables (independent variables).

Park and Burdick [15, 16] derived confidence intervals in a linear model with
one factor and a concomitant variable, which can be also called as a regression
model with nested error structure. Park and Burdick [17, 18] extended their works
by constructing confidence intervals on the linear functions of variance components
in the model with one factor and a concomitant variable that has unbalanced nested
error structure. This chapter extends their work by adding one more factor to the
model researched by Park and Burdick [17, 18]. We consider two factors with a
concomitant variable and no interaction to construct optimum confidence intervals
for the linear functions of variance components in the model.

2 Model Description

The concept of confidence intervals on variability (variance components) for gauge
study is explained. A two-factor model with a concomitant variable and no interaction
is described in detail to derive confidence intervals for the linear functions of variance
components.

2.1 Confidence Interval Approach

Confidence intervals are more informative than hypothesis tests to make statistical
inferences for parameters in applications. We pursue to derive optimum confidence
intervals in a two-factor model with a concomitant variable for gauge study. Optimum
confidence intervals here mean the approximate intervals with confidence coefficients
closed to or at least the stated confidence level across feasible ranges of the model
restrictions. Chen et al. [8] refer to an optimal confidence interval as an interval that
maximizes the coverage probability with the expected confidence. An approximate
100(1 − α) % interval for a parameter, i.e. variance σ2 is defined as [L; U ] that
satisfies following equation

P[L ∗ σ2 ∗ U ] ∈= 1 − α (1)

where 1 −α is a stated confidence level and α ranges from 0 to 1. When the equality
of Eq. (1) holds, [L; U ] is called an exact 100(1 − α) % interval for σ2. Although
we prefer exact intervals to approximate intervals, we have to choose approximate
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intervals if exact intervals do not exist. That is, an approximate interval provides
actual confidence coefficients closed to or at least the stated confidence level across
feasible ranges of the model restrictions. If the probability P[L ∗ σ2 ∗ U ] is greater
than a stated confidence level 1 − α, then an interval [L; U ] is called a conservative
interval. If the probability is less than the stated confidence level, then an interval
[L; U ] is called a liberal interval. In general, conservative intervals are preferred only
when approximate intervals are available. The constraints to the approximate confi-
dence intervals are that F-values in computing intervals should be easily determined
and an investigator should know the probability of missing parameter.

Burdick and Graybill [6] showed that the confidence intervals using equal tailed
F-values than any other F-values satisfy these two constraints. The F-values are
available at the tables of the statistics references. The approximate confidence inter-
vals are thus regarded as optimized intervals in the sense that they have actual con-
fidence coefficients at least the stated confidence level and they use equal tailed
F-values that are easy to determine with knowledge of prior probability of missing
the parameter. The optimum confidence intervals constructed here can be employed
to monitor gauge R & R study of a manufacturing process that uses in two factors
with a concomitant variable and no interaction.

2.2 A Two-Factor Mixed Model with a Concomitant Variable
and No Interaction

Two-factor crossed mixed model with a concomitant variable and no interaction for
gauge R & R study employs J operators randomly chosen to conduct measurements
on I randomly selected parts from a manufacturing process. In this R & R study each
operator measures each part K times. The model proper for this study is written as

Yijk = μ + βXijk + Pi + O j + Eijk (2)

i = 1, · · · , I ; j = 1, · · · , J ; k = 1, · · · , K

where Yijk is the kth measurement (response) of the i th part measured by the j th
operator, μ and β are unknown constants, Xijk is a concomitant variable, Pi is the i th
randomly selected part, O j is the j th randomly chosen operator, and Eijk is the kth
measurement error of the i th part measured by the j th operator. Pi , O j , and Eijk are
jointly independent normal random variables with zero means and variances σ2

P , σ2
O ,

and σ2
E , respectively. That is, Pi ∈ N (0,σ2

P ), O j ∈ N (0,σ2
O), and Eijk ∈ N (0,σ2

E ).
The numbers in Eq. (2) are generally positive real numbers, since the Xijk and β are
fixed and Pi and O j are random factors, model (2) is a mixed model. The model (2)
does not have interaction effects (PO)ij between Pi and O j factors. Interaction effects
mean that differences in responses under the levels of one factor are different at two
or more levels of the other factor.

Model (2) is written in matrix notation
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y = Xα + Z1p + Z2o + Z3e (3)

where y is a vector of measurements with I × J × K rows and one column which
means an IJK × 1 vector of observations, X is an IJK matrix of covariate values with
a column of 1’s in the first column and a column of Xijk’s in the second column, α
is a 2 × 1 vector of parameters with μ and β as elements, Z1 is an IJK × I design
matrix with 0’s and 1’s, Z2 is an IJK × J design matrix of with 0’s and 1’s, Z3 is
an an IJK × IJK design matrix with 0’s and 1’s, p is an I × 1 vector of random part
effects, o is a J × 1 vector of random operator effects, and e is an IJK × 1 vector

of random measurement errors. That is, Z1 = ⊕I
i=1 1JK, Z2 = 1I

⊗(⊕J
j=1 1K

⎢
,

and Z3 = ⊕I
i=1

⊕J
j=1

⊕K
k=1 1, where

⊕
is a direct sum operator,

⊗
is a direct

product operator, 1JK, 1I , and 1K are a JK × 1, I × 1, and K × 1 column vector of
1’s, respectively.

The variance-covariance matrix of y is thus

V = V (y) = σ2
P Z1Z

≤
1 + σ2

OZ2Z
≤
2 + σ2

E Z3Z
≤
3. (4)

In particular, the covariance of Yijk and Yi ≤ j ≤k≤ is obtained as

Cov(Yi jk, Yi ≤ j ≤k≤) =

⎧
⎪⎪⎥

⎪⎪⎩

0 if i ≈= i ≤
σ2

P if i = i ≤, j ≈= j ≤
σ2

P + σ2
O if i = i ≤, j = j ≤, k ≈= k≤

σ2
P + σ2

O + σ2
E if i = i ≤, j = j ≤, k = k≤.

2.3 ANOVA Tables of the Model

Analysis of variance (ANOVA) method is one of the most commonly used means
to derive confidence intervals on variance components in gauge study. The total
variation of Yijk in ANOVA table is partitioned into variations of parts, operators,
and measurement errors in terms of sources of variation (SV), sums of squares (SS),
degrees of freedom (DF), mean squares (MS), and expected mean squares (EMS).
The partitions of the components are shown in Tables 1 and 2. The notation in Table 1
is defined as

SSPY = JKζi (Y i.. − Y ...)
2,

SSPX = JKζi (Xi.. − X ...)
2,

SPPXY = JKζi (Xi.. − X ...)(Y i.. − Y ...),

SSOY = IKζ j (Y . j. − Y ...)
2,

SSOX = IKζ j (X . j. − X ...)
2,

SPOXY = IKζ j (X . j. − X ...)(Y . j. − Y ...),
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Table 1 ANOVA for model (2)

SV Sums of squares and cross products
Y X XY DF

Parts SSPY SSPX SPPXY I − 1
Operators SSOY SSOX SPOXY J − 1
Errors SSEY SSEX SPEXY IJK − I − J + 1

Total SSTY SSTX SPTXY IJK − 1

Table 2 Adjusted ANOVA for model (2)

SV SS DF MS EMS

Parts R1 n1 S2
P σ2

E + J Kσ2
P

Operators R2 n2 S2
O σ2

E + I Kσ2
O

Errors R3 n3 S2
E σ2

E

SSEY = ζiζ jζk(Yijk − Y i.. − Y . j. + Y ...)
2,

SSEX = ζiζ jζk(Xijk − Xi.. − X . j. + X ...)
2,

SPEXY = ζiζ jζk(Xijk − Xi.. − X . j. + X ...)(Yijk − Y i.. − Y . j. + Y ...),

SSTY = ζiζ jζk(Yijk − Y ...)
2,

SSTX = ζiζ jζk(Xijk − X ...)
2, and

SPTXY = ζiζ jζk(Xijk − X ...)(Yi jk − Y ...).

Table 1 is modified in Table 2 that includes necessary elements to construct confi-
dence intervals on the variance components. The mean squares in Table 2 are obtained
by dividing the sums of squares by their degrees of freedom and they are defined as
S2

P = R1/n1, S2
O = R2/n2, and S2

E = R3/n3 where

R1 = JKy
≤
W

≤
1 (DI − H1) W1y, (5)

R2 = IKy
≤
W

≤
2 (DJ − H2) W2y, (6)

R3 = y
≤
W

≤
3 (DI J K − H3) W3y, (7)

W1 = 1

JK
Z

≤
1,

W2 = 1

IK
Z

≤
2,

W3 = Z
≤
3 = DIJK,

H1 = X1(X
≤
1X1)

−1X
≤
1,

H2 = X2(X
≤
2X2)

−1X
≤
2,
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H3 = X3(X
≤
3X3)

−X
≤
3,

X1 = W1X,

X2 = W2X,

X3 = [X Z1 Z2] ,

n1 = I − 2,

n2 = J − 2, and

n3 = IJK − I − J

3 Statistical Distributions of Sums of Squares

Statistical distributions of the sums of squares are derived by using the assumptions
in model (2). Theorems are provided to show that the sums of squares are chi-squared
distributed and the chi-squared distributed random variables are independent.

3.1 Theorems of Chi-Squared Distributions

Theorem 1. Under the distributional assumptions in (2), R1/(σ
2
E + J Kσ2

P ) is a
chi-squared random variable with n1 degrees of freedom.

Proof. Multiply both sides of the Eq. (3) on the left by (DI − H1)W1. Note that
(DI − H1)W1X = 0, W1Z1 = DI , and W1Z3 = 1

JK Z
≤
1. It follows that

y1 = (DI − H1)p + (DI − H1)W1Z2o + 1

JK
(DI − H1)Z

≤
1e

where y1 = (DI −H1)W1y. By using that W1Z2 = 1
J 1I 1

≤
J , (DI −H1)W1Z2Z

≤
2W

≤
1

(DI − H1) = 0, (DI − H1)1I = 0, and Z
≤
1Z1 = JKDI , the variance of y1 is

V (y1) = 1

JK

(
σ2

E + JKσ2
P

⎢
(DI − H1).

The distribution of R1 is determined by writing

R1

σ2
E + JKσ2

P

= y
≤
1

[
J K (DI − H1)

σ2
E + J Kσ2

P

]
y1

and noting
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[
JK(DI − H1)

σ2
E + JKσ2

P

]
V (y1) = (DI − H1),

1

2
E(y1)

≤
[

JK(DI − H1)

σ2
E + JKσ2

P

]
E(y1) = 0, and

rank(DI − H1) = I − 2.

By Theorem 7.3 in Searle [19, p. 232], R1/(σ
2
E + JKσ2

P ) is a chi-squared random
variable with n1 degrees of freedom. ≥∇
Theorem 2. Under the distributional assumptions in (2), R2/(σ

2
E + IKσ2

O) is a
chi-squared random variable with n2 degrees of freedom.

Proof. The proof is given by showing that

R2

σ2
E + IKσ2

O

= y
≤
2

[
IK (DJ − H2)

σ2
E + IKσ2

O

]
y2,

[
I K (DJ − H2)

σ2
E + IKσ2

O

]
V (y2) = DJ − H2,

1

2
E(y2)

≤
[

IK (DJ − H2)

σ2
E + IKσ2

O

]
E(y2) = 0, and

rank(DJ − H2) = J − 2.

where y2 = (DJ − H2)W2y. ≥∇
Theorem 3. Under the distributional assumptions in (2), R3/σ

2
E is a chi-squared

random variable with n3 degrees of freedom.

Proof. This theorem is proved by showing that

R3

σ2
E

= y
≤
3

[
(DIJK − H3)

σ2
E

]
y3,

[
(DIJK − H3)

σ2
E

]
V (y3) = DIJK − H3,

1

2
E(y3)

≤
[

(DIJK − H3)

σ2
E

]
E(y3) = 0, and

rank(DIJK − H3) = IJK − I − J.

where y3 = (DIJK − H3)W3y. ≥∇
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3.2 Theorem of Independency of Chi-Squared Distributions

Theorem 4. Under the distributional assumptions in (2), R1/(σ
2
E + JKσ2

P ) and
R3/σ

2
E are independent and R2/(σ

2
E + IKσ2

O) and R3/σ
2
E are independent.

Proof. Note that Eqs. (5) and (7) are quadratic forms and variance of y is defined
in (4). It is therefore shown that

W
≤
1(DI − H1)W1V (y)W

≤
3(DIJK − H3)W3 = 0

by using Z
≤
1W

≤
3(DIJK − H3) = 0, Z

≤
2W

≤
3(DIJK − H3) = 0, and W1Z3Z

≤
3W

≤
3(DIJK −

H3)W3 = 0, Therefore, by Theorem 7.4 in Searle [19, p. 232], R1/(σ
2
E + J Kσ2

P )

and R3/σ
2
E are independent.

Similarly, by using Eqs. (4), (6), and (7), it can be shown that

W
≤
2(DJ − H2)W2V (y)W

≤
3(DIJK − H3)W3 = 0.

By Theorem 7.4 in Searle [19, p. 232], R2/(σ
2
E + I Kσ2

O) and R3/σ
2
E are indep-

endent. ≥∇
Let the expected mean squares of parts, operators, and measurement errors be

respectively θP , θO , and, θE . Using the results of Theorems 1 to 4 and the fact that
expectation of a chi-squared random variable is its degrees of freedom, the expected
mean squares are written as follows:

E(S2
P ) = σ2

E + JKσ2
P = θP , (8)

E(S2
O) = σ2

E + IKσ2
O = θO , and (9)

E(S2
E ) = σ2

E = θE . (10)

4 Confidence Intervals on Variability

Theorems 1–4 with respect to chi-squared distributions of the sums of squares and
their independency are employed to construct confidence intervals of the linear func-
tions of variance components for gauge study. We use two methods for deriving con-
fidence intervals: modified large sample (MLS) method and generalized inference
method.
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4.1 MLS Intervals on Variance Components

Since repeatability is the variation among repeated measurements on a single part by
same operator using same measurement system, the variance component measuring
repeatability is the variance of measurement errors

σ2
repeatability = σE

2. (11)

An exact confidence interval for the variance of repeatability is obtained by Theorem
3. Since R3/σ

2
E ∈ χ2

n3
, an exact 100(1 − α) % two-sided confidence interval on

σ2
repeatability is [

S2
E

F(α/2:n3,→)

; S2
E

F(1−α/2:n3,→)

]
(12)

where F(δ:ν1,ν2) is the F-value for ν1 and ν2 degrees of freedom with δ area to the
right of F distribution as equal tailed F-values.

The variance of part effect σ2
part means the variance component of parts randomly

chosen from a manufacturing process, i.e. σ2
part = σ2

P and it is computed by (8) and
(10)

σ2
part = θP − θE

JK
. (13)

Ting et al. [20] proposed a general method for constructing confidence intervals on
γ = ∑P

q=1 cqθq − ∑Q
r=1 crθr where cq , cr ∞ 0 and the sign of γ is unknown. The

intervals are extended to the general case where Q > 2 and P > 2. Their two-sided
confidence intervals were shown to be very close to the stated confidence level by
simulation study. A confidence interval on σ2

part can be constructed by using the
method of Ting et al. [20]. An approximate 100(1 − α) % two-sided confidence
interval on σ2

part is

1

JK

[
S2

P − S2
E −

(
G2

1S4
P + H2

3 S4
E + G13S2

P S2
E

⎢ 1
2 ; (14)

S2
P − S2

E +
(

H2
1 S4

P + G2
3S4

E + H13S2
P S2

E

⎢ 1
2
]

where Gi = 1 − 1/F(α/2:ni ,→); i = 1, 2, 3, Hi = 1/F(1−α/2:ni ,→) − 1; i = 1, 2, 3,

G13 = (
(F1 − 1)2 − G2

1 F2
1 − H2

3

)
/F1, G23 = (

(F3 − 1)2 − G2
2 F2

3 − H2
3

)
/F3,

H13 = (
(1 − F2)

2 − H2
1 F2

2 − G2
3

)
/F2, H23 = (

(1 − F4)
2 − H2

2 F2
4 − G2

3

)
/F4,

F1 = F(α/2:n1,n3), F2 = F(1−α/2:n1,n3), F3 = F(α/2:n2,n3), and F4 = F(1−α/2:n2,n3).
Since reproducibility results from different operators, the variance component

measuring reproducibility is variance of operator effect, i.e. σ2
reproducibility = σ2

O and
it is represented by (9) and (10)
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σ2
reproducibili t y = θO − θE

IK
. (15)

Similarly, an approximate 100(1−α)% two-sided confidence interval onσ2
reproducibility

is derived by using Ting et al. [20]

1

IK

[
S2

O − S2
E −

(
G2

2S4
O + H2

3 S4
E + G23S2

O S2
E

⎢ 1
2 ; (16)

S2
O − S2

E +
(

H2
2 S4

O + G2
3S4

E + H23S2
O S2

E

⎢ 1
2
]
.

Since repeatability and reproducibility consist of two major sources of variability
in gauge study, the variability of gauge in a manufacturing process is obtained by sum
of the two variabilities using (11) and (15), i.e. σ2

gauge = σ2
reproducibility +σ2

repeatability.
The variance of gauge is written as

σ2
gauge = 1

IK

(
θO + (

IK − 1
)
θE

⎢
(17)

A confidence interval for the variance of gauge is constructed using the method
proposed by Graybill and Wang [12] because the sign of θO and θE are all positive in
the right side of (17). An approximate 100(1 − α) % two-sided confidence interval
on σ2

gauge is

1

IK

[
S2

O + (IK − 1)S2
E −

{ (
G2S2

O

⎢2 +
(
(IK − 1)G3S2

E

⎢2 } 1
2 ; (18)

S2
O + (IK − 1)S2

E +
{ (

H2S2
O

⎢2 +
(
(IK − 1)H3S2

E

⎢2 } 1
2
]
.

If variation due to the measurement system is small relative to variation of the
process, then the measurement system is deemed capable. This means the measure-
ment system can be used to monitor the manufacturing process. Let the ratio of
variance of parts to variance of gauge be

δP = σ2
P

σ2
gauge

. (19)

A confidence interval for this ratio is derived using the method by Arteaga et al. [2].
An approximate 100(1 − α) % two-sided confidence interval on δP is

[
I F8 S4

P − I S2
P S2

E + I {F1 − F8 F2
1 } S2

E

J (IK − 1) S2
P S2

E + J F8 F5 S2
P S2

O

; (20)

I F7 S4
P − I S2

P S2
E + I {F2 − F7 F2

2 } S2
E

J (IK − 1) S2
P S2

E + J F7 F6 S2
P S2

O

]
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where F5 = F(α/2:n1,n2), F6 = F(1−α/2:n1,n2), F7 = F(α/2:→,n1), and F8 =
F(1−α/2:→,n1).

4.2 Generalized Intervals on Variance Components

Tsui and Weerahandi [21] introduced the concept on generalized inference for testing
hypotheses in situations where exact methods do not exist. Their method can be
applied to form approximate confidence intervals on variance components. Since an
exact confidence interval on σrepeatability exists, Eq. (12) is used for determining the
variability of measurement errors .

The variance of part effect σ2
part is written by (13) as follows:

σ2
part = 1

JK

[ n1

P∩ s2
P − n3

E∩ s2
E

]
(21)

where s2
P and s2

E are respectively the observed values of S2
P and S2

E . P∩ and E∩ are
respectively pivotal quantities of n1S2

P/θP and n3S2
E/θE . Define R1 as the solution

for σ2
part in (21). The distribution of R1 is completely determined by P∩ and E∩ using

Monte Carlo methods. An approximate 100(1 −α) % two-sided confidence interval
on σ2

part is [
R1α/2; R11−α/2

]
(22)

where R1α/2 and R11−α/2 are the percentage of α/2 and 1 − α/2 of the distribution
R1, respectively.

Similarly, we can form confidence intervals on σ2
reproducibility by (15) as

σ2
reproducibility = 1

IK

[ n2

O∩ s2
O − n3

E∩ s2
E

]
(23)

where s2
o is the observed value of S2

O . O∩ is a pivotal quantity of n2S2
O/θ2

O . Define
R2 as the solution for σ2

reproducibility. The distribution of R2 is completely determined
by O∩ and E∩ using Monte Carlo methods. An approximate 100(1−α) % two-sided
confidence interval on σ∩

reproducibility is

[
R2α/2; R21−α/2

]
(24)

where R2α/2 and R21−α/2 are the percentage of α/2 and 1 − α/2 of the distribution
R2, respectively.

The variance of gauge is written by (17) as follows:

σ2
gauge = 1

IK

[ n2

O∩ s2
O + (IK − 1)

n3

E∩ s2
E

]
. (25)
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The distribution of R3 is completely determined by O∩ and E∩ using Monte Carlo
methods. An approximate 100(1 − α) % two-sided confidence interval on σ2

gauge is

[
R3α/2; R31−α/2

]
(26)

where R3α/2 and R31−α/2 are the percentage of α/2 and 1 − α/2 of the distribution
R3, respectively.

The ratio of variance of parts to variance of gauge δP is written using (21) and
(25) as follows:

δP = I [θP − θE ]

J
[
θO + (IK − 1) θ2

E

] (27)

=
I
[

n1
P∩ s2

P − n3
E∩ s2

E

]

J
[

n2
O∩ s2

O + (IK − 1) n3
E∩ s2

E

]

The distribution of R4 is completely determined by P∩, O∩, and E∩ using Monte
Carlo methods. An approximate 100(1 − α) % two-sided confidence interval on δP

is [
R4α/2; R41−α/2

]
(28)

where R4α/2 and R41−α/2 are the percentage of α/2 and 1 − α/2 of the distribution
R4, respectively.

5 Numerical Example

Semiconductor manufacturing uses a variety of chemical and physical processes.
Most semiconductor manufacturers buy their raw material in the form of round sili-
con wafers of a specified resistivity. Bare wafers are processed to produce functional
devices such as microprocessors, memories, micro-controllers, simple logic chips,
etc, in very complex fabrication procedure. However, the entire fabrication proce-
dure can be divided into five broad categories: lithography, etch, diffusion, thin film
deposition, and ion implant. In the process of etching, the areas not protected by
resist in a wafer are removed by use of a partially ionized reactive gas. During the
process the etch rate in the wafer is generally affected by temperature in an acid bath.

The data set published by Drain [10] includes temperature (T) in degrees Celsius
and the etch rate (E) in Angstroms per second. Table 3 presents total 24 measurements
assuming that four parts (I = 4), three operators (J = 3), and two measurements
(K = 2) are selected and that temperature (T) and etch rate (E) in the Table 3 are
respectively regarded as Xijk and Yijk in model (2) for gauge R & R study.
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Table 3 Sample data of temperatures and etch rates in etching process

Part Operator 1 Operator 2 Operator 3
T E T E T E

1 22 38.8 22 39.2 26 45.8
26 45.3 28 49.4 26 39.1

2 22 38.9 24 43.1 20 39.3
20 38.2 30 51.6 22 40.8

3 20 39.8 24 43.2 28 48.5
24 43.0 24 44.8 28 47.8

4 20 38.3 26 47.6 30 52.8
26 44.8 24 44.1 30 52.0

Table 4 Adjusted ANOVA

SV SS DF MS EMS

Parts R1 = 19.530 n1 = 2 S2
P = 9.765 σ2

E + JKσ2
P

Operators R2 = 4.140 n2 = 1 S2
O = 4.140 σ2

E + IKσ2
O

Errors R3 = 47.687 n3 = 17 S2
E = 2.805 σ2

E

Table 5 The estimates of variances

Variance σ2
part σ2

reproducibility σ2
repeatability σ2

gauge δP

Estimate 1.160 0.167 2.805 2.972 0.390

Table 6 95 % confidence intervals for the variances

Variance MLS intervals Generalized intervals
LB UB LE LB UB LE

σ2
part 0.000 31.225 31.225 0.005 31.440 31.435

σ2
reproducibility 0.000 131.231 131.231 0.000 131.274 131.580

σ2
repeatability 1.729 5.499 3.771 1.730 5.506 3.776

σ2
gauge 2.449 134.074 131.625 2.078 131.274 133.054

δP 0.001 10.422 10.421 0.000 7.316 7.316

Table 4 is obtained from the definitions explained in Sect. 2.3 using the sample
data set of Table 3. The estimates of variances of parts, reproducibilities, repeata-
bility, gauge, and the ratio of variance of parts to variance of gauge in Table 5 are
computed by (11), (13), (15), (17), and (19). Table 6 reports the 95 % confidence
intervals for variances of parts, reproducibilities, repeatability, gauge, and the ratio
of variance of parts to variance of gauge calculated by confidence interval formulas
in this chapter. LB, UB, and LE in Table 6 respectively represent lower limit, upper
limit, and length of confidence intervals. Negative values of lower limits are set to
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zero because variance cannot be negative. The confidence interval for variance of
repeatability is an exact interval and other intervals are approximate.

MLS and generalized intervals calculated in Table 6 are very similar especially
for σ2

part, σ
2
reproducibility, σ2

repeatability, and σ2
gauge. However, the confidence interval for

δP is slightly different. In this case we can choose narrower confidence interval as
long as it maintains the stated confidence level.

We proposed an exact confidence interval for the variance of repeatability and
approximate confidence intervals for the variances of parts, reproducibility, gauge,
and the ratio of parts to the variance of gauge in two-factor mixed model with con-
comitant variable and no interaction for gauge R & R study. In a manufacturing
process that the model can be applied the confidence intervals proposed here can be
used for monitoring whether the variabilities are appropriate for the process.
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Optimization of Engineering Survey
Monitoring Networks

Willie Tan

Abstract This chapter considers the various ways in which engineering survey
monitoring networks, such that those used for tracking volcanic and large-scale
ground movements, may be optimized to improve the precision. These include the
traditional method of fixing control points, the Lagrange method, free net adjust-
ment, the g-inverse method, and the Singular Value Decomposition (SVD) approach
using the pseudo-inverse. A major characteristic of such inverse problem networks
is that the system is rank deficient. This deficiency is solved using either exterior (i.e.
a priori) or inner constraints. The former requires additional resources to provide
the control points. In contrast, inner constraints methods do not require the imposi-
tion of external control and offer higher precision because the network geometry is
preserved.

1 Introduction

The purpose of this chapter is to outline the various ways in which engineering
survey monitoring networks are optimized. Such networks are used in monitoring
deformation in large structures as well as soil movements.

The functional form is given by

y = f (x, β)

where y is an n×1 vector of observations (typical angles and distances, including GPS
observations), f(.) is a function, x is a k ×1 vector of variables, and β is a k ×1 vector
of parameters that are typically absolute or updated adjustments to coordinates. The
nonlinear equation is often linearized using a Taylor series approximation about x0
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so that

f (x) = f (x0) + (∗ f )T(x0)(x − x0) + 1

2! (x − x0)
TH(x − x0) + R.

Here ∗ f is the gradient vector and (.)T denotes the transpose. The Hessian matrix
(H) and remainder (R) are often ignored so that the model is linear. Setting y =
f (x) − f (x0), X = (∗ f )T(x0) (the n × k design matrix), and β = (x − x0) gives
the linear model

y = Xβ + ε (1)

where ε ∈ N (0, ζ 2I) is the n × 1 vector of error terms, and I is the identity matrix
of order n. The estimated model is

y = Xb + e (2)

where b is the least squares estimator and e is the residual vector. Pre-multiplying
both sides in by XT and using the orthogonal condition XTe = 0 gives the normal
equations

b = (XTX)−1XTy = N−1f (3)

where N = XTX and f = XTy. These equations are solved iteratively using x0 as the
intimal guess, which is the standard Newton’s method. For 2-D monitoring networks,
the initial guess is computed using distance and angle observations, which provides
a very good starting point. However, in 3-D photogrammetric or survey networks,
determining x0 is more problematic, and more iterations are required.

Combining Eqs. (1) and (3),

b = (XTX)−1XT(Xβ + ε) = β + (XTX)−1XTε.

Thus E(b) = β, that is, the least squares estimator is unbiased. Taking variances on
both sides,

Var(b) = Var(β + (XTX)−1XTε) = ζ 2(XTX)−1. (4)

For any given ζ , one form of optimization is to use Eq. (4) to design a network
(i.e. select X) such that Trace[Var(b)] is minimum, that is, the sum of the elements of
the main diagonal of Var(b) is minimized. Generally, for a trilateral or triangulation
network, this implies selecting well-conditioned triangles.

In the weighted least squares case, ε ∈ N (0, ζ 2W) where W is a known diagonal
weight matrix of heteroscedastic variances. This may be transformed into the standard
unweighted linear model by considering a transformation T on Eq. (1) so that

Ty = TXβ + Tε,

that is,
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y≤ = X≤β + ε≤

where y≤ = Ty, X≤ = TX and ε≤ = Tε. Then the normal equations become

b≤ = (X≤TX≤)−1X≤Ty≤,

and
Var(b≤) = ζ 2(X≤TX≤)−1.

Since W is a diagonal matrix, T can be selected such that

Var(Tε) = T Var(ε)TT = ζ 2(TWTT) = ζ 2I.

In brief, the weighted least squares case can easily be transformed into the unweighted
case without loss of generality. Henceforth, we need only deal with the unweighted
case.

For the normal equations in Eq. (3), N is rank deficient, which means that N−1 does
not exist. This is because a datum for the survey network has not been established
and, as we shall see, the choice of datum affects network geometry and hence its
precision.

2 Overcoming Rank Deficiency: Use of Exterior Constraints

In this section, four methods of imposing external constraints on the network to
remove the rank deficiency are discussed.

2.1 Direct Substitution

This is the oldest method. Here, control points with known coordinates are substituted
into the normal equations to remove the rank deficiency. The originator of this method
is unknown, but it can be found in standard textbooks such as [4, 12, 14, 19]. The
substitution results in a slightly smaller system of equations. If there are q constraints,
then the normal equations have q fewer equations.

If the number of constraints is just enough to remove the rank deficiency in
N, then it is called a minimally adjusted network. Otherwise, the network is over-
constrained, which may be carried out so that the adjusted coordinates are consistent
with the higher-order network. To the extent that the imposed constraints may be
biased, the least square estimator will also be biased.
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2.2 Imposition of Linear Constraints

Equivalently, the q constraints required to overcome the rank deficiency may be
written as

Rβ = d (5)

where R is a q × k matrix of independent constraints and d is a q × 1 vector of
constants. These constraints are then added to Eq. (1) to obtain the augmented system

[
y
d

]
=
[

X
R

]
β +

[
ε

0

]
.

The resulting normal equations are

[XTX + RTR]b = XTy + RTd. (6)

The matrix on the left hand side is now of full rank and be inverted to find the least
squares estimator b.

A variant of this approach is to start with the normal equations in Eq. (3) so that

(XTX)b = XTy.

Pre-multiplying the constraint equations Rb = d on both sides by RT gives

RTR = RTd.

These equations may now be compatibly added, which gives Eq. (6) as before.
Further,

Var(b) = Var[(XTX + RTR)−1(XTy + RTd)]
= Var[(XTX + RTR)−1XTy]
= ζ 2(XTX + RTR)−1XTX(XTX + RTR)−1. (7)

This expression is difficult to evaluate, making it uncertain whether additional con-
straints can improve network precision.

2.3 Lagrange Method

The third classical approach is to use the method of Lagrange multipliers. The
Lagrangean is

L = (y − Xb)T(y − Xb)+2λTRb − d).
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Here λ is a vector of Lagrange multipliers. The first-order conditions are

ηL/ηb = −2XTy + 2XTXb + 2RTλ = 0;
ηL/ηλ = Rb − d = 0.

These conditions may be compactly written as a [8] block system

[
XTX RT

R 0

] [
b
τ

]
=
[

XTy
d

]
. (8)

The matrix on the left-hand side is invertible, and the system may be solved for
the least squares estimator b. The vector λ is not required as part of the solution
and hence need not be computed. This approach is seldom used for large networks
because it involves solving a larger system of equations.

3 Use of Inner Constraints

Classical methods using external constraints are less precise than modern methods
[11]. This is because the use of a few control points tends to “distort” the network
geometry, resulting in large standard errors. The modern approaches overcome this
defect by using inner constraints, g-inverse or minimum norm solutions that do not
rely on externally imposed control points.

3.1 Free Net Adjustment

To avoid deforming the network, [10] suggested that a larger subset of points or all
the points in the network should be used to define the datum, rather than just a few
control points. For the model y = Xβ + ε, consider small changes so that

γy = Xγβ + γε.

If γε = 0, then γy = Xγβ. We then consider changes in γβ such that γy remains
unchanged (i.e. equals 0). Such changes are implied by imposing inner constraints
so that there is no overall rotation, translation, or scale changes in the network. Then

γβ = Gγt

where, for a 2-D survey network [1, 5, 7],
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Gγt =



⎢⎢⎢⎢⎢⎢⎢⎢⎢⎧

1 0 −y1
0 1 x1
1 0 −y2
0 1 x2
...

1 0 −ym

0 1 xm

⎪

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎩



⎧
γtx
γty

γθ

⎪

⎩ .

Here G is matrix representing the linear transformation, γtx ,γty represent a small
translation of each point and γα represents a small rotation of each point with respect
to the centroid. Hence,

γy = Xγβ = XGγt = 0.

Since γt is non-zero, we have
XG = 0. (9)

In other words, the columns of G span the null space of X. The derivation of G is
not always so easy [13]. Tan [17] provided a simple derivation of the G matrix for a
3-D network such as those found in photogrammetry.

The above derivation uses geometrical constraints, that is, the network must not
have overall translation, rotation, or scale changes with respect to the centroid. An
alternative derivation is purely algebraic and uses the rank-nullity theorem. Recall
from Eq. (6) that the normal equations for the augmented system are

[XTX + RTR]b = XTy + RTd.

we select R such that
XRT = 0, (10)

that is, that columns of RT span the null space of X. The reason for this choice is
that the left-hand side of Equation becomes invertible. To see this, we solve for its
null space, that is,

[XTX + RTR]g = 0

for some vector g. Pre-multiplying both sides by R gives

RXTXg + RRTRg = 0.

Because XRT = 0, its transpose is also zero. Further, RRTR ≈= 0 so g = 0. In
other words, the null space of XTX + RTR is the null vector. Thus the nullity of
XTX + RTR is zero and, by the rank-nullity theorem, XTX + RTR is of full rank
and is therefore invertible. By comparing Eqs. (9) and (10), it can further be seen that
G = RT. This links the geometric and algebraic relations.
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In summary, free net adjustment imposes the conditions that there should not be
overall rotational, translational, and scale changes in the network with respect to the
centroid. These constraints are based on approximate coordinates and, to the extent
that these coordinates are biased, the least squares estimator is also biased. However,
unlike traditional approaches, the constraints are based on the centroid (also called a
fictitious station) and use all the points or a large subset of points to avoid deforming
the network.

3.2 The Singular Value Decomposition (SVD) Approach

The SVD approach does not use the null space (or equivalently, inner geometrical
constraints based on the centroid) to remove the rank deficiency. Instead, it solves
for the minimum norm solution from an infinite number of solutions e.g. [2, 9, 18].

The SVD of X is given by
X = UDVT

where U is an n ×n orthogonal matrix, D is a n ×k diagonal matrix of r ≥ k singular
values ζ1, . . . , ζr (not to be confused with the common variance of observations,
ζ 2), and V is a k × k orthogonal matrix (i.e. VTV = I). Premultiplying both sides
by XT gives

XTX = (VDUT)UDVT = VD2VT.

The normal equations in Eq. (3) may now be written as

VD2VTb = VDUTy.

Pre-multiplying by VT leads to

D2VTb = DUTy,

that is,
D2h = Dc (11)

where
h = VTb (12)

and
c = UTy.

Because UT, y, D, VT and c are known, Eq. (11) may be solved for h and the result
is used in Eq. (12) to solve for b. Further, from Eq. (4),

Var(b) = ζ 2(XTX)−1 = ζ 2(VD2VT)−1 = ζ 2VD−2VT.
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To obtain the minimum norm solution, we use Eq. (12) to minimize

bTb = (Vh)TVh = hTh.

From Eq. (11), if the ith element of h is hi and that of c is ci , then

hi = ci/ζi , i = 1, . . ., r.

Thus,
bTb = ∇ {(

h2
1. . . + h2

r

)
+
(

hr+12 . . . + h2
k

)}
.

Letting hr+1 = . . . = hk = 0 gives the minimum norm least squares solution.
A neater way of presenting the above steps is to define

D+ =



⎢⎢⎢⎧

1/ζ1 · · · 0 0
...

. . .
...

...

0 · · · 1/ζr 0
0 · · · 0 0

⎪

⎥⎥⎥⎩

so that Eq. (12) may be written as

b = VD+UTy = X+y. (13)

The matrix X+ = VD+UT is called the pseudo-inverse of X. The pseudo-inverse
approach is elegant because it does not impose external constraints on the network.
Once the SVD of X is calculated, it is a simple matter of computing b and Var(b).
The latter is obtained by taking the variance in Eq. (13), that is,

Var(b) = ζ 2V(D+)TD+VT. (14)

The main drawback is that computing the SVD is computationally more intensive.
However, the minimum norm solution is attractive because the mean square error
(MSE) is given by

MSE(b) = E[(b − β)T(b − β)]
= Trace[Var(b)] + [bias(b)]T[bias(b)].

Here E[.] is the expectations operator. It can be seen that Var(b) has minimum trace
if b is unbiased.
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3.3 The g-Inverse Method

The generalized inverse (g-inverse) technique in solving rank-deficient systems is
well known [15, 16]. Its main disadvantage is that it solves for a particular solution
out of an infinite number of solutions because, unlike the regular inverse, the g-
inverse is not unqiue. This particular solution may not have desirable properties. For
this reason, it is better to use a variant of the g-inverse technique to find the minimum
norm solution, with optimizes the trace of Var(b) as shown earlier.

From Eq. (3), the system of normal equations is

Nb = f .

If a g-inverse of N is defined as

NN−N = N,

then post-multiplying both sides by b gives

NN−Nb = Nb.

Comparing this equation with the normal equations, we have

NN−f = f .

That is,
b = N−f .

The solution is not unique because

b = N−f + (N−N − I)w

where w is an arbitrary vector is also a solution to the normal equations, that is,

N[N−f + (N−N − I)w] = NN−f + N(N−N − I)w = f .

Two further properties of g-inverses are important, namely,

(a) (XTX)−XT is a g-inverse of X; and
(b) X(XTX)−XT is invariant to the choice of (XTX)−.

One approach to overcome this lack of uniqueness is to use estimable functions [3],
that is, if a solution to the normal equations b depends on particular g-inverse, it may
be desirable to estimate a linear function mTβ rather than β itself. Now,
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Table 1 Data for simple loop level network

From To Observed height difference (m) Approximate height (m)

A B +2.1 HA = 10.0
B C −1.0 HB = 12.1
C A −0.9 HC = 11.1

Total = 33.2
Mean height = 11.067

E[mTb] = mT E[(XTX)−XTy]
= cTX(XTX)−XTXβ where mT = cTX

= cTXβ using Property (a)

= mTβ (unbiased).

Further,
mTb = cTX(XTX)−XTy,

which, by Property (b) above, is invariant to the choice of (XTX)−. Thus mTb is
unbiased and invariant to the choice of g-inverse, that is, mTβ is said to be estimable.

In engineering survey monitoring networks, it is clear from geometry that, for
instance, height differences are estimable even if the absolute heights are not
estimable for lack of a a datum. However, estimable functions (i.e. linear functions
of coordinates) are difficult to interpret geometrically for triangulation, trilateration
or photogrammetric networks. Hence, it is still desirable to compute the minimum
norm solution and not use the estimable function approach.

The basic idea is to use a two-step procedure. We start from the rank-deficient
normal equations. Instead of imposing additional constraints like the classical and
free net approaches, we first delete the redundant rows of N and f so that N is of full
rank. In the second step, the underdetermined system of equations is then solved for
the minimum norm solution.

Let the reduced normal equations be

N0b = f0. (15)

If the rank deficiency is q, N0 is a (k − q) × k matrix of full row rank and f0 is the
corresponding (k − q) × 1 vector. We minimize bTb subject to the constraint that
N0b = f0. The Lagrangean is

L = bTb + λT(f0 − N0b).

The first-order condition is
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ηL/ηb = 2b − NT
0 λ = 0.

Pre-multiplying both sides by N0 gives

2N0b = N0NT
0 λ.

Thus,
λ = 2(N0NT

0 )−1f0.

Substituting λ into into the first-order condition, we have

b = NT
0 (N0NT

0 )−1f0. (16)

Because N0 is of full rank row rank, the matrix N0NT
0 is invertible. Thus, the solution

b is relatively easy to compute because, unlike the SVD approach, the eigenvalues
and eigenvectors are not required. Further,

Var(b) = Var[NT
0 (N0NT

0 )−1f0]
= Var[NT

0 (N0NT
0 )−1XT

0 y]
= ζ 2NT

0 (N0NT
0 )−1XT

0 X0(N0NT
0 )−1N0.

Here X0 is obtained by deleting the corresponding columns of X. Again, the mul-
tiplication is relatively straightforward, and the solution is optimized to minimum
norm.

4 Applications

In this section, a simple example is used to illustrate all the techniques. Consider a
clockwise loop level network from point A to B, B to C, and then back to A (Table 1).
Let HA be the height (reduced level) of point A, which is arbitrarily set to 10.0 m
and observed height differences are then used to compute the approximate heights
as shown in the last column in the table. The mean height is required in free net
adjustment. The example has been kept simple to illustrate the computational steps.
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4.1 Classical Methods

The observations equations y = Xβ + ε are



⎧
2.1
−1

−0.9

⎪

⎩ =


⎧
−1 1 0
0 −1 1
1 0 −1

⎪

⎩



⎧
HA

HB

HC

⎪

⎩ +


⎧
ε1
ε2
ε3

⎪

⎩ .

From Eq. (3), the rank-deficient normal equations XTXb = XTy are



⎧
2 −1 −1

−1 2 −1
−1 −1 2

⎪

⎩ b =


⎧
−3
3.1

−0.1

⎪

⎩ . (17)

The rank deficiency is one, implying that only one constraint equation is required to
solve the system. This may be introduced in the traditional way by fixing HA = 10,
that is,

Rβ = [100]β = [10]

and solving Eq. (6). Alternatively, we can use Lagrange’s method and solve the
augmented system in Eq. (8) for the estimator b.

4.2 Free Net Adjustment

In free net adjustment we impose the constraint that the mean height (HA + HB +
HC )/3 is 11.067, that is,

Rβ = [111]β = [33.2].

From Eq. (6), the least square estimator is

b = [XTX + RTR]−1(XTy + RTd)

=


⎧
1/3 0 0
0 1/3 0
0 0 1/3

⎪

⎩



⎧
30.2
36.3
33.1

⎪

⎩ =


⎧
10.067
12.100
11.033

⎪

⎩ .

Note that the adjusted value of HA is 10.067 m and not 10.0 m because the mean
height is based on approximate heights. If desired, HA may be reset to 10.0 m by
subtracting 0.067 m and consequently HB = 12.03 m and HC = 10.97 m. Further,
from Eq. (7),
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Var(b) = ζ 2(XTX + RTR)−1XTX(XTX + RTR)−1 = (ζ 2/9)



⎧
2 −1 −1

−1 2 −1
−1 −1 2

⎪

⎩ .

4.3 The SVD Approach

In the SVD approach, we first compute the eigenvalues and eigenvectors of XTX,
which give matrices D and V respectively. Then U is computed column by column
using XV = UD so that

X = UDVT =


⎧
1/

∇
6

∇
3/

∇
6 u13

−1/
∇

6
∇

3/
∇

6 u23

2/
∇

6 0 u33

⎪

⎩



⎧

∇
3 0 0

0
∇

3 0
0 0 0

⎪

⎩



⎧
−1/

∇
2 0 1/

∇
2

−1/
∇

6 2/
∇

6 −1/
∇

6
1/

∇
3 1/

∇
3 1/

∇
3

⎪

⎩ .

Thus, from Eq. (13),

b = VD+UTy =


⎧
−1
1.03

−0.03

⎪

⎩ .

This is the minimum norm solution. The absolute heights are unknown and arbitrary
in the SVD approach; only the height differences matter. Thus if 11.0 m is added to
all three heights, then HA = 10.0 m, HB = 12.03 m, and HC = 10.97 m, the same
answer as that of free net adjustment. From Eq. (14),

Var(b) = ζ 2V(D+)TD+VT = (ζ 2/9)



⎧
2 −1 −1

−1 2 −1
−1 −1 2

⎪

⎩ .

This is identical to the result using free net adjustment.

4.4 The g-Inverse Method

In the two-step g-inverse procedure, we remove the third redundant equation in
Eq. (17) so that N0b = f0 is given by

[
2 −1 −1

−1 2 −1

]
b =

[−3
3.1

]
.

Similarly, the third column of X may be removed so that
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X0 =


⎧
−1 1
0 −1
1 0

⎪

⎩ .

Then, straightforward multiplication gives

b = NT
0 (N0NT

0 )−1f0 =


⎧
−1
1.03
−0.03

⎪

⎩ .

The result is identical to that of the SVD and free net adjustment approaches. Further,
it is a simple matter to compute

Var(b) = ζ 2NT
0 (N0NT

0 )−1XT
0 X0(N0NT

0 )−1N0 = (ζ 2/9)



⎧
2 −1 −1
−1 2 −1
−1 −1 2

⎪

⎩ .

Again, the result is identical to the SVD and free net adjustment techniques. Unlike
free net adjustment, there is no requirement to fix the height of the centroid. The
two-step procedure is also computationally simpler than the SVD approach because
there is no need to compute the eigenvalues and eigenvectors of XTX.

Conclusion

This chapter has discussed the various ways in which engineering survey monitoring
networks may be optimized. Unlike many other optimization problems, the issue
here is rank deficiency rather than convergence through iterations or other search
techniques. The classical methods are well known but they do not optimize the
network precision. The modern approach began with [10], the originator of free net
adjustment. The SVD approach is well known in many fields (e.g. [6]), as is the
g-inverse method. In this chapter, it is suggested that the g-inverse technique may be
modified to compute the minimum norm estimator.

Appendix: Notation

y n × 1 vector of observations with ith element yi

X n × k design matrix with ith column [xi ]
β k × 1 vector of parameters
ε n × 1 vector of error terms with ith element εi

ζ 2 Var(εi )
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I n × n identity matrix
N(.) Normal distribution
b Least squares estimator of β with ith element bi

N XTX
E(.) Expectation
Var(.) Variance
f XTy
W n × n known diagonal weight matrix
T n × n transformation matrix
y≤ Ty
X≤ TX
ε≤ Tε

b≤ Weighted least squares estimator
R q × k coefficient matrix of constraints
d q × 1 vector of constants
L Lagrangean function
λ Vector of Lagrange multipliers
g Arbitrary vector
U n × n orthogonal matrix
D n × k diagonal matrix of r ≥ k singular values ζ1, . . . , ζr

τi Eigenvalue of XTX, τi = ζ 2
i

ζi Singular values
V k × k orthogonal matrix
h VTb, with element hi

c UTy, with element ci ; also denotes an arbitrary vector
D+ Matrix whose main diagonal consists of the inverses of singular values
X+ Pseudo-inverse of X
MSE(.) Mean square error
Tr(.) Trace
N− g-inverse of N
w Arbitrary vector
mTβ Linear function of β

N0 Reduced matrix in normal equations
f0 Reduced vector in normal equations
X0 Reduced design matrix
HA Height of point A; similarly for HB
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Distributed Fault Detection Using Consensus
of Markov Chains

Dejan P. Jovanović and Philip K. Pollett

Abstract We propose a fault detection procedure appropriate for use in a variety of
industrial engineering contexts, which employs consensus among a group of agents
about the state of a system. Markov chains are used to model subsystem behaviour,
and consensus is reached by way of an iterative method based on estimates of a
mixture of the transition matrices of these chains. To deal with the case where sys-
tem states cannot be observed directly, we extended the procedure to accommodate
Hidden Markov Models.

Keywords Fault detection · Consensus algorithm · Mixtures of Markov chains ·
The EM algorithm · Hidden Markov Model (HMM) · Multi-agent systems

1 Introduction

With the development of new types of engineering systems, such robotic networks
and networks of unmanned aerial vehicles (UAVs), and initiatives to modernize
already established engineering systems such as “smart” power grids, the problem
of fault detection is becoming more import, because early detection of deviations in
system characteristics from the norm leads to increased reliability and maintainability
[1]. Early detection is achieved by building local behavioural models and establishing
information exchange protocols to estimate local characteristics for decentralized
decision making.

Theoretical background on fault detection is part of the wider milieu of procedures
for recognizing unwanted behaviour in monitored systems. Fault diagnosis generally

D. P. Jovanović (B) · P. K. Pollett
Department of Mathematics, University of Queensland, Brisbane QLD 4072, Australia
e-mail: dejan.jovanovic@uqconnect.edu.au

P. K. Pollett
e-mail: pkp@maths.uq.edu.au

H. Xu and X. Wang (eds.), Optimization and Control Methods in Industrial Engineering 85
and Construction, Intelligent Systems, Control and Automation: Science and Engineering 72,
DOI: 10.1007/978-94-017-8044-5_6, © Springer Science+Business Media Dordrecht 2014



86 D. P. Jovanović and P. K. Pollett

comprises three sequential steps (known as the fundamental tasks of fault diagnosis
[2]). The first, fault detection, is to decide whether the characteristics of the system
in question are outside permissible limits. The second, fault identification, is to
determine which subsystems contain a fault of a particular type and the time when it
occurred. Finally, fault analysis provides insight into the time-varying characteristics
of the fault and the scale of disturbance that occurred.

We focus here primarily on fault detection. In order to identify change, we need
an adequate reference model for system features. This is the backbone of the model-
based fault detection approach [2–6] adopted here. Three common methods used in
feature generation within the context of model-based fault detection are parameter
estimation [7, 8], state estimation [3, 9] and parity (consistency) checking [5]. Once
estimated, the present state is compared with that of nominal (normal) system be-
haviour and a residual is generated that measures any change. In model-based fault
detection the full set of residuals is used for decision making, and a change in their
mean and/or covariance signals a fault [6].

The choice of model depends on the problem at hand. However, it is often imprac-
tical to build a model for the entire system. This is particularly true for distributed
systems, where there are many interrelated and interconnected parts. A natural ap-
proach is to simplify the task by first decomposing the system into a number of
subsystems, which would usually be spatially separated and assumed to evolve in-
dependently. The decomposition may be deterministic [10] or probabilistic [11].
Attached to each subsystem is a set of independent local observations and a set of
local parametric models that describe different working conditions. We will used the
term “agent” as an abstraction that integrates these two components. A group deci-
sion is accomplished through interaction between neighbouring agents, and one of
our goals is determine the conditions for logical (behavioural) consensus [12] among
group members.

A state-space model is a common option for many practical problems in fault de-
tection [9], and a Kalman estimator [13] is frequently used to estimate the mean and
covariance of the state. However, the latter approach suffers from a lack of robust-
ness to noise and uncertainties [6]. Our approach is different. Instead of generating
residuals, we estimate the probability distribution of the state from the given obser-
vations. This is compared with corresponding distribution in the normal mode. The
“distance” between these distributions is measured in order to decide on the presence
of a fault. We assume that under any given operating mode, be it normal or faulty, the
state of any subsystem can be described faithfully by a discrete-state Markov chain
[14]. Normal operating conditions are described by a single model and there are a
number of models indicating a fault. We assume each agent can accurately detect
faults in its own subsystem.

Achieving consensus by arriving at a common distribution representing belief
among agents is an idea that goes back to the early sixties, when Stone [15] in-
troduced pooling of opinions to determine a group decision. Stone assumed that
each opinion was modelled by a continuous probability distribution, and the opin-
ion pool as a mixture of distributions. However, he considered only equal mixture
weights. DeGroot [16] extended this idea in two ways: first, by introducing an iterative
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approach whereby each agent revises its own subjective probability distribution based
on changes in other group members opinions, and, second, by allowing the possi-
bility of distinct weights and specifying convergence conditions for the iteration.
The convergence conditions were generalized further by Chatterjee and Seneta [17].
We follow DeGroot’s approach, but extend this using Markov chains rather than
continuous distributions. In our method, agents reach consensus about the transition
matrices that govern changes in subsystem state within each operating mode. At
each iteration agent i revises its own transition matrix by taking a weighted sum of
the other agents’ matrices and its own. The weights are selected optimally using an
Expectation-Maximization (EM) framework. As we shall see, our method extends
easily to the case of hidden Markov chains, thus allowing for states that may not be
directly observable.

Once consensus is achieved, fault diagnosis can commence. To decide whether
there is a fault, each agent compares its local distribution with a consensus distri-
bution, being the stationary distributions of the local and the consensus transition
matrices, respectively. If the “distance” between these distributions is greater than 0,
a fault is recorded. Once it has been established that there are faulty subsystems,
the next step is to determine which subsystems are faulty and what type of fault is
present. There are two scenarios. In the first, a subsystem identifies its own fault and
checks if there are group members affected by the same fault (the agent compares
its own local model with other local models in the group by measuring the distance
between corresponding stationary distributions). In the second, if the subsystem has
no fault then the faulty subsystems can be detected in the same manner by again
comparing stationary distributions. A range of different distance values indicates
multiple faults.

We note that a consensus algorithm has been used in the work of Franco et al.
[18], Ferrari et al. [19] and Stanković et al. [20]. It differs from ours in that first
and second order moments only were used, rather than the entire distribution. We
note also that Petri Nets have been used extensively in fault detection in distributed
systems [21]. Particularly interesting is the work of Benveniste et al. [22], who
introduced a probabilistic extension of Petri Nets for distributed and concurrent
systems (components that evolve independently) and applied this to fault detection.
However, they did not consider the problem of fault detection within a consensus
framework. Our work is motivated by the need to detect faults in electrical power
systems. Accordingly, we mention also the work of Kato et al. [23] and Garza et al.
[24]. In [23] a multi-agent approach was suggested to locate and isolate fault zones.
In [24] this problem was considered within a probabilistic framework using dynamic
Bayesian networks, rather than the present consensus framework.

The rest of this chapter is organized as follows. The problem is formulated in
Sect. 2. This is followed in Sect. 3 with a derivation of the likelihood function for
our mixture of Markov chains and the EM procedure for selecting optimal weights.
Section 4 contains an extension to the case of unobserved Markov chains. Finally, a
fault diagnosis scheme and simulation results are presented in Sects. 5 and 6, respec-
tively.
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Fig. 1 Communication graph
of an agent network

2 Problem Formulation

It is assumed that each agent has local observations of the state of its subsystem, and
that the local model for changes in state is represented by a transition probability
matrix. Furthermore, it is assumed that agents can exchange information over a com-
puter network; specifically, each agent can know other agents’ transition matrices.
The idea is to modify the transition matrices within a group of agents in such a way
that, under certain conditions, those of all agents in the group converge to a common
transition matrix.

The underlying distributed system is represented by undirected graph G = (V, E)

whose vertices V = {1, . . . , n} represent agents (measurement and monitoring
points) and whose edges E (E ∗ V ×V ) represent communication links. It is as-
sumed that G itself is connected and composed of one of more complete subgraphs
(cliques), each corresponding to a group of agents trying to achieve consensus. We
assume that the cliques are known in advance (we do not consider a problem of
finding them [25]). An example of one such graph is given in Fig. 1, where a 2-vertex
clique and a 4-vertex clique have been circled. The neighbourhood of an agent q is
defined as the set of agents Nq ∗ V such that Nq � {p ∈ V |(q, p) ∈ E}. So a given
agent can potentially belong to more than one group. This is illustrated in Fig. 1; no-
tice that vertex q belongs to two cliques. We will assume that if an agent is a member
of more than one group, it will engage independently in achieving consensus within
those groups; it will not share information among the groups. Additionally, we will
suppose that communication links between group members are completely reliable
with no latency.

Suppose that there are K agents all of whom have the same set of subsystem
states S = {1, 2, . . . , N }. Starting from iteration ζ = 1, agent i updates its transition
matrix by taking a weighted sum of the other agents’ matrices and its own. Let P(ζ )

i
be the transition matrix of agent i at iteration ζ (ζ ≤ 1). Then,

P(ζ )
i =

K∑

j=1

ηi j P
(ζ−1)
j , i = 1, . . . , K , (1)
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where τ = [ηi j ] is a K ×K is ergodic stochastic matrix with strictly positive entries;
ηi j is a “consensus rating” assigned by agent i to agent j to rate the influence of

agent j on agent i . The transition matrices P(0)
j at iteration ζ = 0 are the initially

pooled transition matrices.
The updating procedure at iteration ζ is represented for all agents by



⎢

P(ζ )
1

P(ζ )
2
...

P(ζ )
K

⎧

⎪⎪⎪⎪⎥
=



⎢

η11 I η12 I . . . η1K I
η21 I η22 I . . . η2K I

...
...

...

ηK 1 I ηK 2 I . . . ηK K I

⎧

⎪⎪⎪⎥



⎢

P(ζ−1)
1

P(ζ−1)
2
...

P(ζ−1)
K

⎧

⎪⎪⎪⎪⎥
(2)

where I is the N × N identity matrix. Defining the group transition matrix at iteration
ζ to be the block matrix P(ζ ) = [P(ζ )

1 |P(ζ )
2 | . . . |P(ζ )

K ]≈, where ≈ denotes transpose,
Eq. (2) is expressed compactly as P(ζ ) = [τ ≥ I ]P(ζ−1), or equivalently

P(ζ ) = [τ ≥ I ](ζ )P(0), (3)

where ≥ is the Kronecker product and P(0) = [P(0)
1 |P(0)

2 | . . . |P(0)
K ]≈ is the block

matrix made up of the initial transition matrices participating in the algorithm. Con-
vergence of (2) is assured under the condition that τ ≥ I is a contraction, that is,
∇τ ≥ I∇ → 1. We exploit the following properties of the Kronecker product [26,
27]:

Lemma: 1 If A is an m A × n A matrix and B is an m B × nB matrix, then, for any
p-norm ∇ · ∇, ∇A ≥ B∇ = ∇A∇∇B∇.

Lemma: 2 If A and B are square matrices, then (A ≥ B)n = An ≥ Bn .

Since ∇τ∇∞ = 1 and ∇I∇∞ = 1, applying Lemma 1 to τ ≥ I shows that
∇τ ≥ I∇ → 1. Furthermore, applying Lemma 2 to the group transition matrix P(ζ ),
given by (3), we obtain

P(ζ ) = [τζ ≥ I ]P(0). (4)

As ζ goes to infinity P(ζ ) approaches to the group consensus matrix Pc given by

Pc =



⎢

Pc

Pc
...

Pc

⎧

⎪⎪⎪⎥ =



⎢

γτ1
I γτ2

I . . . γτK
I

γτ1
I γτ2

I . . . γτK
I

...
...

...

γτ1
I γτ2

I . . . γτK
I

⎧

⎪⎪⎪⎥



⎢

P(0)
1

P(0)
2
...

P(0)
K

⎧

⎪⎪⎪⎪⎥
(5)

where γτ = [γτ1
γτ2

. . . γτK
] is the limiting distribution of the stochastic matrix τ.

Notice that, for the iterative procedure (4) to converge, the weights must be chosen
so that τ is ergodic [17]. It remains to specify how to estimate entries of τ in the first
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iteration of the algorithm. We note that since the right-hand side of (1) is a mixture
of transition matrices [28, 29], the weights ηi j of agent i can be interpreted as the
distribution of a latent variable.

In the next section we derive the likelihood function for our Markov chain mixture,
which is used in the subsequent EM framework to estimate our consensus ratings.
Once the optimal ratings are estimated and τ is formed, its stationary distribution
(denoted by γτ ) can be evaluated [30]. From that and the initially pooled transi-
tion matrices P(0), an estimated consensus transition matrix Pc and corresponding
stationary distribution γc can be determined.

3 Estimation of Optimal Consensus Ratings

To estimate concensus we must first determine a likelihood function for the linear
combination of transition matrices involved in the consensus scheme for the i th agent
in (2) for ζ = 1. For simplicity let us write

Pi =
K∑

j=1

η j P j . (6)

The iteration indices have been omitted, and ηi j has been replaced by η j . In
a group of agents it is assumed that each has observed its own state sequence and
corresponding transition matrix. When a particular agent i revises its own transition
matrix, it invites the other agents to transmit theirs. Agent i then adapts its own tran-
sition matrix based on the information received. We will explain how the consensus
weights depend on the state sequences and the corresponding transition probabilities
of each of the agents in the group. We follow an approach of Anderson and Goodman
[31], but extended this to Markov chain mixtures.

It is assumed that the state sequence {Xt , 0 → t → T } of agent i is governed by
Pi in (6). Transitions in this sequence are obtained as a mixture of sequences Xk

t ,
k = 1, . . . , K , of all K agents in the group. Since each agent k is weighted by some
value η j , the probability of a particular transition at time t , from state xi−1 to state
xi , can be modelled as the product of two probabilities: the probability of a transition
from one state to another and the probability that the transition itself is caused by
agent k. Consequently, the probability of the state sequence x0, . . . , xT is

η(x0x1)k p(x0x1)kη(x1x2)k p(x1x2)k . . . η(xT−1xT )k
p(xT−1xT )k

. (7)

Expression (7) can be further extended by introducing a random process (Zt ) to
model random selection of the source k of a particular transition from xi−1 to xi .
Since this transition at time t can come from only one source, an indicator I{Zt =k}
of this source is introduced. In that case, the weight η(xi−1xi )k

can be interpreted as
the probability that a particular transition probability p(xi−1xi )k

comes from agent k,
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denoted as P(Zt = k). Thus, for each transition from xi−1 to xi , expression (7) is
modified to obtain

K⎩

k=1

{η(x0x1)k p(x0x1)k }I{Z1=k}
K⎩

k=1

{η(x1x2)k p(x1x2)k }I{Z2=k} . . . (8)

K⎩

k=1

{η(xT−1xT )k
p(xT−1xT )k

}I{ZT =k}
.

The next step towards calculating (7) requires counting the number of transitions,
from xi−1 to xi for agent k until time t on the entire sequence, as follows:

⎩

x0x1

K⎩

k=1

{η(x0x1)k p(x0x1)k }I{Z1=k} N1(x0x1)k
⎩

x1x2

K⎩

k=1

{η(x1x2)k p(x1x2)k }I{Z2=k} N2(x1x2)k

· · ·
⎩

xT−1 xT

K⎩

k=1

{η(xT−1xT )k
p(xT−1xT )k

}I{ZT =k} NT (xT−1xT )k
, , (9)

or, more compactly,

T⎩

t=1

N⎩

i, j=1

K⎩

k=1

{P(Zt = k)P(Xt = j |Xt−1 = i, Zt = k)}I{Zt =k} Nt (Xt−1=i,Xt = j)k .(10)

To simplify notation, P(Zt = k) will be denoted as ηk , the transition probability
P(Xt = j |Xt−1 = i, Zt = k) will be given in the shortened form Pt (i, j)k and the
number of transitions in a state sequence Xk

t by time t for a particular agent k by
Nt (i, j)k : (10) becomes

T⎩

t=1

N⎩

i, j=1

K⎩

k=1

{ηk Pt (i, j)k}I{Zt =k} Nt (i, j)k . (11)

It is apparent from (11) that the random variable Zt is not directly observable.
However, this incomplete-data problem can be converted to a complete-data problem;
if the problem is extended to find the likelihood of the sequence {(Xt , Zt ), 0 → t → T }
instead, it opens up the possibility of using the EM framework [32].

As previously discussed, expression (11) is a likelihood function of the complete-
data vector whose logarithm is given by

log L(�; X, Z) =
T∑

t=1

N∑
i, j=1

K∑
k=1

I{Zt =k}Nt (i, j)k{log Pt (i, j)k + log ηk}. (12)
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The EM algorithm is a two-step iterative procedure. In the first step, called the E-step,
the Q function is calculated, which is the mathematical expectation of (12) given
observations {Xt , 0 → t → T }: Q(ηk |η(θ)

k ) = EZ|X,�{log L(�; X, Z)}, where η
(θ)
k

is a set of parameter estimated in previous iteration θ. The Q function evaluation is
reduced to computing the mathematical expectations of indicator functions, because
the transition probabilities Pt (i, j)k , counts Nt (i, j)k and initial mixing proportions
η

(θ)
k are known in advance. By Bayes’ Theorem

P(A|B ∩ C) = P(B|A ∩ C)P(A|C)

P(B|C)
. (13)

Furthermore, assuming that Xt depends only on Xt−1 and I{Zt =k}, as well as
presuming that I{Zt =k} and Xt−1 are independent, the mathematical expectation of
the indicator function is given as follows:

EZ|X,�{I{Zt =k}|X;�} = P(Xt = j |Xt−1 = i, I{Zt =k} =1)P(I{Zt =k} =1)

P(Xt = j |Xt−1 = j)

= P(Xt = j |Xt−1 = i, I{Zt =k} =1)P(I{Zt =k} =1)
∑K

h=1 P(Xt = j |Xt−1 = i, I{Zt =h} =1)P(I{Zt =h} =1)

= η
(θ)
k Pt (i, j)k

∑K
h=1 η

(θ)
h Pt (i, j)h

= α
(θ)
t (i, j)k . (14)

Finally an expression for the Q function is given by

Q(ηk |η(θ)
k ) =

T∑
t=1

N∑
i, j=1

K∑
k=1

α
(θ)
t (i, j)k Nt (i, j)k{log Pt (i, j)k + log ηk}. (15)

In the second step of the EM algorithm, called the M-step, previously as-
sumed parameters are optimized based on the expectation of the log likelihood:
η

(θ+1)
k = arg maxηk Q(ηk |η(θ)

k ). Introducing a Lagrange multiplier μ into (15) for

the constraint
∑K

k=1 ηk = 1, we obtain

Q(ηk |η(θ)
k ) =

T∑

t=1

N∑

i, j=1

K∑

k=1

α
(θ)
t (i, j)k Nt (i, j)k{log Pt (i, j)k+ log ηk}

−μ

(
K∑

k=1

ηk−1

)
. (16)

After taking the derivative of Q with respect to ηk we get

σ Q(ηk |η(θ)
k )

σηk
=

∑T
t=1

∑N
i, j=1 α

(θ)
t (i, j)k Nt (i, j)k

ηk
− μ = 0. (17)
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Rearranging (17) and using the constraint we obtain

μ =
K∑

h=1

T∑

t=1

N∑

i, j=1

α
(θ)
t (i, j)h Nt (i, j)h .

Finally, the updated equation for ηk is given by

ηk =
∑T

t=1
∑N

i, j=1 α
(θ)
t (i, j)k Nt (i, j)k

∑K
h=1

∑T
t=1

∑N
i, j=1 α

(θ)
t (i, j)h Nt (i, j)h

. (18)

By altering the E-step and M-step, in each iteration θ, the function Q(ηk |η(θ)
k )

is calculated and the parameters are optimized. From an implementation point of
view there are two ways to halt the procedure. The first is when the difference in the
value of Q is below some threshold 	 assumed in advance, that is, Q(ηk |η(θ)

k ) −
Q(ηk |η(θ−1)

k ) → 	. The second is to specify in advance the total number of iterations
Π and stop when θ ≤ Π .

Taking into consideration the E-step and M-step used to estimate optimal ratings of
the stochastic matrix τ, it is apparent that there are two specific kinds of information
each agent in the group requires. Firstly, by (14) it follows that each agent in the group
has to know the other agents’ transition probabilities. In other words, information on
the models perceived by the group members are supposed to be shared among the
group. Secondly, even more interesting conclusions can be drawn from (18). In order
to rate other group members, agent i relies on information regarding a number of
transitions, N k

t , k = 1, . . . , K , of pooled state sequences Xk
t . As we will see shortly,

a major problem in applying our algorithm is related to the inability to observe these
state sequences directly.

Before proceeding, recall briefly the notation introduced of this section. The in-
dex i , denoting the agent that revises its distribution, is omitted: Xk

t is shorthand for
the state sequence Xik

t that models the influence of agent k on agent i , and N k
t is

short for N ik
t , the number of transitions. Which notation we will use depends on the

context.

4 Extension to Unobservable Case

It is clearly unrealistic to assume that each state transition is an observable discrete
event, because of measurement noise or because the observed signal is generated by
one of multiple sources randomly switched by an unobservable Markov chain, as
depicted in Fig. 2. It is therefore desirable to extend our algorithm to the case where
the states are hidden.

In order to adapt our algorithm to the context of Hidden Markov Models (HMMs)
[33, 34], it will be necessary to establish a link with the solutions of the three essential
problems connected with HMMs described by Rabiner [33]. The basic elements of
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Fig. 2 Local hidden Markov model

a HMM are the number of states N ; the number of distinct observation symbols
(discrete observations) O = {o1, o2, . . . , oM }, or the number of mixture components
(continuous observations) M ; and the state transition probabilities A = [Ξi j ]N×N ,
where

Ξi j ≡ P(Xt = j |Xt−1 = i), 1 → i, j → N . (19)

The next element is an observation probability defined as a matrix B = [ε j (yt )]
N×1, where ε j (yt ) is a probability of a particular observation. For discrete observa-
tions,

ε j (yt ) ≡ P(Yt = om |Xt = j), 1 → j → N , 1 → m → M. (20)

The final element is the initial state distribution � = [γk]N×1. We use the fol-
lowing compact notation:

λ = (A, B,�), (21)

where N and M are defined implicitly.
The three basic problems identified by Rabiner [33] are as follows.

Problem 1 : The efficient computation of the probability P(Y |λ) of the observed
sequence Y = Y1, Y2, . . . , YT , given the model λ.

Problem 2 : Estimation of the hidden state sequence X = X1, X2, . . . , XT , given
the observation sequence Y = Y1, Y2, . . . , YT and the model λ.

Problem 3 : Estimation of the parameters of model λ that maximize P(Y |λ).

To solve Problem 1 the forward-backward procedure [33] is applied, which is a
recursive method for efficient calculation of the probability of the observed sequence
given the model λ. To maximize the probability of a hidden state sequence for given
observations, the Viterbi algorithm [35] is used to address Problem 2. Finally, Prob-
lem 3 is addressed applying the Baum-Welch algorithm [36].

The connection with our algorithm will now be explained. As given previously,
each agent i in the group takes observations Y i

t = {yi
1, yi

2, . . . , yi
T }, independently
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allowing the application of a consensus algorithm. In addition, it is assumed that
each of these observations is generated by a Markov switching model. In other
words, a particular observation at time t comes from one of the underlying signal
generators Gr

i , r = 1, . . . , R, i = 1, . . . , N , where R is a number of working
regimes and N is the number of signal generators. We do not assume anything
about these hypothetical generators. Indeed we are only interested in the sequence
of their activations/deactivations, modelled by an associated Markov chain Xi =
{Xi

t , 0 → t → T } defined on a state space S = {1, 2, . . . , N } with a corresponding
transition probability matrix Ar . It is very important to note that that an unobservable
Markov chain transition matrix Ar will be used to form the initial pool of Markov
chain transition matrices in (5), that is, if agent i is in the working regime r then
Ar ≡ P(0)

i . Note that the number of generators N defines the size of S and that
number is a same for all working regimes. Consequently, all transition probability
matrices are the same size.

In the context of the algorithm described in Sects. 2 and 3, it is necessary for each
operating mode r to determine a transition probability matrix Ar of an unobservable
Markov chain Xi of corresponding hypothetical switches Si = {Si

1, . . . , Si
N }, i =

1, . . . , |V |, and similarly for Br and the initial state distribution �r . With this in mind,
it is apparent that the Baum-Welch algorithm provides a means of estimating different
working regimes and designing a bank of competing models� = {λ(	1) . . . λ(	R)}.
These models describe possible working conditions of each subsystem, where λ(	r )

is model (21) and 	r = (Ar , Br ,�r ) is the vector of the parameters of model r . The
currently active model of a particular agent i is determined by the forward-backward
procedure, selecting the most likely model λi = λ(	r ).

Finally, as per the proposed consensus scheme, to estimate a rating ηik using (18),
agent i needs to estimate the number of transitions, N k

t , in the underlying state
sequence Xk

t . First, Xik
t must include in it information about a model of the agent k,

whose rating is being assessed. Second, local observations Y i
t of the agent i are used

to revise its distribution. Thus, the Viterbi algorithm logically connects these two
aspects, all with the aim of estimating the state sequences Xik

t . Of course after Xik
t is

estimated, N k
t is easily determined. So, to estimate the optimal ratings ηik , the Viterbi

algorithm is applied to estimate the hidden sequences Xik
t = {xik

1 , xik
2 , . . . , xik

T }
from local models λk of the all agents in the group and local observations Y i

t =
{yi

1, yi
2, . . . , yi

T }.
To help explain an application of the algorithm to real-time systems, a sequence

diagram is given in Fig. 3, the steps summarized as follows:

Step 0: At time t each agent i from the group of K agents has collected T ob-
servations Y i

t = {yi
1, yi

2, . . . , yi
T } within the sliding window. Addition-

ally every agent in the group possesses a bank of competing models
� = {λ(	1) . . . λ(	R)};

Step 1: By applying the forward-backward recursive procedure to a bank �, given a
set of observations Y i

t , a currently active model λi = λ(	r ) of agent i , with
a set of parameters 	r = (Ar , Br ,�r ), is determined. Note that initial tran-
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Fig. 3 An algorithm state transition diagram

sition matrices P(0)
i of consensus algorithm and model transition matrices

Ar the same (P(0)
i ≡Ar );

Step 2: All agents in the group exchange, over a computer network, currently active
models λi ∀ λk ⊆=i , k = 1, . . . , K ;

Step 3: By the means of the Viterbi algorithm every agent i estimates the unob-
servable sequences Xik and corresponding transitions N ik

t from Y i
t and λk ,

k = 1, . . . , K . Using the EM algorithm an agent i estimates a row i of a
stochastic matrix τ, rowi {τ} = (ηi1, . . . , ηi K );

Step 4: The group of agents exchange over the computer network rows of the sto-
chastic matrix τ, rowi {τ} ∀ rowk ⊆=i {τ}, allowing each agent to form the
matrix τ;

Step 5: Once these transactions are complete, each agent computes a stationary dis-
tribution [30] γτ = (γη1 , . . . , γηK ) required to estimate a consensus transi-
tion matrix Pc, from which the stationary distribution γc is computed. After
a stationary distribution γc is estimated, a fault detection scheme is applied,
as explained in the next section.

5 Fault Detection Scheme

As explained in Sect. 1, an important aspect of our fault detection scheme is a dis-
tance measurement between the stationary distribution γc of the consensus transition
matrix and the stationary distribution γP(0) of the agent’s initial transition matrix. To
measure the distance between the two stationary distributions, γ1 and γ2, we will
use the L2-norm:
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Table 1 The fault table (Dictionary)

∂(γAi
, γA j

) γA1
γA2

… γAR

γA1
0 ∂12 … ∂1R

γA2
∂12 0 … ∂2R

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

γAR
∂1R ∂2R … 0

∂(γ1, γ2)=
N∑

i=1




i∑

j=1

γ1( j) −
i∑

j=1

γ2( j)




2

, (22)

where N is a number of discrete states. Once evaluated, these distances are stored to
form a fault table (or dictionary). Because the table is symmetric, the total number
of different values, as a function of the number of operation modes n, is 1

2 n(n − 1).
As noted earlier, every fault diagnosis scheme consists of a series of tasks, the first
of which, fault detection, is implemented as Step 5 (above). Here we measure the
distance between the stationary distribution of the consensus transition matrix and
the stationary distribution of the agent’s local transition matrix (model). This step
allows us to identify deviations from normal operation.

Algorithm 1 Fault Diagnosis - agent i
Require: γc, γ

P(0)
1

,. . ., γ
P(0)

K
, The Fault Table

1: if ∂(γc, γP(0)
i

) > 0 then

2: for all j ∈ K\{i} do
3: if ∂(γ

P(0)
i

, γ
P(0)

j
) > 0 then

4: Search the fault table to identify the model r associated with agent j , Fvec( j) ← r
5: end if
6: end for
7: return Fault Vector - Fvec
8: end if

Once a fault is detected, the second task, fault identification, begins. Multiple
faults in monitored subsystems can be identified, because all agents have the fault
table that summarizes information about different working regimes and each has
information about the currently active modes of all other agents in the group. It
has become apparent that a potential pitfall of this approach, which is particularly
evident when the number of models is large, lies in the need to retrieve the fault table.
Consideration of this issue will be part of future research (Table 1).

A realization of the first and second tasks is summarized in Algorithm 1, which
is executed for all agents i . In the third fundamental task, fault analysis, we analyse
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Table 2 Normal working regime λ1

λ1 A1 B1

s1 s2 o1 o2 o3 o4 o5 o6 o7

s1 0.68 0.32 0.25 0.7 0.025 0.0063 0.0063 0.0063 0.0063
s2 0.2 0.8 0.7 0.25 0.025 0.0063 0.0063 0.0063 0.0063

Table 3 Faulty working regime λ2

λ2 A2 B2

s1 s2 o1 o2 o3 o4 o5 o6 o7

s1 0.4 0.6 0.0125 0.05 0.1 0.65 0.15 0.025 0.0125
s2 0.75 0.25 0.0063 0.025 0.65 0.15 0.15 0.0125 0.0063

Table 4 Faulty working regime λ3

λ3 A3 B3

s1 s2 o1 o2 o3 o4 o5 o6 o7

s1 0.3 0.7 0.0125 0.0125 0.0125 0.0125 0.0125 0.25 0.7
s2 0.71 0.29 0.0125 0.0125 0.0125 0.0125 0.05 0.7 0.2

the time-varying characteristics of the fault(s), which are connected to model obser-
vations.

6 Simulation Results

We illustrate the method using a hypothetical system composed of three intercon-
nected subsystems (K = 3). The corresponding agents are labelled 1, 2 and 3. We
supposed that there are three possible subsystem working regimes, each modelled
by a HMM with two states (N = 2), an unobservable Markov chain and a discrete
observations set O = {1, 2, . . . , 7} (M = 7).

The HMM labelled λ1 models normal operation, while those labelled λ2 and
λ3 represent faults. The parameters of these models are given in Tables 2, 3 and 4,
respectively.

Together, they form a bank of competing models � = {λ(	1), λ(	1), λ(	3)}.
The dynamics are rather simple and emulate dynamical changes in signal amplitude.
Notwithstanding this, these simplified models serve to illustrate collective decision-
making in a group of agents. Figure 4 depicts agents’ local observations. Agents
collect observations by means of a sliding window that contains, at time t , the last
T samples of the monitored signal. For each agent i in the group, a fault diagnosis
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Fig. 4 Agents’ observations

scheme is applied to local observations Y i
t = {yi

1, yi
2, ..., yi

T }, i = 1, 2, 3 (in our
case, the window length is T = 7).

We analyse the test case depicted in Fig. 4. The transition of agent 1 from mode
λ(	1) to λ(	2) occurs at t = 101. At t = 201, agent 1 returns to mode λ(	1), while
agents 2 and 3 transition to modes λ(	3) and λ(	2), respectively. At t = 301, all
agents are once again in mode λ(	1).

In Step 1 of the state transition diagram (Fig. 3), the forward-backward recursive
procedure applies for estimating a currently active model using the bank of models
� and the agent’s local observations Y i

t . The changes of model indexes are depicted
in Fig. 5. The dashed lines represent true index values, while the solid lines are
estimates obtained from the forward-backward procedure. Notice that there is some
delay in identifying these changes. Agents’ decision delay �, as a function of a
sliding window length, is given in Table 5.

Next, in Step 2, the agents mutually exchange information on current working
regime models λk = λ(	r ), meaning that agent k has identified a model r .

In Step 3 the Viterbi algorithm is used to estimate the state sequences Xik
t ,

i, k = 1, 2, 3, given observations Y i
t and model parameters λk = λ(	r ) in the

group . Once all agents in the group estimate their own set of sequences Xik
t and

count number of transitions N ik
t they will estimate rows, rowi {τ} i = 1, 2, 3, of

the consensus matrix τ using the EM procedure. Numerical examples of optimal
ratings estimation of τ will be given for three different cases: t = 50, 150 and 250.
Simulation results are presented in Figs. 6, 7 and 8, which assume that parameters of
the EM algorithm are initialized randomly. These figures demonstrate how agents’
rates evolve with the EM iterations. As described before, each agent in the group
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Table 5 Decision delay � as
a function of a sliding
window length T

T 5 7 9 11

� 2 3 4 6

rates itself and other agents. Agent 1’s rates, η11, η21 and η31, are a measure of
the influence of agent 1 working regime model on the group. These values form the
first column of the stochastic matrix τ ≡ τ(0). As we showed in Sect. 2, the first
column of τ(ζ) in the limit as ζ → ∞ will be the stationary value γη1 . Similarly,
for agents 2 and 3, their estimated rates, η12, η22, η32, and η13, η23, η33, converge
to stationary values γη2 and γη3 , respectively. Stochastic matrices τ, for t = 150
and 250, and their stationary distributions, are summarized in Tables 6 and 7.

Another important conclusion can be drawn from Figs. 6, 7 and 8. It concerns the
stopping criteria of the EM algorithm, which combines a fixed number of iterations,
Π = 10, with a threshold value, 	 = 10−4. Selection of these parameters is an
essential part of the practical implementation of our algorithm to provide real-time
response.

In Step 4, previously estimated rows of the matrix τ, rowi {τ} = (ηi1, . . . , ηi K )

i = 1, . . . , K , are exchanged among group members to form a stochastic matrix τ.
Finally, in Step 5, once each agent in the group has its own stochastic matrix

τ, with stationary distribution γη , a fault diagnosis scheme is launched. As we
have already seen γη allows the computation of a consensus transition matrix Pc

as a weighted sum of the unobservable Markov chains of all agents in the group;
see (5). Computing the stationary distribution γc of a consensus transition matrix
Pc is the starting point of Algorithm 1. A practical implementation of line 1 of
the algorithm is slightly modified in that the condition ∂(γc, γP(0)

i
) > 0 is tested

as log ∂(γc, γP(0)
i

) < κ , for suitable κ , assumed here to be κ = −20. In Fig. 9 the
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Fig. 6 Consensus matrix estimation at t = 50
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Fig. 7 Consensus matrix estimation at t = 150

logarithm of the distance measure of all agents the group is given, showing how it
changes over time.

In view of Fig. 9 notice first that in the interval t ∈ [103, 303] all three agents
assessed the value log ∂(γc, γP(0)

i
), i = 1, 2, 3, as being less than the threshold
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Fig. 8 Consensus matrix estimation at t = 250

Table 6 Initial consensus
matrix for t = 150

0.2772 0.3614 0.3614

τ
(0)
t=150 0.3482 0.3259 0.3259

0.3618 0.3191 0.3191
γτt=150

0.3294 0.3353 0.3353

Table 7 Initial consensus
matrix for t = 250

0.3457 0.3403 0.3140

τ
(0)
t=250 0.3837 0.3213 0.2950

0.3916 0.3302 0.2782
γτt=250

0.3719 0.3310 0.2971

κ , indicating faults in the system. Secondly, it is evident that agent 2 has slightly
higher fluctuations on the interval t = [204, 303] than other agents. Before we give
a detailed explanation of the reasons for this behaviour, let us look at both the value
of the stationary distributions γAi of models λ(	i ), i = 1, 2, 3 (Table 8) and the
consensus matrices γc at times t = 50, 150, 250, 350 (Table 9). We see that that
γA3 and γ t=250

c have similar values. From (5) it follows that consensus transition
matrix cannot be equal to any particular initially pooled transition matrix, except in
the trivial case that all transition matrices are the same. However, in any non-trivial
case, a problem of similarity between unobservable Markov chains arises, indicating
the importance of measuring it in the training phase. As proposed by Rabiner [33]
the concept of model distance can be used for this purpose. This problem will be the
subject of future research.
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Fig. 9 Distribution distance

Table 8 Model stationary
distributions

γA1 0.3846 0.6154
γA2 0.5556 0.4444
γA3 0.5035 0.4965

Table 9 Consensus
stationary distributions at
times t = 50, 150, 250, 350

γ t=50
c 0.3846 0.6154

γ t=150
c 0.4804 0.5196

γ t=250
c 0.5015 0.4985

γ t=350
c 0.3846 0.6154

Figure 10 illustrates how the group members perceive group behaviour and how
they achieve behavioural consensus; exchanging model parameters among group
members and by applying local observations to these models leads to a common
perception of group behaviour.

7 Discussion

We have proposed a fault detection scheme for distributed systems in which sub-
systems are represented by agents. Operating modes of subsystems are modelled
by Markov chains. The agents form groups whose common (consensus) transition
matrix is estimated. Change in consensus within the group is monitored and, once
a change is detected, the distances between the stationary distributions of operating
modes are estimated in order to identify the new condition of the system. Future
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Fig. 10 Group decision

work will include the practical implementation of our algorithm to fault diagnosis in
power systems. To be fully applicable it will be necessary to extend our approach to
accommodate continuous observation schemes.
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Engineering Optimization Approaches
of Nonferrous Metallurgical Processes
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Abstract The engineering optimization approaches arising in nonferrous metal-
lurgical processes are developed to deal with the challenges in current nonferrous
metallurgical industry including resource shortage, energy crisis and environmental
pollution. The great difficulties in engineering optimization for nonferrous metallur-
gical process operation lie in variety of mineral resources, complexity of reactions,
strong coupling and measurement disadvantages. Some engineering optimization
approaches are discussed, including operational-pattern optimization, satisfactory
optimization with soft constraints adjustment and multi-objective intelligent satis-
factory optimization. As an engineering optimization case, an intelligent sequential
operating method for a practical Imperial Smelting Process is illustrated. Consider-
ing the complex operating optimization for the Imperial Smelting Process, with the
operating stability concerned, an intelligent sequential operating strategy is proposed
on the basis of genetic programming (GP) adaptively designed, implemented as a
multi-step state transferring procedure. The individuals in GP are constructed as a
chain linked by a few relation operators of time sequence for a facilitated evolution
with compact individuals. The optimal solution gained by evolution is a sequential
operating program of process control, which not only ensures the tendency to opti-
mization but also avoids violent variation by operating the parameters in ordered
sequences. Industrial application data are given as verifications.
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1 Introduction

Nonferrous metals play basic roles in modern industry, economy development and
national defense. However, the development of the nonferrous metallurgical indus-
try is challenged by resource shortage, energy crisis and environmental pollution.
Although the technical level of nonferrous smelting equipment has been greatly
improved, the process operation is roughly instructed with faulty performance in
yields, costs, energy consumption, environmental pollution and mineral recovery
rate. The engineering optimization approaches are developed to deal with some
restrictions in nonferrous metallurgical processes resulted from the difficulties of a
variety of mineral resources, complexity of reactions, strong coupling and measure-
ment hardness [1].

The operation level in nonferrous metallurgical production is mainly restricted
by two problems for optimization [2]: (1) The imprecise process model. There are
a variety of physical and chemical reactions in the process involving not only coex-
istence of gas, liquid and solid but also complex material and energy transfer and
conversion. It is hard to build precise global mechanical models. In addition, the
uncertainty contained in the closed reaction devices and long, coupled processes,
and the nonlinearity between process parameters and production objects are difficult
to be perfectly described and estimated in the models. So it is inevitable to utilize
existing imprecise models for optimization and design smart operating strategy to
avoid mismatched model to bring severe problems in production. (2) The heavy bur-
den of process fluctuation. The key reason for fluctuation, which arises the heavy loss
of quality, yields and energy, is the changeful component of the raw ore for metallurgy
as well as the heavily variable process environment like some uncontrollable parame-
ters. Furthermore, some characteristics of the nonferrous metallurgical process, such
as long process, multi-process, and strong coupling, enhance the tendency of larger
amplitude and longer period of process fluctuation in process operation. Therefore,
the optimal process state is extremely difficult to achieve and maintain by opera-
tion. These practical problems in process operation hinder the full capability of the
existing advanced process equipment and the effect of the basic automation systems
and instrumentation. In many nonferrous metallurgical processes, the existing man-
ual operation based on operators’ experiences shows subjectivity and blindness in
production.

Traditional optimization methods for process parameter optimization based on
gradient include steepest descent method, conjugate gradient method, Newton
method, Marquardt method and sequential quadratic programming algorithm, et al.
However, it is convinced that the performance of these traditional optimization algo-
rithms are heavily depending on the accuracy of the process models, which is hard
to be guaranteed in nonferrous metallurgical process. From the point of engineering
optimization in nonferrous metallurgical process, it is of more importance to approx-
imate and maintain the good or satisfactory state than to set the parameters in perfect
configuration according to idealized rigorous mathematic model, since the uncertain
or imprecise model and process fluctuation are long-standing.
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The rest parts of the chapter are arranged as following. In Sect. 2, the content
and intention of engineering optimization are presented. Then a few tested engi-
neering optimization approaches are discussed in Sect. 3. In Sect. 4, an engineering
optimization case for an Imperial Smelting Process is illustrated and application data
are provided as verification. Finally some conclusions and research expectations are
drawn in Sect. 5.

2 Engineering Optimization of Nonferrous Metallurgical
Processes

In a larger sense, engineering optimization of nonferrous metallurgical process
includes three levels of issues: design optimization, simulation optimization and
operation optimization. Design optimization is to optimize process devices, process
flow and reactor structure. Simulation optimization aims to achieve the optimal para-
meter settings of process and the change rules of process under different working
conditions through simulation calculation, process simulation and experiments. For
the operation optimization, it takes technical requirements, product quality, eco-
nomic indicators, and environmental indicators as the optimization objectives. When
working conditions change, it provides guidance for process operation, control and
scheduling to maintain optimal running and the stability of the process.

Currently, in the nonferrous metallurgical production process, the setting points
tracking control has been achieved by basic automation in low level. However, it
is still difficult to achieve operation optimization of the whole process taking the
objectives of energy saving and reducing material consumption into account. The
operation optimization faces the complexity arising by the process characteristics,
such as the long process with multi-procedure, the multiple objectives and multiple
models for optimization problem, as well as the uncertainties in the process. Take
the alumina sintering production process as an example. The alumina sintering pro-
duction process includes seven procedures as blending, sintering, dissolution, desil-
iconisation, decomposition, roasting and evaporation. In practice, the fluctuations of
the process often spend several work shifts or even weeks of manual adjustment to
restore balance again, which is a prominent case of running optimization problem.

To solve the complex engineering optimization problems, many intelligent
optimization methods are proposed, including heuristic reasoning methods (like
expert reasoning method), data-driven methods (like case reasoning and operation
mode optimization), random search methods (like neural networks, simulated anneal-
ing algorithm, evolutionary algorithms, particle swarm optimization, state transition
algorithm [3]). These intelligent optimization methods usually have good flexibil-
ity and good performance in searching the global optimal solutions without special
requirement of the mathematical model. Some have been successfully applied to
solve optimization problems in non-ferrous metallurgical process [4]. In [5], using
the experts experiences of dealing with optimization problems, the optimal solution
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is derived through heuristic knowledge reasoning. In [6], NN learning, of which the
objective function is taken as the optimization goal of the network, is adopted to train
the optimization process. Swarm intelligence algorithms, such as improved genetic
algorithms or Particle Swarm Optimization algorithms, are used to solve optimiza-
tion problems with no special requirements for the optimization model, like applied
in [7, 8]. Chai et al. [9–12] studied the optimization problems in the processes of
fused magnesia smelting, flotation, grinding circuits of mineral processing and shaft
furnace roasting respectively, and the optimization control methods, such as case
reasoning, rule reasoning, neural network, fuzzy self-correction method, and the
multi-model hybrid control method are proposed according to the different process
characteristics. Based on these results, online optimization settings are implemented
[13]. However, at present, there is no generally applicable optimization framework
for nonferrous metallurgical processes [14]. Here, several optimization methods in
view of different process characteristics are presented for non-ferrous metallurgical
process.

3 Typical Engineering Optimization Approaches

3.1 Process Optimization Based on Operational Pattern

Actually, a series of goals, such as enhancing production efficiency, saving energy,
and reducing pollutant emission for complex industrial process, are achieved through
specified optimal operations. Blind operation will lead to process fluctuation, by
which not only the quantity and quality of products will be reduced, but also energy
consumption, material consumption and pollutant emissions will increase.

The operating parameters of complex nonferrous metallurgical process are highly
coupling and conflicting with each other. The overall optimization of the entire pro-
duction process is very complex and difficult to balance. Furthermore, there are many
operation variables which need to be decided at the same time. The system input con-
ditions and the operating parameters need to be decided, which actually construct an
operational pattern. In most of the processes, the operational patterns are obtained
through long-term production practice. The operators can make operation decisions
by memorizing and exploring these operational patterns. Nevertheless, human oper-
ation mode is subjective, rough, hard to remember, and difficult to update.

In practical industrial production process, a massive number of data are transmit-
ted to the data server through distributed control systems and industrial networks.
They are then restored in various forms. These massive data implicate rich informa-
tion on relationship between the operation rules and the process parameters. Thus,
process input conditions and controllable operating parameters are used to form an
operational pattern of non-ferrous metallurgical process. By using the operational
patterns, a data-driven operational pattern optimization method is proposed [15]. The
core idea of the method is as follows. Firstly, the relationships among input condi-
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tions, state parameters, operation parameters and process indexes are extracted from
the industrial operating data. They are then used to establish optimized operational
pattern base. Finally, according to the current operating condition and state, an opti-
mal pattern which is the best match for the current operating condition is found, such
that the process indicators tend to be optimal. The frame of data-driven operational
pattern optimization is shown in Fig. 1. It mainly includes data preprocessing, data-
based index prediction, optimized operational pattern base and operating parameters
optimization.

This method is applied to develop the optimal control of a copper flash smelt-
ing process [15]. The results obtained show that the matte quality and quantity are
improved, and the running conditions are stabilized.

3.2 Satisfactory Optimization Method Based on Soft Constraint
Adjustment

The complexities of the nonferrous metallurgical process optimization problem make
it hard to solve. But the specified process may present some engineering features
which may offer good conditions for solving engineering optimization problems.
For real non-ferrous metallurgical processes, the constraints, which may conflict
with other constraints, are too complex to guarantee optimal solution. Actually,
most of these constraints are arising from the production experiences and not nec-
essary to meet every boundary constraint. Therefore, the working conditions are
integrated with the constraints to construct a satisfactory degree function based on
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soft constraints adjustment. By adjusting the constraint domain appropriately, the
computation efficiency is enhanced and the solution quality is improved. Then, an
optimization method based on soft constraints adjustment is proposed for the nonfer-
rous metallurgical production process with soft boundary constraints and conflicting
constraints.

Consider the blending process of a copper flash smelting process. Since the bound-
ary constraints are not very strict, the boundary value can be modified by transforming
the constraints into boundary adjustment objective functions according to the priority
order.

Suppose the constraints as follows.

A(p)
min ≤ A(p) · X ≤ A(p)

max (1)

where p is the priority level of the adjustment of the constraint conditions, which is
set according to the actual situation. The larger the value is, the more likely the adjust-
ment will be accepted. For example, we introduce p groups of logical variables ζ

(i)
min

and ζ
(i)
max, i = 1, 2, . . . , p, and intermediate variables η

(i)
min and η

(i)
max, i = 1, 2, . . . , p.

Then the constraint can be converted to following equation:

A(i)
min(1 − ζ

(i)
min) + ζ

(i)
min · η

(i)
min ≤ A(i) · X

≤ A(i)
max(1 − ζ(i)

max) + ζ(i)
max · η(i)

max (2)

If and only if when ζ
(i)
min ·ζ(i)

max = 0, the constraint with the ith priority level is satisfied.
The constraints are sorted in ascending order according to their priority levels. Then,
the minimum and maximum values of the adjusted constraints are obtained. Each
constraint boundary is updated sequentially according to the order of priority levels
until all constraints updating is finished.

Based on the concept of the soft constraints adjustment method, a satisfactory
optimization method [16] of burden process of copper flash smelting has been applied
to a large copper smelting enterprise. It enhances the batching control accuracy,
stabilizes ingredient quality and reduces production costs.

3.3 Satisfactory Optimization Method Through Uncertain
Decentralization

The non-ferrous metallurgical process is a long procedure flow with distributed uncer-
tainties and is characterized with diversity, fuzziness and object conflicting. For this,
an uncertain decentralization-based optimization method for nonferrous metallur-
gical process is proposed in engineering. In this method, the optimization prob-
lem is firstly divided into several subordinate optimization problems by introducing
intermediate target variables. Then, some intelligent methods are adopted to adjust
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the intermediate optimization target values to coordinate these sub-optimization-
systems, such that the final product quality can meet the strictly specified require-
ments. In the uncertain decentralization based optimization method, the uncertainties
are handled separately and the impacts of the uncertainties are gradually weakened.

In a bauxite raw slurry blending process [17], the materials of bauxite, adjustment
ore, limestone, alkali powder, anthracite, carbonation decomposed spent liquid, and
silicon slag are mixed together to get the qualified raw slurry with required ingredients
for sintering process. Due to the unstable composition of ore sources supplied to
the process, large fluctuations of bauxite composition and difficulties of on-line
detection, the information of raw materials bears significant uncertainty. To improve
the quality of raw slurry flown into the tank, an optimization system is established.
To solve this optimization problem, a two-stage intelligent optimization method, is
developed to realize the optimization of raw material proportioning and re-mixing
operation. The real-time adjustment laws in each stage is reasoned and yielded using
the uncertain decentralization based optimization method. The application of this
two-stage intelligent optimization method shows that the quality of the raw slurry is
greatly improved.

For the nonferrous metallurgical processes, the optimal solution of the optimiza-
tion problems is difficult to obtain or too costly to solve because of inaccuracies of the
model, ambiguity of constraints, and conflicting multi-objectives. An intelligent opti-
mization method based on multi-objective satisfaction optimization is proposed for
such engineering optimization problems. In which, a satisfactory function is derived
to evaluate the satisfaction degree of decision makers about the performance indica-
tors. A comprehensive satisfactory function is proposed to estimate the requirement
of the decision makers about multi-objective coordination. Based on the satisfactory
function and the comprehensive satisfactory function, a satisfactory optimization
model is established. Since, this model combines all the objectives and constraints
satisfactory functions, thus it can be solved by maximizing the overall satisfactory
function. Therefore, the results obtained will achieve better performance on actual
process indexes evaluation.

In the process of raw material bauxite blending and converting for alumina pro-
duction, the optimization objective is to supply clinker kiln with acceptable raw slurry
make full use of all converting tanks. This optimization problem can be described
as: find a combination of tanks to minimize the error between the real raw slurry
indexes sent to the clinker kilns and the setting indexes, constrained by the indexes
of remaining tanks and the numbers of the tanks are selected [18]. Clearly, this opti-
mization problem is a combinatorial optimization problem. It is solved by using the
intelligent optimization method based on multi-objective satisfactory optimization
method. The best combination of the tanks shows that the converting times are suc-
cessfully reduced from 3 to 2 times. So that the process operation is simplified and
the energy consumption is reduced.
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4 Intelligent Sequential Operating Method and its Application
in Imperial Smelting Furnace

4.1 ISP Process Description

Imperial Smelting Process (ISP) is a typical complex metallurgical process firstly
patented by Imperial Smelting Company. The outstanding feature of ISP is to smelt
lead and zinc in the closed furnace (Imperial Smelting Furnace, ISF) with less cost and
more metallurgical complexity. Lead and zinc are simultaneously and continuously
smelted in a furnace in a series of complicated chemical reactions with little process
details known.

At the beginning a preparative sintering process is performed for smelting material
preparation, the agglomerate. In this process the zinc-lead ore is sintered and desul-
furated under certain burning conditions and agglomerate is put out with certain
rigidity, size and permeability.

The smelting process is a bit like blast furnace in iron smelting process as shown
in Fig. 2, the agglomerate is blended with coke in certain ratio and put into ISF in two
bells. Three blast furnaces are producing and blasting air of more than 800 ◦C for ISF
in turn. Most hot air is put into the bottom of the furnace and the rest, as secondary
air, is sent into the upper part near the surface of reacting material. With the redox
reaction taking place, the sulfates of the metals are reduced under the function of
carbon in coke. Zinc, of low boil point, is gasified and passes through the throat
of furnace as an entrance to a condenser. Here plenty of tiny drops of liquid lead
are sprayed to absorb zinc gas of high temperature. After passing through a series
of devices for segregating, the mixture of liquid zinc and lead is separated. Zinc is
lighter and accumulates in the upper layer while lead is heavier and accumulates in
the lower layer. After abstracting, refining and purification successively we obtain
raw zinc of 98 % and pure zinc of 99.995 %. Because the lead is heavy and fusible,
the liquid lead accumulates in the bottom of furnace and is discharged at intervals
together with floating residue. In an electric heating fore well, the residue is separated
from lead and the raw lead of 98 % is refined including a little noble metal like gold
or silver. The exhaust gas released from furnace throat is put into a washing tower
for dust removal.

In ISP process, the inputs are coke, agglomerate and air and the outputs are zinc,
lead, residue and exhaust gas. The operations and control commands are material
feed batches, the temperature of airflow, primary airflow, secondary airflow as well
as the interval of discharging residue. The reactions in the production are happening
under the conditions of high temperature, high pressure and hermetic state. The above
operations and commands can exert remarkable influence on the smelting process
but few ready laws can be conformed to so they are performed empirically.

The target of ISP optimal control is to maintain a best metallurgical balance and
stable reaction conditions for a less cost caused by production variety with a guarantee
of satisfactory zinc direct recovery rate, which is the rate of zinc transformation from
compounds in the raw mine to pure metal.
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4.2 Sequential Operating Strategy

In ISP metallurgical processes the conditions are changing continuously and the
data measured is insufficient, lag or inaccurate due to heat, dust or acute reaction.
The operators must be cautious to restrain from unstable state, but manual operation
seldom responses well for subjectivity and faulty knowledge.

Here we take the plant as a sequential transition procedure and the target of optimal
control is to operate the system parameters fluently and stably toward a relatively
good or satisfactory state under certain conditions in next a few steps. The original
idea of sequential operating strategy is proposed based on adaptively designed swarm
optimization method.

Considering both the format of sequential configuration scheme and proper
expression for search algorithm, we designed a length-flexible chain structure for
evolving individuals which is composed of operating vectors as leaf nodes connected
by temporal relation symbols as link nodes. Based on single objective models already
achieved or learned in processes, a multi-step comprehensive evaluation algorithm is
introduced for complete judgment of control program in optimizing procedure. The
optimal solution gained by optimization is a sequential control program with each
step corresponding to a configuration vector of control parameters. The solution can
be either directly sent to controller or taken as instructions for control operation of
engineers at the console.

The output of the module is sent to a coordinator with confirmation or intervention
to control operations from human operators. The coordinator produces a certain
setting points of control parameters and sends them to controllers or DCS. After
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final detection the output of the process as the practical value of objects is compared
with the predictive value generated by models, the error is used for model adaptive
modification.

4.3 Adaptively Designed Genetic Programming

4.3.1 Genetic Programming

A programming problem for optimization is generally described as follows. Let
{(xi , yi ) : xi ∈ X, yi ∈ Y, i ∈ I } denote the set of given input-output pairs in which
X, Y are subsets on finite dimensional spaces and I is the target set. If C(X) is the
total of continuous functions of X and F ⊂ C(X) and τ is the distance defined on
product domain γi∈I Y , then the programming problem is to find a function f ∗ ∈ F
to satisfy Eq. (3) for arbitrary f ∈ F .

τ({ f ∗(xi )}, {yi }) ≤ τ({ f (xi )}, {yi }) (3)

The other form is that for any η > 0 we have

τ({ f ∗(xi )}, {yi }) ≤ η (4)

So we have the optimization expression like Eq. (5).

min
f ∈F

τ({ f ∗(xi )}, {yi }) (5)

Genetic Programming (GP) was proposed by Koza in 1992 [19] and developed
rapidly as a significant branch of Evolution Algorithm. In Genetic Programming,
the individual chromosome is a layered structure composed of functions and ter-
minals. The set of functions includes operators, mathematical functions, condition
expressions and so on. The set of terminals includes variables and constants. The
common structure of GP individuals is tree type composed of elements in function
set as arithmetic operators or sub-functions and elements in terminal set as variables
and constants. This kind of layered architecture with branches is apparently flexible
to represent diverse and complex objects in solution space. But on the other hand,
this layered architecture arouses a complexity of possible combinations of elements
defined at the beginning. The searching space will expand exponentially as the num-
ber of layers increases and the searching process is handicapped in these cases.

Koza [20] pointed out that Genetic Programming addresses one of the central
goals of computer science, namely automatic programming. The goal of automatic
programming is to create, in an automated way, a computer program that enables
a computer to solve a problem. In an extensive sense, GP promotes an available
expectation to create a scheme of best solution automatically for a certain issue as long
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as the preconditions are satisfied. A flexible and active structure is the most attractive
feature of Genetic Programming(GP) which makes it possible to restructure control
program from independent individual operations. This feature distinguished from
other EA methods overcomes the restriction of solution expression and leads to many
fruits like in parameter identification [22], speech modeling [23] and knowledge
mining [24].

There are two preconditions for a successful GP optimizing approach [21]. The
first precondition is that the solution for the problem can be expressed completely
by defined functions and terminals. Second, any solution for the problem can be
evaluated by its performance, i.e. a proper fitness principle should be provided. The
two preconditions of GP application mentioned above are settled in following ways
for process optimal control. We define the set of parameter configuration vectors
C1× n as the terminal set where n is the number of controllable parameters. The
function is the symbol of temporal relation of operation commands. In this way any
optimal control program is structured as a sequential control schema of multi-step
operations. To solve the evaluation problem, a multi-step comprehensive evaluation
algorithm is introduced for fitness comparison of different control programs.

4.3.2 Sequential Operation Evaluation

The precondition of sequential comprehensive evaluation algorithm is that a reliable
and proper model of the relationship between process control variables and single
production target. The mission fulfilled by the algorithm is to evaluate the total
performance of a sequence of process states within a foreseeable future if the inputs
and control variables are decided. A group of models for single objective prediction
are also built in advance and produces indexes such as production, quality, cost and
other important process objects.

Suppose P = {τ1, . . . , τn} is the assessment index set of process performance
and n is the number of indexes. Eq. (6) is the formula of synthetic evaluation for a
process state.

E =
∑

n

θi fi (τi ) (6)

where A = {θ1, . . . , θn} is the weight set of indexes as a reflection of influence
of each index in the process, fi ∈ [0, 1] is the normalization function of the ith
index. The weight set A is computed by variation coefficient. To each group of index
τ1, . . . , τn , let

τ̄ = 1

n

n∑

i=1

τi (7)

and

αk =
√√√√(

1

n − 1

n∑

i=1

(τi − τ̄)2), k = 1, . . . , n (8)
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Then we have
vk = αk

|τ̄| , k = 1, . . . , n (9)

where vk(k = 1, . . . , n) is the variation coefficient of group τ1, . . . , τn and the
weight is

θ j = v j
n∑

i=1
vi

, j = 1, . . . , n (10)

Based on (7–10), Eq. (6) can be solved for synthetic evaluation E for one state of
process.

Let matrix σk×n = [P1; P2; . . . ; Pk] denote a state transferring procedure of a
temporal sequence, the line vector Pi = {τi1, . . . , τin} is the index vector of the
i th state (i = 1, . . . , k) and the column vector {τ1 j ; . . . ; τk j } is the k-dimension
temporal series of the j th index ( j = 1, . . . , n). For the i th state, we compute the
synthetic evaluation Ei (i = 1, . . . , k) by Eq. (6)–(10). We construct a k-dimensional
temporal factor sequence {β1, . . . , βk} and let Eσ denote synthetic evaluation of a
sequence of transferring states, then

Eσ =
∑

k

Eiβi (11)

For an assessment of industrial process the temporal factor sequence {βi , . . . , βk}
is decreasing as time goes on. So a closer state will give a larger influence to Eσ ,
but the value of βi is related to the response cycle and time-varying characteristics
of plant.

Thus far we have discussed the synthetic evaluation of a sequence of transferring
states. The second thought concerned by engineers is the stability of process state
transferring. A Euclidian distance of indexes between neighbor states is introduced as
a measurement of the transferring volatility and the cost of stability for a potentially
process improvement.

Di =
√√√√

n∑

j=1

[ f j (τi j ) − f j (τi+1, j )]2 i = 1, . . . , k − 1 (12)

the index is normalized to eliminate the impact of different ranges and units to
distance computation.

So the evaluation to the stability of a sequence of transferring states is

Dσ =
k−1∑

i=0

Diβi+1 (13)

where D0 is for transferring stability from the present state to the first step.



Engineering Optimization Approaches of Nonferrous Metallurgical Processes 119

Fig. 3 The chain structure of
individuals in GP → → →c1 … ci cL+1→ …c2 →

As a synthesis of state evaluation and stability evaluation, the fitness function of
multi-step synthesized evaluation is defined as

J = Eσ − Π · Dσ (14)

where Π is a punishment coefficient for process state fluctuation.
Via the function of comprehensive evaluation, a total assessment is abstracted

from a series of independent state objects, in which the degree of state changing is
involved.

4.3.3 Implementation of Intelligent Sequential Operation

The individuals in GP evolution for process optimal control are various control
schemes of parameter vectors in temporal sequences, which brings a difference from
common layered structure of GP individuals. The chain structure is shown in Fig. 3,
in which the node element is the control vector c ∈ C1×n and the link element “→” is
the temporal relation symbol indicating that the left command should be performed
before the right one.

The definitions of terminals and functions satisfy the two requirements of initial
definition of GP elements, sufficiency and closure. Sufficiency means all possible
solutions can be expressed as a certain combination of terminals and functions.
The solutions of process optimal control are a sequence of parameter settings for
controller of uncertain temporal length. The sequence is determined by temporal
relation symbols and the content of each control command is determined by control
vectors. So the expression is sufficient. The property of closure guarantees the validity
of combinations, i.e. the combinations of functions and terminals are valid in solution
space. The form of combination is defined as chain structure of terminals linked by
functions alternately. Any combination in this way, even only a unique terminal in
the chain, makes practical as well as doubtless sense as control schemes regardless
of the length of steps. So the expression is also close.

The implementation steps are expatiated as follows.

step 1: Randomly produce an original population G0 of s size with chain structure
individuals. The maximum length of the operation chain L, i.e. the maximum
number of → links, should be decided to be a small integer at the beginning for
conformable individual size. First, a shorter maximum individual brings a much
less possibility of combination and is necessary to save searching time. Second, for
a slow and complex process with severe disturbance it is insignificant to consider
control operation long after present states for the length L is the number of control
steps in the future.
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step 2: The nodes in an individual are control vectors corresponding to process
parameters. Let control vectors and process conditions be the inputs of single
objective models and the estimations τ1, . . . , τn are acquired. Then compute the
multi-step synthetic evaluation J of this individual by the algorithm introduced in
Sect. 4. In this way we get Ji (i = 1, . . . , s) for all individuals in G0.

step 3: Make a proper choice of evolution parameters such as selection probability
Ps , mutation probability Pm , crossover probability Pc and inversion probability
Pi , then according to fitness Ji (i = 1, . . . , s) carry out evolution operations in
G0 until new individuals are produced and we have

Ps + Pm + Pc + Pi = 1 (15)

In Crossover, choose pairs of individuals from G0 with probability Pc, randomly
decide the crossover positions and sectors and exchange the sectors at the positions
(shown in Fig. 4).

step 4: Add one to the number of evolving generations t and regard the new s
individuals as a new generation.

step 5: If t reaches the maximum generations predetermined or the evolving
process satisfies the convergence conditions, the evolution terminates and the
best individual is the optimal control program returned by GP searching; else
loop to step 2.

The optimal program of a sequence of operation acquired by GP will be sent to
controllers step by step for a stable optimizing process. However, in applications like
path programming and program self-organizing, GP method sometimes encounters
the problem of space over expansion or code over increasing which leads to diffi-
culties for convergence in evolution. In fact, the variety of function elements and
the binary tree structure of individuals sometimes cause a dimensionality curse in
evolution operations of crossover and mutation. The individuals constructed as a
chain structure and designed for multi-step optimal control for complex process are
not only easy for GP searching but also convenient for implementation with simple
functions and links.
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4.4 Implementation

To accomplish the optimal control target, we must determine the control variables
and the assessment objects. Some of input parameters are not controllable but pre-
determined, like the composition of agglomerate, which is determined by sintering
process before smelting. By analysis of mechanism and data relativity, the control
vector is selected as {primary airflow, airflow temperature, secondary airflow, feed
batches, coke ratio}. The first two variables of primary airflow determine the reduc-
tion atmosphere and the reduction reactions. The secondary airflow has an effect on
the temperature in the top and a high temperature can prevent the reoxidization of
zinc. The feed batches decide how much and how fast the material is added into
the furnace. The coke ratio is the proportion of coke in material and coke is the
only reducer in all reactions in the furnace. All these variables are controllable and
measurable online.

The assessment objective vector is defined as {permeability, zinc yield, zinc in
residue}. The permeability is derived from and defined by aerodynamic CARMAN
formula

K = Q1.7/(P2
B − P2

T ) (16)

where K is the permeability, Q is the primary airflow, PB is the pressure in the bottom
and PT is the pressure in the top. In the furnace PT is a relatively small constant. The
permeability reflects the degree of fluency of chemical reacting and the situation of
whole process conditions. The zinc yield is the quantity objective of main product.
The zinc in residue is to judge how much zinc is wasted and how thoroughly the
reduction is performed.

There are also some predetermined and fixed process conditions like compositions
in agglomerates, the feeding method and discharging interval. They are treated as
measurable data for models.

Based on field research with technicians of ISP production, three single objective
prediction models for permeability, zinc yield and zinc in residue had been built for
application here. The GP optimal control strategy proposed is applied in ISP process
control. The control interval between steps is decided to be 9 min according to data
sampling interval and the reaction cycle. Another reason for the interval selection
is the interval of feeding is around 9 min so that we can decide the next feeding
parameters. The maximum length of chain individuals is defined to be three because
the furnace is a large temporal inertia plant and it is unnecessary to consider too
many control steps in the future.

According to the sequential operating idea, the optimal control strategy in ISP
process is implemented as following. The size of GP population, maximum evolving
generations, the parameters of genetic operator Ps, Pm, Pi and Pc are determined by
simulation test and verified in practice. After evolving, it returns no more than three
control vectors in temporal order. The first vector physically means a best operation
under present conditions subject to stabilization constraints. By the function of coor-
dinator, human operators have a chance to decide whether to accept the operation or
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not. In the next step, the system will recompute operations or not depending on the
degree of conditions’ change of the time.

As a comparison, a simulated optimization based on practical data is tested and
shown in Fig. 5, in which the circles linked by solid lines are synthetic evaluations of
practical process states and the stars linked by dashed lines are synthetic evaluations
of optimized states by simulation. To compare the points of states, the synthetic
evaluation, together with all evaluations mentioned in this section, is computed by
Eq. (6) and does not involve the concept of temporal sequence and state stability. The
latter evaluations are obviously better and less fluctuating than practical ones.

The algorithm involving this optimal control strategy was included in the ISP
Monitoring & Control System and the result of optimal control commands was
shown on screen as instructions for process engineers. The test running of the system
also proved the effectiveness of optimal control program for instructions and the
superiority to previous empirical control.

In fact, the online control procedure is a rolling optimization and the states of
process are less fluctuating than shown in Fig. 5 because whole furnace conditions
tend to be stable. The simulated optimization and practical application to ISP optimal
control have provided evidences for the advantages of the operating strategy.

With attention to the difficulties in engineering optimization of the nonferrous
metallurgical processes, the intelligent operating method is applied to the case of
ISF. Firstly, the method makes an effort to approximate the optimal balance point by
operating sequence in multi steps so as to avoid likely risks of fluctuation of process
objects. Secondly, based on models of the relationships between parameters and
single objective a synthetic evaluation for total assessment of a sequence of process
states is proposed with a punishment of state fluctuation. Finally an adaptive design
for sequential operating optimization algorithms is proposed based on GP algorithm,
including the chain structure of individuals and the flexible length of individuals for
sequential operating.
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5 Conclusions

In most nonferrous metallurgical processes, it is hard to implement optimal operation
because of imprecise model and process fluctuation. Based on engineering practice
of nonferrous metallurgical process control, engineering optimization problems are
considered and practical industrial applications are studied and analyzed. From the
view of engineering optimization, the key focus in production is how to maintain
the good balance and response properly to variations of all kinds of conditions. This
chapter concentrates the focus by discussing the idea of engineering optimization and
some effective approaches. Then we take the ISF process as an example to reveal the
implementation of the method of intelligent sequential operation. Honestly, the idea
of engineering optimization is far from rigorous methodology and many problems
are challengeable in optimal operation for nonferrous metallurgical processes, such
like operation optimization with multi-model presentation, operation optimization
with implicit objective function, trajectory optimization of working point migration
in long process with minimum energy consumption, pattern optimization of under-
operation conditions. Considering the strategic needs of energy saving and pollutant
emission reduction, these challenges of operation optimization problems will be
explored oriented to the green production of nonferrous metallurgical process.
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Development of Neural Network Based Traffic
Flow Predictors Using Pre-processed Data

Kit Yan Chan and Cedric K. F. Yiu

Abstract Neural networks have commonly been applied for traffic flow predictions.
Generally, the past traffic flow data captured by on-road detector stations, is used to
train the neural networks. However, recently research mostly focuses on develop-
ment of innovative neural networks, while it lacks development of mechanisms on
pre-processing traffic flow data priors on tr aining in order to obtain more accurate
neural networks. In this chapter, a simple but effective training method is proposed
by incorporating the mechanisms of back-propagation algorithm and the exponential
smoothing method, which is proposed to pre-process traffic flow data before training
purposes. The pre-processing approach intends to aid the back-propagation algo-
rithm to develop more accurate neural networks, as the pre-processed traffic flow
data is more smooth and continuous than the original unprocessed traffic flow data.
This approach was evaluated based on some sets of traffic flow data captured on a
section of the freeway in Western Australia. Experimental results indicate that the
neural networks developed based on this pre-processed data outperform those that
are developed based on either original data or data which is preprocessed by the other
pre-processing approaches.
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1 Introduction

Traffic flow prediction is essential for intelligent traffic management systems, which
mainly intend to reduce traffic congestion and improve mobility of traffic flow [6].
It has a horizon of only a few minutes, in order to support proactive dynamic traf-
fic control on anticipating traffic congestion. Although traffic flow predictors with
reasonable accuracies can be generated by classical statistical methods such as fil-
tering methods [10], autoregressive moving average approaches [12] and k-nearest-
neighbor methods [3], they cannot capture highly nonlinear characteristics in traffic
flow data. Recently, artificial neural networks (NNs) have commonly been applied for
development of traffic flow predictors [4, 7], which can effectively address nonlinear
characteristics on traffic flow data.

However, solely using NNs may not achieve the best generalization capability for
traffic flow prediction. Development of innovative NN approaches is commonly
involved on incorporation with other intelligent methods. For example, Takagi-
Sugeno fuzzy NNs [9] have been used for traffic flow prediction [11, 13, 17] by
using the mechanisms of both fuzzy logic and NNs. Also, a new NN method is
proposed to predict traffic flow conditions based on forecasting outputs from both
NNs and Kalman filters [14]. While all these improved NN approaches outperform
the pure NN approach on traffic flow prediction, more NN parameters needed to be
determined for these improved NNs than those on the pure NN models. Also, more
computational power and space is needed when implementing innovative NN models
than is needed by the pure NN models. Hence, those NN models are not suitable to
be tuned adaptively compared with the pure NN models, as stronger processors are
needed for those improved NN models.

This chapter presents a hybrid method incorporating the mechanisms of exponen-
tial smoothing method and back-propagation algorithm (BP) namely EXP-BP. It is
computational effective and efficient because the simple three-layers-neural-network
is only implemented on traffic flow prediction. This approach intends to predict more
accuracy traffic flow conditions.

We are motivated by the observations that the characteristics of traffic flow data
are highly lumpy. Training error of NNs can be made to zero value by fitting all
lumpiness in the traffic flow data. However, having a zero training error may cause
an overtrained NN, which degrades the traffic flow prediction on unseen data. If
lumpiness on original data is filtered before using for training, the accuracies of the
traffic flow predictions generated by the NNs could be increased [18]. Also, this
method has been used on short-term electric load forecasting, where more accurate
predictions can be achieved than those obtained by only using the BP algorithm [5].
In EXP-BP, lumpiness in traffic flow data is removed by the exponential smoothing
method [8, 16] before using for developing NNs. After filtering out lumpiness based
on exponential smoothing, EXP-BP uses the BP algorithm to generate the NNs based
on the pre-processed traffic flow data. The resulting NNs intend to fit the traffic flow
characteristics when the lumpiness is removed. Using traffic flow data captured on a
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section of the freeway in Western Australia, experimental results show that NNs with
better prediction in future traffic flow conditions can be obtained by the EXP-BP.

2 Pro-processing Traffic Flow Data

2.1 Original Traffic Flow Data

The traffic flow predictor was developed using traffic flow data captured from the
n detector stations (D1, D2, . . .Dn) installed along the freeway. The ith detector
station, Di s, captures two traffic flow measures namely, the average speed si (t) of
vehicles at Di and the average headway distance hi (t) between two consecutive
vehicles passing through Di from time t to time t + Ts with the sample time Ts .
When si (t) is near the speed limit of the freeway and hi (t) is high, traffic flow at
the location of Di can be supposed to be smooth. Otherwise, traffic congestion may
occur on this section of the freeway.

Here each detection station Di captures the vehicle speed by using the on-road
sensor which is installed with two inductive loop detectors of which both of them
are separated by a small distance. The inductive loop detector is assembled with a
metallic coil in a big loop size, and the metallic coil is buried beneath a lane on a
particular section of the road. These two inductive loop detectors are linked with
the detection station, which supplies electric current to the loops and processes the
measures captured by the inductive loop detectors. Those captured measures are used
to determine if a vehicle is passing through. In order to estimate the vehicle speed,
first the time taken for the vehicle to travel between the two inductive loop detectors
is captured. Second, the vehicle speeds are estimated based on the time difference
between the two captions and the distance between the two inductive loop detectors.
Finally, the estimated vehicle speeds are transferred to the proactive traffic control
center to forecast future traffic flow conditions and perform traffic controls.

Based on the following ND pieces of captured past traffic flow data illustrated in
Eq. (1), the traffic flow predictor can be developed to forecast traffic flow conditions
with p sample time ahead at the location of DL .

d(i) = [ζ(i),η (i)] with i = 1, 2, . . .ND, (1)

where the ζ (i) is the ith future traffic flow data, which is the average speed of vehicles
collected from the Lth detection station at the time (t (i) + mTs); ζ (i) is given by

ζ (i) = sL (t (i) + mTs) ;

the past traffic flow data, τ (i), collected from the n detection stations, is given as:
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η (i) =





h1 (t(i) − Ts), h1 (t (i) − 2Ts), . . . , h1 (t (i) − pTs),

h2 (t(i) − Ts), h2 (t(i) − 2Ts), . . . , h2 (t(i) − pTs), . . . ,

hn (t(i) − Ts), hn (t(i) − 2Ts), . . . , hn (t(i) − pTs),

s1 (t(i) − Ts), s1 (t(i) − 2Ts), . . . , s1 (t(i) − pTs),

s2 (t(i) − Ts), s2 (t(i) − 2Ts), . . . , s2 (t(i) − pTs), . . . ,

sn (t(i) + Ts), sn (t(i) − 2Ts), . . . , sn (t(i) − pTs)

⎢

⎧⎧⎧⎧⎧⎧⎪
; (2)

h j (t (i) − kTs) and s j (t (i) − kTs) are the average headway distance between cars
and the average speed of cars collected by D j respectively at time (t (i) − kTs) with
j = 1, 2, …, n and k = 1, 2, . . . , p.

Based on d (i) with i = 1, 2, …ND , the accuracy of the traffic flow predictor can
be evaluated based on the mean absolute relative error (eMARE), which is formulated
as:

eMARE = 1

ND

ND⎥
i=1

⎩⎩⎩ζ (i) − ζ̂ (i)
⎩⎩⎩

ζ (i)
, (3)

where ζ (i) is the ith true collected future traffic flow data; ζ̂ (i) is the ith predicted
future traffic flow data which is given as

ζ̂ (i) = ŝL (t (i) + mTs) ; (4)

and ŝL (t (i) + mTs) is determined based on traffic flow predictor discussed in
Sect. 2.3.

2.2 Pre-processing Data Using Exponent Smoothing

The goodness-of-fit of the traffic flow predictor increases when the training error,
eMARE, decreases. If eMARE = 0, the traffic flow predictor can fit wholly all the
collected traffic flow data, and also all the characteristics of the collected traffic flow
data can be completely included too. For example, we consider the traffic flow data
regarding the average speeds of vehicles collected from a detector station installed on
Mitchell Freeway before the on-ramp of Reid Highway (illustrated in Fig. 1). These
traffic flow data (shown in Fig. 2) was collected over the 2-h peak traffic periods
(7.30–9.30 am) on the five working days from 15 to 19 December 2008. The speed
of each vehicle passing through the detector station was recorded. The sampling time
was 60 s (or 1 min).

The traffic flow predictor can be obtained by fitting all the captured traffic flow data
that is lumpy. However, these lumpy characteristics are not useful for prediction of
future traffic flow conditions, and training with these characteristics may overtrain
the traffic flow predictor. An overtrained traffic flow predictor can achieve a very
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Fig. 1 Location of the detection station, D1
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small eMARE (or even zero eMARE), but good generalization capability with respect
to traffic flow predictions cannot be produced on untrained patterns.

To avoid developing an overtrained traffic flow predictor, this lumpy characteristic
is necessary to be filtered from the original traffic flow data before developing the
traffic flow predictor. Therefore, here the exponential smoothing method, namely
EXP, is used to remove the lumpiness on the traffic flow data [2].

In the EXP, the ith pre-processed traffic flow data ζ ∗ (i) is generated using the
(i − 1)th pre-processed traffic flow data, ζ ∗(i − 1), and the (i − 1)th original cap-
tured traffic flow data, ζ (i − 1), while the error

(
ζ(i − 1) − ζ ∗ (i − 1)

)
, is integrated

for the pre-processing. Hence, the ith pre-processed traffic flow data, ζ ∗(i), is given
as:

ζ ∗ (i) = ζ ∗ (i − 1) + γ
(
ζ (i − 1) − ζ ∗ (i − 1)

)
(5)

where γ is the smoothing constant within the range, 0 < γ ∈ 1, and i ≤ 3. The first
and the second pre-processed traffic flow data are defined as ζ ∗ (1) = ζ (1), and

ζ ∗ (2) = 1

3

3∑

i=1

ζ (i) (6)

respectively.
When γ is large, the pre-processed traffic flow data ζ ∗ (i) varies quickly, and it

contains more lumpy characteristics of the traffic flow data. When γ is small, ζ ∗ (i)
varies slowly, and it contains less lumpy characteristics of the traffic flow data. Here
grid search with increments of (0.8/NG) of the parameter range between γ = 0.1
and γ = 0.9 is used in order to estimate the appropriate γ, where NG is the searching
grid size. An appropriate γ is chosen in order to minimize the sum of squares for the
residuals which is given as:

R2 (γ) =
ND∑

i=1

(
ζ ∗ (i)

⎩⎩
γ

− ζ (i)
)2 (7)

Figure 2 also shows the pre-processed traffic flow data used by the EXP. It shows
that the pre-processed traffic data seeks to filter out the lumpiness due to irregular
variation on the captured traffic flow data. It could reduce the forecasting performance
of the traffic flow predictor. Therefore, the traffic flow predictor, which has better
forecasting performance, is more likely to be developed, when the pre-processed
traffic flow data excluding lumpiness is used.



Development of Neural Network 131

Fig. 3 The configuration
of the simple three-layers-
neural-network namely NN
for traffic flow predictions

2.3 Development of Traffic Flow Predictors Using EXP-BP
Algorithm

Here the commonly used simple three-layers-neural-network namely NN, which has
commonly been used on developing traffic flow predictor [4, 7], is used, where the
NN consists of three layers and four sets, input set, bias set, hidden set and output
set, and is shown in Fig. 3. The NN is formulated as follows:

ŝL (t + mTs) =
n⎥

k=1

M⎥
j=1

[
θh

j,kα

(
σ h

0, j,k +
p⎥

i=1
σ h

i, j,khk (t − iTs)

)

+ θs
j,kα

(
σ s

0, j,k +
p⎥

i=1
σ s

i, j,ksk (t − iTs)

)]
+ γ0

, (8)

where M is the number of nodes in the hidden set, and γ0, θh
i,k , θs

i,k , σ h
0, j,k , σ s

0, j,k ,

σ s
i, j,k and σ h

i, j,k are the NN parameters; γ0 denotes the bias of the output set; θh
i,k

and θs
i,k denote the weights on the connections from the hidden set to the output set;

σ h
0, j,k and σ s

0, j,k denote the biases of the hidden set; σ h
i, j,k and σ s

i, j,k denote the weights
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on the connections from the input set to the hidden set; and α (.) is the activation
function of the hidden set in which sigmoid and hyperbolic tangent functions are the
two commonly used functions.

A training method, namely hybrid exponential smoothing and back-propagation
algorithm (EXP-BP), is proposed to determine the NN parameter, where EXP-BP
uses the traffic flow data pre-processed by EXP to train the NN and the back-
propagation algorithm (BP), a commonly used method [6], is used to determine
optimal NN parameters for short-term traffic flow forecasting. In the EXP-BP, the
BP is based on the least mean squares algorithm to determine the NN parameters by
minimizing the mean absolute relative error eM ARE . The EXP-BP starts by randomly
generating the first two initial guesses of NN parameters w(0) and w(1) at the 0th
and the 1-st iterations, where

w (0) =
[
θh

j,k (0) , θs
j,k (0) , σ h

0, j,k (0) , σ s
0, j,k (0) ,

σ h
i, j,k (0) , σ s

i, j,k (0)
] (9)

and

w (1) =
[
θh

j,k (1) , θs
j,k (1) , σ h

0, j,k (1) , σ s
0, j,k (1) ,

σ h
i, j,k (1) , σ s

i, j,k (1)
] (10)

with i = 1, 2, . . . , p, j = 1, 2, . . . , m, and k = 1, 2, . . . , n respectively.
Then the BP algorithm then changes the NN parameters at the (l + 1)th iteration

based on the following formulation:

w(l + 1) = w(l) − η1
Π(eMARE (l))

Π(w(l))
+ η2[w(l) − w(l − 1)] (11)

where w(l) and w(l − 1) are the NN parameters at the lth iteration and the
(l + 1)th iteration respectively; eMARE (l) is the mean absolute relative error, which
is determined based on Eq. (3) with respect to the NN parameters w(l); η1 is the
learning rate (0.01–1.0); and η2 is the momentum coefficient (usually 0.9). The accu-
racy of the NN for traffic flow forecasting is evaluated based on the mean absolute
relative error (eMARE), formulated in (3). The EXP-BP algorithm keeps updating the
NN parameters, until the pre-defined number of iterations is reached or eMARE (l) is
smaller than the pre-defined satisfactory value.

3 Evaluations of Traffic Flow Predictors

In this section, the performance of using EXP-BP algorithm in developing NNs for
traffic flow predictions is evaluated using the traffic flow data collected from a section
of the freeway in Western Australia, Australia. Comparisons between the EXP-BP
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Table 1 Details for the four traffic flow data sets used in this research

Dates of data collections Data collected from the intersection of
Reid Highway

Week 38 in 2008 (15 Sep. 2008–19 Sep. 2008) Reid-2008-38
Week 41 in 2008 (6 Oct. 2008–10 Oct. 2008) Reid-2008-41
Week 52 in 2008 (22 Dec. 2008–24 Dec. 2008) Reid-2008-52
Week 02 in 2009 (5 Jan. 2008–9 Jan. 2009) Reid-2009-02

Fig. 4 The detection stations, D1 and D2, located in Reid Highway, Western Australia

and the other algorithms, which involve mechanisms for pre-processing traffic flow
data in order to avoiding development of overtrained NNs, are carried out.

3.1 Collected Traffic Flow Data Sets

Here the NNs were developed based on four traffic flow data sets illustrated by
Table 1, in which the dates and the locations for collecting the traffic flow data are
shown. These traffic flow data was collected from weeks 38, 41 and 52 in 2008, and
week 2 in 2009. These four traffic flow data sets (namely Reid-2008-38, Reid-2008-
41, Reid-2008-52, and Reid-2009-02) were captured by the two detection stations
located at the Reid Highway and Mitchell Freeway intersection, Western Australia
(Fig. 4) in which the two detection stations were located near the on-ramp and off-
ramp in order to capture the traffic flow data.
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3.2 Comparison with Other Algorithms

To evaluate the effectiveness of the EXP-BP algorithm, the following three algorithms
have also been used and the results obtained have been used for comparing with those
obtained by the EXP-BP algorithm:

1. Standard BP algorithm, namely S-BP: It is similar to EXP-BP but no data
pre-processing approach is used.

2. The hybrid simple moving and BP algorithm namely SM-BP: It uses the
approach of simple moving method to remove the lumpiness on traffic flow data
before generating the NN models by using the BP algorithm. The mechanisms
of SM-BP are similar to EXP-BP, but SM-BP uses the simple moving method
to remove lumpiness on traffic flow data. In the SM-BP, the ith pre-processed
traffic flow data, ζ ∗ (i) is produced by using the previous four traffic flow data
as:

ζ ∗(i) = 1

4

5∑

i=1

(ζ (i − 1) + ζ(i − 2) + ζ(i − 3) + ζ(i − 4)) (12)

with i>4, where ζ ∗ (1) = ζ (1), ζ ∗ (2) = ζ (2), ζ ∗ (3) = ζ (3) and ζ ∗ (4) = ζ (4).
3. The hybrid weight moving and BP algorithm, namely WM-BP: It uses the

approach of weight moving method to remove lumpiness in the traffic flow
data. The mechanisms of WM-BP are similar to EXP-BP, but WM-BP uses the
approach of weighted moving method to remove the lumpiness in traffic flow
data before using the BP algorithm to develop the NN models. In the WM-BP,
the i th pre-processed traffic flow data, ζ ∗ (i), is produced by using the previous
four traffic flow data as:

ζ ∗(i) = 1

10

5∑

i=1

(4 · ζ (i − 1) + 3 · ζ (i − 2) + 2 · ζ (i − 3) + ζ (i − 4)) (13)

with i>4, where ζ ∗(1) = ζ(1), ζ ∗(2) = ζ(2), ζ ∗ (3) = ζ(3) and ζ ∗(4) = ζ(4).

The parameters applied in the four algorithms, EXP-BP, S-BP, SM-BP, and WM-
BP are given as following: the number of hidden nodes used on the NN models is
log2(480) ≈ 9, where the number of pieces of traffic flow data used for training,
ND , is 480. The value of log2(ND) is the number of hidden nodes recommended by
Wanas et al. [15]. The termination iteration is pre-defined as 100. Hence, we stopped
training the NN models, if the termination iteration is reached, or eMARE is smaller
than 0.01.

All the four algorithms, EXP-BP, S-BP, SM-BP, and WM-BP, were run for 30
times with different initial NN parameters, and we recorded the results for the 30
runs. Table 2 shows the mean training errors and variances regarding training errors
among the 30 runs of the four BP algorithms, which were used on developing N N Reid

2
and N N Reid

6 for the four traffic flow data sets (namely Week 38-2008, Week 41-2008,
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Table 2 Training error obtained for Reid Highway based on EXP-BP, SM-BP, M-BP, and S-BP

EXP-BP SM-BP WM-BP S-BP

N N Reid
2 Reid-2008-38 Mean error 9.7543 9.5445 9.2090 6.5009

Vari. of errors 0.2619 0.3650 0.4200 1.3381
Rank 4 3 2 1

Reid-2008-41 Mean error 6.1899 6.2172 5.7726 4.5109
Vari. of errors 0.1420 0.1730 0.2127 1.1024
Rank 3 4 2 1

Reid-2008-51 Mean error 6.1558 5.9347 5.8585 4.3318
Vari. of errors 0.3079 0.1972 0.3535 1.3017
Rank 4 3 2 1

Reid-2009-02 Mean error 4.1706 4.1334 4.5578 2.8366
Vari. of errors 0.0389 0.0512 0.0606 0.0841
Rank 3 2 4 1

N N Reid
6 Reid-2008-38 Mean error 11.9142 11.1502 11.6467 8.9893

Vari. of errors 1.9150 0.7736 1.9364 4.6056
Rank 4 2 3 1

Reid-2008-41 Mean error 7.3997 7.1603 7.0732 5.5208
Vari. of errors 0.8808 1.4714 1.4714 6.3988
Rank 4 3 2 1

Reid-2008-51 Mean error 6.5627 6.6012 6.3010 4.1315
Vari. of errors 0.3372 0.8577 0.7166 0.5966
Rank 3 4 2 1

Reid-2009-02 Mean error 5.0080 5.3499 4.7681 4.3961
Vari. of errors 0.3159 0.5061 0.5165 4.3884
Rank 3 4 2 1

Average of mean errors 8.5477 8.3125 8.1825 6.2098
Average of variances of mean errors 0.5456 0.7100 0.8187 2.5486
Average of ranks of mean error 3.5 3.125 2.375 1

Week 51-2008, and Week 02-2009). It also shows the ranks of mean training errors
regarding the four tested BP algorithms.

The results show that averages of mean training errors obtained by the S-BP, of
which lumpiness in traffic flow data was not removed, are less than those of the
training errors obtained by the other three tested algorithms EXP-BP, SM-BP and
WM-BP, which removed lumpiness in traffic flow data before generating the NN
models. We can also see that the EXP-BP obtained the largest average of mean
training errors and the highest average rank of mean training errors compared with
the other tested three algorithms. Therefore, we can conclude that EXP-BP algorithm
has the poorest capability in fitting the original collected traffic flow data.

Then, we evaluated the generalization capability of the NN models developed by
the four tested algorithms, where we used the other sets of test data which was not
used for training the NN models. Table 3 shows the mean test errors and variances
of test errors with respect to the 30 runs. We can find that the NN models developed
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Table 3 Testing error obtained for Reid Highway based on EXP-BP, SM-BP, WM-BP, and S-BP

EXP-BP SM-BP WM-BP S-BP

N N Reid
2 Reid-2008-38 Mean error 10.9876 11.2729 15.9876 12.7144

Vari. of errors 49.5302 69.3616 67.8201 25.2742
Rank 1 2 4 3

Reid-2008-41 Mean error 10.5322 15.1073 15.2113 17.0728
Vari. of errors 16.8746 73.8550 54.4759 80.0044
Rank 1 2 3 4

Reid-2008-51 Mean error 4.6879 4.5160 5.0011 6.9143
Vari. of errors 1.7023 2.3104 2.3971 7.9011
Rank 2 1 3 4

Reid-2009-02 Mean error 2.1034 2.2154 2.0086 3.0448
Vari. of errors 0.0662 0.0395 0.0860 0.1594
Rank 2 3 1 4

N N Reid
6 Reid-2008-38 Mean error 12.5178 11.5339 11.7540 14.8721

Vari. of errors 46.0617 39.5638 33.2793 48.6260
Rank 3 1 2 4

Reid-2008-41 Mean error 11.3453 12.0229 12.6142 16.3917
Vari. of errors 5.4937 12.3180 8.4307 13.1221

Rank 1 2 3 4
Reid-2008-51 Mean error 6.0566 6.6409 6.8802 8.6046

Vari. of errors 11.6981 10.2548 12.1908 72.2594
Rank 1 2 3 4

Reid-2009-02 Mean error 2.5190 2.5503 2.9752 4.2524
Vari. of errors 0.1046 0.3586 0.2757 1.7328
Rank 1 2 3 4

Average of mean errors 8.3850 9.2063 10.8500 11.3180
Average of variances of mean errors 19.4885 37.2550 33.0223 27.9226
Average of ranks of mean errors 1.5 1.875 2.75 3.875

by EXP-BP can obtain the smallest average of mean test errors and the best average
of mean ranks compared with those obtained by the other three tested algorithms.
Also, we can find that the average variances of test errors obtained by NN models,
which were developed by EXP-BP, are the smallest.

Based on these experimental results regarding the test data, we can conclude that
EXP-BP algorithm can find the NN models with the best generalization capability
when compared with the NN models obtained by the other three tested BP algorithms
(S-BP, SM-BP and WM-BP). Also, these experimental results show that EXP-BP
algorithm can generally develop more robust NN models than the other three algo-
rithms, because the average of variances of mean errors is the smallest compared
with the other three tested algorithms.

Therefore, the test errors obtained by the EXP-BP algorithm are generally the
smallest among all in generating the N N Reid

2 and N N Reid
6 models for predicting the

traffic flow conditions in Reid Highway, Western Australia, and the training errors
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obtained by the EXP-BP algorithm are the highest among all NN models developed
by the other three tested algorithms. This indicates that the EXP-BP algorithm avoids
generating overtrained NN models, and it can generate NN models which have better
generalization capability than the other three tested algorithms.

4 Conclusion and Further Works

Based on our observation, when lumpiness of the traffic flow data is included in
training the traffic flow predictors, small training errors for the traffic flow predictors
can be obtained by fitting tightly with all the lumpiness, but it may create the poor
generalization capability with respect to traffic flow predictions, as the lumpiness
may not be helpful in generating a more accuracy traffic flow predictor. This chapter
intends to present a training method namely EXP-BP algorithm to generate traffic
flow predictors. For the presented EXP-BP algorithm, the approach of exponential
smoothing is first employed to filter lumpiness from original traffic flow data before
using the BP algorithm for training the NN models. Experimental results show that
training errors of the traffic flow predictors obtained by EXP-BP are higher than
those obtained by the other tested algorithms, but test errors are smaller than those
obtained by the other three tested algorithms. Therefore, traffic flow predictors with
better generalization capabilities for traffic flow predictions can be obtained by using
the EXP-BP algorithm. The following works are currently underway:

1. Further evaluation of the effectiveness of the EXP-BP algorithm is carried out
by comparing with other forecasting methods like fuzzy neural networks and
statistical regressions. Also incorporation with the other existing approaches [1,
15] on avoiding overtraining will also be carried out.

2. The filtering approach will be further evaluated by applying on different traffic
flow conditions including smoothing traffic conditions, traffic congestions and
traffic contingences.

3. The mechanism in adjusting the exponential smoothing parameter is investigated
in order to control the filtering strength on handling traffic flow data with different
levels of lumpiness.

4. Apart from the currently filtering approach, the approach on identifying signifi-
cant neural network nodes is investigated in order to create the neural networks
with more significant structures. By doing so, overtrained neural networks are
less likely to be generated.
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Economic Scheduling of CCHP Systems
Considering the Tradable Green Certificates

Hongming Yang, Dangqiang Zhang, Ke Meng, Mingyong Lai
and Zhao Yang Dong

Abstract Due to the fossil fuel crisis contributed by the explosive growth in energy
demand, combined cooling heating and power (CCHP) systems which can jointly
supply electricity and hot/cold have become the mainstream of energy generation
technology. In this chapter, tradable green certificate mechanism is firstly introduced
to operation of CCHP system, and the impacts of tradable green certificate on the
scheduling of CCHP system are studied. And then, based on the probability distribu-
tion of wind speed and solar radiation intensity as well as the copula join function, the
joint probability distribution of maximum available output of multiple solar and wind
farms is built. The economic dispatch model for multi-energy complementary system
considering the TGC was proposed to maximize renewable energy utilization. This
model aims at minimizing total system cost whist fulfilling the constraints of power
system stable operation and hot/cold water pipes safe operation. After that, in order to
address the non-convex scheduling optimization problem, global descent method is
applied, which can continuously update the local optimal solutions by global descent

H. Yang (B) · D. Zhang
School of Electrical Engineering and Information, Changsha University
of Science and Technology, Changsha 410114, China
e-mail: yhm5218@hotmail.com

D. Zhang
e-mail: qqzdq@hotmail.com

K. Meng · Z. Y. Dong
Centre for Intelligent Electricity Networks, The University
of Newcastle, NSW 2308, Australia
e-mail: ke.meng@newcastle.edu.au

Z. Y. Dong
e-mail: joe.dong@newcastle.edu.au

M. Lai
Key Laboratory of Logistics Information and Simulation Technology, Human University,
Changsha 410082, China
e-mail: laimingyong0731@hotmail.com

H. Xu and X. Wang (eds.), Optimization and Control Methods in Industrial Engineering 139
and Construction, Intelligent Systems, Control and Automation: Science and Engineering 72,
DOI: 10.1007/978-94-017-8044-5_9, © Springer Science+Business Media Dordrecht 2014



140 H. Yang et al.

function, and find global optimal solution. Finally, one modified IEEE 14-bus system
is used to verify the performance of the proposed model and optimization solver.

Keywords Combined cooling heating and power system · Copula function · Eco-
nomic scheduling · Global descent method · Renewable energy · Tradable green
certificate

1 Introduction

Nowadays, due to the fossil fuel crisis contributed by the explosive growth in energy
demand, energy saving solutions has attracted widespread concerns. In order to
reduce energy consumption, combined cooling heating and power (CCHP) systems
have been widely deployed around the world. CCHP units can generate electricity
whilst recovering thermal energy that normally would be wasted in an electricity
generator, and then uses it to produce steam, hot water, space heating, or cooling
[1]. By using a CCHP system, the fuel that would otherwise be used to produce heat
or steam in a separate unit is saved. The most significant benefits of CCHP systems
can be summarized as, (a) supply base-load power meanwhile cover cooling heating
requirements during hot and cold seasons; (b) offer efficient and economical solution
for emission reduction; and (c) reduce operating cost and life-cycle cost. In order
to assist with the management of CCHP systems, extensive researches have been
conducted to formulate operational strategies. A hybrid electric-thermal load oper-
ational strategy was proposed in [2], which was a good alternative to the operation
of CCHP system since it can yield good reductions of primary energy consumption,
operational cost, and carbon dioxide emissions. An efficient algorithm was proposed
to optimize the operation of a CCHP gas-motor-based system. The results indicate
that optimal operation of CCHP system under the objective function of investment
on power plant and equipment can be controlled [3]. In [4], a novel optimal opera-
tional strategy depending on an integrated performance criterion (IPC) was proposed,
which can divide the whole operating space of CCHP system into several regions.
Then the operating point of the CCHP system is located in a corresponding oper-
ating mode region to achieve improved IPC. In [5], uncertainties in CCHP system,
such as the thermal load, natural gas and electricity prices, and engine performance
were characterized in a representative steady-state model. Moreover, some optimiza-
tion methods have been developed for the scheduling of CCHP systems. In [6], a
multi-objective approach based on evolutionary programming was used to solve the
economic operation of combined heating and power (CHP) systems under emission
reductions. Genetic algorithm was proposed as an optimal operation strategy for a
CHP system to improve its competitiveness in electricity market in [7]. In [8], particle
swarm optimization was applied to schedule the optimal operation of CHP systems,
which was formulated as a mixed-integer nonlinear optimization problem.

However, the conventional CCHP systems are all built on fossil fuels, including
coal, oil, and natural gas, which are the main source of greenhouse gases (GHGs).
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The increasing environmental challenges have forced power generation enterprises
to modify their system operation routines to reduce GHGs emissions by exploiting
clean energy [9]. Along with the introduction of various emission reduction schemes,
increasing number of renewable energy projects have been constructed around the
world [10]. Meanwhile, to promote the sustainable development of renewable energy,
a series of environmental policies have been introduced, such as government sub-
sidies under quota system [11] and tradable green certificates (TGC) policy [12,
13]. However, due to the stochastic characteristics, renewable energy brings great
challenges to CCHP system economic scheduling problems. Economic scheduling
aims to allocate power generation to match load demand and minimize total oper-
ational cost while satisfying all the power units and system constraints [14]. Better
scheduling strategies normally can provide effective solutions to improve the current
situation of system operation and reduce carbon emissions dramatically. After the
introduction of tradable green certificates, how to coordinately schedule the CCHP
units and renewable facilities to produce both electricity power and heat/cold energy
while satisfying all the determined and probabilistic constraints becomes more com-
plicated.

While the answer to energy crisis certainly includes alternative energy, a strategy
for coordinately scheduling these generating units is required. Moreover, in order
to accommodate the revised scheduling strategy, more efficient solvers should be
developed. The motivation of this is to take full advantage of various performance
criteria and to improve the performance of multi-energy CCHP systems. This chapter
is organized as follows, after introduction section a mathematical model of multi-
energy CCHP system is proposed, and the impacts of tradable green certificate on the
CCHP unit scheduling are studied. Then, an economic scheduling model is proposed,
which considers the uncertainties of renewable energy and tradable green certificate
price, and the constraints of secure operation of electricity network and pipe network.
After that, global descent method (GDM) is applied to solve the optimization problem
and one modified IEEE 14 bus system is used to verify the performance of the
proposed model and optimization solver. Conclusions and further developments are
discussed in the last section.

2 Mathematical Model of Multi-Energy CCHP System
Considering Green Certificates Trading

2.1 Models of Multi-Energy CCHP Systems

Multi-energy CCHP systems are composed of coal, wind, solar, and other primary
energy sources, which can produce electricity power and hot/cold energy simulta-
neously. The input-output model is shown in Fig. 1. The produced electricity power
and hot/cold energy can be connected to system through electricity network and hot
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Fig. 1 Multi-energy CCHP system

(cold) water pipe network, in order to meet the electrical load and demand for heating
and cooling.

In Fig. 1, in an economic scheduling period, the exchange relationship of conven-
tional fossil energy can be expressed as,

Pi, f o = 1

ζd
ηi, f o,eτi, f o,eqi, f o, (1)

Hi, f o = ηi, f o,hτi, f o,hqi, f o, (2)

where i ∗ {1, 2, · · · N } denotes the i th CCHP unit; N is the total number of CCHP
units in the system; the subscript f o represents the fossil fuel; ζd is time interval [h];
qi, f o is the amount of consumed fossil fuel [kg] by CCHP unit during time interval
ζd ; η is conversion efficiency; Pi, f o and Hi, f o represent the produced electricity
power [MW] and heat/cold energy [KJ] by CCHP unit; τi, f o,e and τi, f o,h represent
the ratio of fossil fuel used for producing electricity power and heat/cold energy,
called scheduling factor. For ∈i, f o,

γi, f o,e + γi, f o,h = 1. (3)

The exchange relationship between maximum renewable power generation and
primary energy can be expressed as,

Pmax
i,re = fi,re,P

(
γi,re,eqi,re

)
, (4)

Hmax
i,re = fi,re,H

(
γi,re,hqi,re

)
, (5)
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where subscript re represents renewable energy; Pmax
i,re and Hmax

i,re are the maximum
produced renewable electricity power [MW] and heat/cold energy [KJ] by CCHP
unit; qi,re is the consumed renewable energy source, such as wind, solar, and etc.;
fi,re,P (·) and fi,re,H (·) is function of maximum renewable electricity power and
heat/cold energy and primary energy; γi,re,e and γi,re,h is scheduling factor. For
∈i, re,

γi,re,e + γi,re,h = 1. (6)

2.2 Models of Solar-CCHP Unit and Wind-CCHP Unit

2.2.1 Solar-CCHP Model

The maximum electricity power and heat/cold energy produced by solar power can
be expressed as [15–18],

Pmax
i,s = fi,s,P

(
γi,s,eqi,s

) = ki,seγi,s,eqi,s, (7)

Hmax
i,s = fi,s,H

(
γi,s,eqi,s

) = ki,shγi,s,hqi,s, (8)

where ki,se = Ai,seηi,se[MW/(W/m2)] and ki,sh = Ai,shηi,sh[kJ/(W/m2)] are
linear coefficients; Ai,se and Ai,sh are areas of PV array [m2], which are used to
produce electricity power and heat/cold energy, respectively; ηi,se and ηi,sh is the
conversion efficiency; qi,s is the solar radiation intensity [kJ/m2 · s].

An extensive of research has shown that Beta distribution is the most accurate
density function that can be used to describe solar radiation intensity frequency
curve [19, 20]. The empirical and theoretical distributions of solar radiation intensity
percentage (solar radiation intensity divided by maximum solar radiation intensity)
are shown in Fig. 2.

Therefore, from Eqs. (7), (8), the probability density function (PDF) of maximum
electricity power and heat/cold energy generation by solar power can be calculated
as,

θi,se

(
Pmax

i,s
Pi,s,r

⎢
= θi,sh

(
Hmax

i,s
Hi,s,r

⎢
= θi,s

(
qi,s

qi,s,r

⎢

= 1
B(αi ,σi )

(
qi,s

qi,s,r

⎢αi −1 (
1 − qi,s

qi,s,r

⎢σi −1
,

(9)

where θi,se (·) , θi,sh (·), and θi,I (·) are PDFs of electricity power and heat/cold
energy generated by solar CCHP, and PDF of solar radiation intensity, respectively;
Pi,s,r [MW] and Hi,s,r [kJ] are the rated electricity power and heat/cold energy; qi,s,r

is the rated solar radiation intensity; αi and σi are coefficients which can be estimated
by maximum likelihood method; B (αi , σi ) is normalized coefficients, which can be
represented as,
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Fig. 2 Empirical and theoretical distribution of solar radiation intensity

B (αi , σi ) =
1⎧

0

xαi −1 (1 − x)σi −1 dx = Γ (αi ) Γ (σi )

Γ (αi + σi )
. (10)

Because of similar weather conditions, the maximum available power generation
of different solar farms may show certain correlation. To model this correlation, the
Copula function can be employed. Assume that the marginal distributions of maxi-

mum available outputs of N solar farms are F1

(
Pmax

1,s

⎢
, · · · , F

(
Pmax

N ,s

⎢
respectively,

and then there exists a Copula function Cs (·) such that the joint distribution ≤s (·)
of multiple solar farms outputs can be expressed as [21, 22]:

≤s
(
Pmax

1,s , · · · , Pmax
N ,s

) = Cs
(
F1
(
Pmax

1,s

)
, · · · , FN

(
Pmax

N ,s

))
. (11)

There exist several different types of Copula functions. Since the Gumbel-Copula
function is unsymmetrical and upper fat-tailed, which well matches the characteris-
tics of solar power correlation [23]; it is employed to model the joint distribution of
maximum available outputs of multiple solar farms:

≤s

(
Pmax

1,s , · · · , Pmax
N ,s

⎢
=

exp −
⎪(

−I nF1

(
Pmax

1,s

⎢⎢Πs + · · · +
(
−I nFN

(
Pmax

1,s

⎢⎢Πs
⎥ 1

Πs
(12)

where Πs is the parameter of the Copula function and can be estimated using the
MLE method.
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2.2.2 Wind-CCHP Model

Due to the low conversion efficiency from wind energy into heat/cold energy, in
this chapter, only the electricity power generated by wind CCHP is considered. The
maximum output power of the wind turbine can be expressed as a function of wind
speed,

Pmax
i,w = fi,w,P

(
γi,w,eqi,w

)

=

⎩




0, qi,w < qi,w,in, qi,w > qi,w,out ,

ki,wγi,w,eqi,w + di,w, qi,w,in ≈ qi,w ≈ qi,w,out ,

Pi,w,r , qi,w,r ≈ qi,w ≈ qi,w,out .

(13)

where qi,w is wind speed [m/s]; qi,w,in, qi,w,r , qi,w,out are cut-in, rated, and cut-out
wind speeds [m/s]; γi,w,e is scheduling factor, for ∈i , γi,w,e = 1, Pi,w,r is the rated
electricity power of wind unit [MW]; ki,w and di,w are the liner coefficients with
satisfying,

ki,w = Pi,w,r

qi,w,r − qi,w,in
, (14)

di,w = − qi,w,in Pi,w,r

qi,w,r − qi,w,in
. (15)

An extensive review of various PDFS of wind speed was provided in [24, 25], and
comparisons were made. The results indicated that Rayleigh or Weibull distribution
is the widely accepted model. In this, it is assumed that the wind speed follows
Rayleigh distribution, the PDF is,

θi,w
(
qi,w
) = qi,w

Ξ2
i

exp

(
−q2

i,w

2Ξ2
i

)
, (16)

where θi,w (·) is the PDF of wind speed; Ξi is distribution factor, which meets the
following relationship [26],

Ξi = qi,w, f /
√

ε/2. (17)

The empirical and theoretical distributions of wind speed are shown in Fig. 3. It
shows that the probability distribution of wind speed can be described as Rayleigh
distribution.

According to Eq. (13), three portions of wind power output can be analyzed and
the corresponding PDF can be calculated based on the wind turbine power output
curve and wind speed PDF, respectively.
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Fig. 3 Empirical and theoretical distribution of wind speed

(1) For 0 < Pmax
i,w < Pi,w,r ,

θi,w
(
Pmax

i,w

) = Pmax
i,w − di,w

Ξ2
i k2

i,w

exp





(
Pmax

i,w − di,w

⎢2

−2Ξ2
i k2

i,w



; (18)

(2) For Pmax
i,w = 0,

θi,w
(
Pmax

i,w

) =
⎛

1 − exp

(
−q2

i,w,in

2Ξ2
i

)
+ exp

(
−q2

i,w,out

2Ξ2
i

)⎝
λ
(
Pmax

i,w

); (19)

(3) For Pmax
i,w = Pi,w,r ,

θi,w
(
Pmax

i,w

) =
⎛

exp

(
−q2

i,w,r

2Ξ2
i

)
− exp

(
−q2

i,w,out

2Ξ2
i

)⎝
λ
(
Pmax

i,w − Pi,w,r
)
,

(20)
where λ (·) is Dirac Delta function.

Similarly, the joint distribution of maximum available outputs of multiple wind
turbines is:

≤w

(
Pmax

1,w , · · · , Pmax
N ,w

⎢
= Cw

(
F1

(
Pmax

1,w

⎢
, · · · FN

(
Pmax

N ,w

⎢⎢
=

exp

⎞
−
⎪(

−I nF1

(
Pmax

1,w

⎢⎢Πw + · · · +
(
−I nFN

(
Pmax

1,w

⎢⎢Πw
⎥ 1

Πw

⎠
(21)
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where Πw is the parameter of the Copula function.

2.2.3 Impacts of Green Certificates on CCHP Systems

Green certificates, issued by governments, represent a certain amount of renewable
energy products that has been produced. When trading green certificates in the mar-
kets, the holders may sell the surplus green certificates, and the buyers can purchase
green certificates to meet their quota requirements. In this chapter, we assume that
there are sufficient green certificates in the market, which can be freely traded, not
constrained by the number of transactions.

The benefits from green certificates trading can be calculated as,

εtgc,i = �tgc · Qtgc,i , (22)

where �tgc is the trading price, and Qtgc,i is the volume of green certificates traded
in one clearing interval. Assume that the equal levels of electricity and heat/cold are
obtained through economic dispatch in one clearing period, and then the volume of
traded certificates can be represented as:

Qtgc,i =
(

ζT
∑
re

κre,e Pi,re + ζT
∑
re

κre,h Hi,re

⎫
−

∂e

(
ζT
∑
f 0

Pi, f o + ζT
∑
re

Pi,re

)
− ∂h

(
ζT
∑
f o

Hi, f o + ζT
∑
re

Hi,re

)
,

(23)

where, ζT is the clearing interval of green certificates [h]; ∂e and ∂h are the renewable
energy quotas of electricity power and heat/cold energy, respectively; κre,e and κre,h

are the number of green certificates obtained in producing one unit of electricity
power and heat/cold energy by renewables; Qtgc,i > 0 means selling and Qtgc,c < 0
means purchasing.

Suppose the green certificate market is oligopolistic competition, the linear rela-
tionship between the transaction prices and demand for green certificates is [27],

�tgc = K0 + K1

⎛
Qtgc,0 −

⎬

i

Qtgc,i

⎝
, (24)

where K0 and K1 are constants; Qtgc,0 is the number of green certificates purchased
by other system (department).

Due to the uncertainties in producing electricity power and heat/cold energy by
renewables in different districts, in order to meet the requirements of renewable
energy quotas and customer demand, Qtgc,0 shows uncertain patterns. Here we
assume that, Qtgc,0 follows the normal distribution with mean μ0 and variance σ0.
The PDF is shown as follows,
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θ0
(
Qtgc,0

) = 1≥
2εσ0

exp

⎛
−
(
Qtgc,o − μ0

)2

2σ 2
0

⎝
. (25)

3 Economic Scheduling Model of Multi-Energy CCHP Systems
Considering Green Certificates Trading

In the multi-energy CCHP system economic scheduling model, the decision vari-
ables are coal-fired electricity generation, coal-fired heat/cold energy generation,
electricity generated by solar, heat/cold energy generated by solar, and electricity
generated by wind, considering the impacts of green certificate trading mechanism.
The objective is to minimize the total system cost and maximize the penetration
of renewable energy under the constraints of power network and heat/cold water
pipe networks security operation. Assume that the external environmental factors,
e.g. load and weather condition, are the same during the studied economic dispatch
interval, based on the DC power flow, the economic dispatch model for multi-energy
CCHP system is discussed in the following subsections.

3.1 Objectives

The objective function of the economic scheduling model is composed of production
costs of fossil generators and renewable machines κ1, overestimate/under-estimate
costs of renewable energy κ2, and the costs of green certificates κ3,

Min
Pi,re,Pi, f o,Hi,re,Hi, f o

E [κ ] = E [κ1] + E [κ2] + E [κ3] , (26)

where E [·] is the expectation; κ is the total system cost. the decision variables
Pi, f o, Hi, f o and Pi,re, Hi,re, are the output of thermal units and renewable
machines.

3.1.1 Production Costs

Production costs, including fuel costs κ11, operation and maintenance costs κ12.
In this chapter, start-up and shunt-down costs of conventional units are ignored, and
the fuel cost of renewable energy is set as zero. κ11 and κ12 can be calculated as
follows,

κ11 = ζT

⎬

i

⎬

f o




ai, f o

(
Hi, f o + ϑ Pi, f o

ηi, f o,hγi, f o,h + ϑηi, f o,eγi, f o,e

⎢
+

bi, f o

(
Hi, f o + ϑ Pi, f o

ηi, f o,hγi, f o,h + ϑηi, f o,eγi, f o,e

⎢2



, (27)
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κ12 = ζT

⎬

i




⎬

f o

(
ci, f o,e Pi, f o + ci, f o,h Hi, f o

)+
⎬

re

(
ci,re,e Pi,re + ci,re,h Pi,rh

)


,

(28)
where ϑ (ϑ = 3.6 kJ/MWh) is the electrothermal equivalent coefficient; ai, f o and
bi, f o are the coefficients of fossil fuel cost; ci, f o and ci,re are the coefficients of
operation and maintenance cost of generating units.

3.1.2 Overestimate/Underestimate Costs

Due to the uncertainty of renewable energy, the predictions normally have some
errors. The underestimation and overestimation penalty cost are introduced to max-
imize the penetration of renewable energy. The underestimation situation occurs if
the actual generated power is greater than the predicted (i.e. the available wind power
has not been fully utilized), thus the system operator should compensate for the sur-
plus power cost. On the other hand, if the actual power is smaller than the scheduled
power (i.e. the available wind power is insufficient), the operator needs to purchase
power from an alternate source and pay the overestimation penalty cost. These two
penalty costs are assumed as follows,

κ2 = ζT

⎬

i

⎬

re

⎭

 cu
i,re,e

⎪
Pmax

i,re − Pi,re

⎥+ + co
i,re,e

⎪
Pi,re − Pmax

i,re

⎥++
cu

i,re,h

⎪
Hmax

i,re − Hi,re

⎥+ + co
i,re,h

⎪
Hi,re − Hmax

i,re

⎥+



⎡, (29)

where cu
i,re and co

i,re are underestimate and overestimate coefficients, and the operator
[x]+ = max {x, 0}.

When considering a single solar farm and a single wind farm or multiple solar
farms and wind farms with independent probabilistic characteristics, based on the
probability density functions of maximum electricity and heat/cold energy generation
by solar power and electricity generation by wind power, the analytical expressions
of penalty cost expectation can be obtained:

• The underestimate penalty cost expectation of electricity power generated by solar
is,

E
(

cu
i,se

⎣
Pmax

i,s − Pi,s
⎤+⎢ = Pi,s,r cu

i,se

B (αi , σi )

⎛
B (αi + 1, σi ) − B℘i (αi + 1, σi )−

Pi,s
Pi,s,r

⎣
B (αi , σi ) − B℘i (αi , σi )

⎤
⎝
,

(30)

where Bx (αi , σi ) =
x⎦

0
yαi −1 (1 − y)σi −1 dy is the incomplete beta function;

℘i = Pi,s
Pi,s,r

is the electricity power percentage generated by solar CCHP.
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• The overestimate penalty cost expectation of electricity power generated by solar
is,

E
(

co
i,se

⎣
Pi,s − Pmax

i,s

⎤+⎢ = Pi,s,r co
i,se

B
(
αi,σi

)
[

Pi,s

Pi,s,r
B℘i (αi , σi ) − B℘i (αi + 1, σi )

]
;

(31)
• The underestimate penalty cost expectation of heat/cold energy generated by solar

is,

E
(

cu
i,sh

⎣
Hmax

i,s − Hi,s
⎤+⎢ = Hi,s,r cu

i,sh

B
(
αi,σi

)
⎛

B (αi + 1, σi ) − B�i (αi + 1, σi )

− Hi,s
Hi,s,r

⎣
B
(
αi,σi

)− B�i (αi , σi )
⎤
⎝
;

(32)
where �i = Hi,s

Hi,s,r
is the heat/cold energy percentage generated by solar CCHP.

• The overestimate penalty cost expectation of heat/cold energy generated by solar
is,

E
(

co
i,sh

⎣
Hi,s − Hmax

i,s

⎤+⎢ = Hi,s,r co
i,sh

B
(
αi,σi

)
[

Hi,s

Hi,s,r
B�i

(
αi,σi

)− B�i (αi + 1, σi )

]
;

(33)
• The underestimate penalty cost expectation of electricity power generated by wind

is,

E

(
cu

i,we

⎪
Pmax

i,w − Pi,w

⎥+⎫ =

cu
i,we

(
Pi,w,r − Pi,w

) [
exp

(
− q2

i,w,r

2Ξ2
i

⎫
− exp

(
− q2

i,w,out

2Ξ2
i

⎫]

−cu
i,we

(
Pi,w,r − Pi,w

) [
exp

(
(Pi,w,r −di,we)

2

2Ξ2
i k2

i,we

⎫]

+
≥

2εΞi cu
i,weki,we

2

⎪
er f

(
Pi,w,r −di,we≥

2Ξi ki,we

⎢
− er f

(
Pi,w−di,we≥

2Ξi ki,we

⎢⎥
,

(34)

where er f (·) is Gaussian error function.
• The overestimate penalty cost expectation of electricity power generated by wind

is,

E

(
co

i,we

⎪
Pi,w − Pmax

i,w

⎥+⎫ =

co
i,we Pi,w

[
1 − exp

(
− q2

i,w,in

2Ξ2
i

⎫
+ exp

(
− q2

i,w,out

2Ξ2
i

⎫]

−
≥

2εΞi co
i,weki,we

2

⎪
er f

(
Pi,w−di,we≥

2Ξi ki,we

⎢
− er f

( −di,we≥
2Ξi ki,we

⎢⎥

+co
i,we Pi,w exp

(
− d2

i,we

2Ξ2
i k2

i,we

⎫
.

(35)

When considering the probability correlation of renewable energy at different
nodes subjecting to similar weather conditions, the mathematical form of Copula
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function becomes complex and the expectations of overestimation and underesti-
mation penalty costs cannot be expressed analytically. Therefore, the SAA method
(29) [28] is applied to transform the stochastic optimization model into a computable
deterministic nonlinear programming problem:

E [κ2] = ζT

M

⎬

i

⎬

re

M⎬

k=1

⎭

 cu
i,re,e

⎪
Pmax

i,re,k − Pi,re

⎥+ + co
i,re,e

⎪
Pi,re − Pmax

i,re,k

⎥++
cu

i,re,h

⎪
Hmax

i,re,k − Hi,re, j

⎥+ + co
i,re,h

⎪
Hi,re − Hmax

i,re,k

⎥+



⎡,

(36)
where, Pmax

i,re,k Hmax
i,re,k (i = 1, . . . , N ; k = 1, . . . , M) is the sampled maximum renewable

power generation from Copula joint probability distribution by Monte Carlo simuation;
M is Monte Carlo sampling number.

3.1.3 Green Certificates Trading Costs

Based on the benefits obtained from green certificates trading, the green certificate trans-
action costs can be obtained as,

κ3 = −
⎬

i

εtgc,i = −
⎬

i

�tgc · Qtgc,i . (37)

The trading cost expectation of green certificates is,

E

(∑
i

�tgc · Qtgc,i

⎫
=

+∇⎦
−∇

[
K0 + K1

(
Qtgc,0 −∑

i
Qtgc,i

⎫](∑
i

Qtgc,i

⎫
d Qtgc,0

=
[

K0 + K1

(
μ0 −∑

i
Qtgc,i

⎫](∑
i

Qtgc,i

⎫
.

(38)

3.2 Constraints

According to the actual requirements of secure and economic operation of multi-energy
CCHP systems, the system constraints should be considered, including the balance of
supply and demand, power network constraints, heat/cold water pipe network constraints,
and CCHP unit limits.

(1) The balance of supply and demand

⎬

i

⎭


⎬

f o

Pi, f o +
⎬

re

Pi,re



⎡ =
⎬

i

Li,e, (39)
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Fig. 4 Radial hot/cold water pipes network

⎬

i

⎭


⎬

f o

Hi, f o +
⎬

re

Hi,re



⎡ =
⎬

i

Li,h, (40)

where Li,e [MW] and Li,h [kJ] are the electricity power load and heat/cold demand
at i th bus.

(2) Electricity network security constraints

− Pmax
l ≈

⎬

i

χil

⎭


⎬

f o

Pi, f o +
⎬

re

Pi,re − Li,e



⎡ ≈ Pmax
l , (41)

where l = 1, 2, · · · , L is the transmission line; L is the total number of transmission
lines; χli is the sensitivity coefficients of injected power at bus i with respect to
transmitted power of line l; Pmax

l is the upper limit of transmitted power.
(3) Hot/Cold water pipe network secure operation constraints

In order to simplify this problem, we suppose the hot/cold water pipe network are
radial, as shown in Fig. 4. There are two types of transmission situations in hot/cold
water pipes, which are bidirectional and unidirectional. For example, there is bidi-
rectional hot/cold transmission between nodes i and j ; and while unidirectional
transmission is occurred if the load node k can only consume heat/cold energy.
According to thermodynamic equation, the fluid temperature increase caused by
absorbing heat in unit time can be computed by,

⎬

f o

Hi, f o+
⎬

re

Hi,re − Li,h = Cθ AVi (Ti − Ti0), (42)

where Ti0 is temperature of water in pipe network before heating or cooling; Ti is
temperature of water in pipe network after heating or cooling; C is the specific heat
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of water; θ is density; A is the pipeline area; Vi is flow rate.

− V max
i ≈

∑
f o

Hi, f o+∑
re

Hi,re − Li,h

Cθ A (Ti − Ti0)
= Vi ≈ V max

i ,∈i. (43)

(4) Constraints of CCHP units
∈i, f o, re,

Pi, f o ≈ Pi, f o ≈ Pi, f o, (44)

Pi,re ≈ Pi,re ≈ Pi,re, (45)

Hi, f o ≈ Hi, f o ≈ Hi, f o, (46)

Hi,re ≈ Hi,re ≈ Hi,re, (47)

0 ≈ γi. f o,e ≈ 1, (48)

0 ≈ γi.re,e ≈ 1, (49)

where Pi, f o, Pi, f o and Pi,re, Pi,re are the upper and lower electricity power limits of

fossil-based and renewable CCHP units; Hi, f o, Hi, f o and Hi,re, Hi,re are the upper
and lower heat/cold energy limits of fossil-based and renewable CCHP units.

4 Global Descent Method Based Economic Scheduling Solution

The economic scheduling model discussed above is a non-convex optimization problem;
therefore, some traditional optimization methods (e.g. interior point method) can only get
local optimal solutions. In order to obtain the global optimal solution, a global descent
method is introduced. For simplicity, the optimization problem can be written as follows,

Min
x

f (x), (50)

s.t. h (x) = 0, g ≈ g (x) ≈ ḡ, (51)

where x is a vector composed of decision variables Pi, f o, Hi, f o and Pi,re, Hi,re;
f (x) = E [κ] is objective function; h (x) is equality constraint; g (x) is inequality
constraint.

In this, the nonlinear primal-dual interior point algorithm is applied to find the local
optima x̂ (k) of this problem, and then the global descent function is introduced, which
can be represented as,
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GΠ,θ,x̂ (k) (x) = AΠ

⎪
f (x) − f

(
x̂ (k)
⎢⎥

− θ

∥∥∥x − x̂ (k)
∥∥∥, (52)

where θ > 0, 0 < Π < 1; AΠ (y) = yVΠ (y); and

VΠ

⎪
f (x) − f

(
x̂ (k)
⎢⎥

= Π



(1 − r)

(
Π − rΠ

1 − rΠ

⎫
⎪

f (x) − f (x̂(k))
⎥

τ

+ r



, (53)

where 0 < r < 1; τ > 0 is an enough small positive number, which meets the following
inequality,

0 < τ < min
{∣∣ f → − f →→∣∣ : f →, f →→ ∗ f →

all , f → ∞= f →→}, (54)

where f →
all is local optimal solutions, f → and f →→ are the two elements of f →

all .
For ∈xcur ∗ X\Nε

(
x̂ (k)
)
, if the following criterion is met,

∥∥∩GΠ,θ,x̂ (k) (xcur )
∥∥ < ksmall, (55)

or (
xcur − x̂ (k)

⎢T ∩GΠ,θ,x̂ (k) (xcur ) ≡ 0, (56)

where X is the feasible region of decision variable x; Nε

(
x̂ (k)
)

is the ε neighbor region
of x̂ (k); and ksmall is an enough small positive number. And then, by adjusting Π , make
the inequality meet the following criterion,

⎩




∥∥∩GΠ,θ,x̂ (k) (xcur )
∥∥ ≡ ksmall

(
xcur − x̂ (k)

⎢T ∩GΠ,θ,x̂ (k) (xcur ) < 0
(57)

Based on the global descent function, the adjustment of decision variables can be obtained,

Δx = −step∩GΠ,θ,x̂ (k) (xcur ). (58)

Therefore, the updated decision variable is

x ( j) = x ( j−1) − step∩GΠ,θ,x→ (xcur ). (59)

If new decision variable x ( j) meets,

f
(

x ( j)
⎢

< f
(

x̂ (k)
⎢
, (60)

then x ( j) is the transitional point of optimization problem. Stating from this point, the
nonlinear primal-dual interior point algorithm will be used to search new local optimal
solution x̂ (k+1), and repeat the above searching process until any x ( j) meets,
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Table 1 Parameters of CCHP systems

Bus a b c cu
re co

re P/H P/H η γ.,e

1 Electricity 20 0.043 50 – – 0 200 0.5 1
Heat/Cool – – – – – – – – 0

2 Electricity – – 500 150 150 0 80 – 0.5
Heat/Cool – – 300 150 150 0 60 – 0.5

3 Electricity – – 200 70 70 0 100 – 1
Heat/Cool – – – – – – – – 0

6 Electricity – – – – – – – – 0
Heat/Cool 13 0.012 40 – – 0 100 0.3 1

8 Electricity 30 0.031 45 – – 0 150 0.7 0.6
Heat/Cool 30 0.031 45 – – 0 120 0.5 0.4

Note When generating electricity, the units of a, b, c, cu
re, co

re are
$/WM, $/WM2, $/WM, $/WM, $/WM; when generating heat/cold energy, the units of
a, b, c, cu

re, co
re are $/kJ, $/kJ2, $/kJ, $/kJ, $/kJ.

Table 2 The electricity and heat/cold energy demand

Bus Electricity load Heat/Cold demand Bus Electricity load Heat/Cold demand

2 21.7 10.8 10 9 3.3
3 94.2 42.6 11 3.5 2.1
4 47.8 25.9 12 6.1 4.6
5 7.6 5.2 13 13.5 8
6 11.2 8.5 14 14.9 9.7
9 29.5 19.3 – – –

f
(

x ( j)
⎢

> f
(

x̂ (k)
⎢
. (61)

and then the global optimal solution x̂ (k) is obtained [29].

5 Case Study

In this chapter, one modified IEEE 14-bus system is applied to verify the proposed
economic scheduling model and the optimization solver. The benchmark system consists
of five generators and eleven loads. Fossil-based CCHP units are located at bus 1, 6,
and 8; and a solar-CCHP unit and a wind-CCHP unit are constructed at bus 2 and bus
3, respectively. The fuel cost coefficients, generator limits, locations of generators are
shown in Table 1, and the demand at each bus is shown in Table 2.

Take the green certificate trading is Australia as an example [30], suppose ζT = 24 h.
The green certificates issued by government to electricity power and heat/cold energy
generated by solar are 5.0/MW and 3.0/KJ, and to electricity power generated by wind is
2.0/MW; the quotas for electricity and heat/cold energy generated by renewable energy
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Table 3 Results Comparisons by DGM and NPDIP

Bus GDM NPDIP

Electricity power Heat/Cold energy Electricity power Heat/Cold energy
1 63.1129 – 68.2132 –
2 31.0091 15.5045 39.7723 19.8861
3 70.1523 – 79.2566 –
6 – 79.6011 – 85.6577
8 64.8781 30.8943 59.7580 28.4562
Cost ($) 68,599 72,678

are 1.5/MW and 1.0/KJ. Suppose the green certificates required by other system or
department is distributed normally with mean u = 100 and variance σ = 13, and
constants K0 = 50, K1 = 0.1.

According to the solar radiation intensity data from LiNuo Solar Energy Group, the
parameters of PV array are kse = 0.8, ksh = 0.4. The two parameters of beta distribution
estimated by maximum likelihood method is α = 1.3535, σ = 0.2253. For typical wind
turbine, the cut-in, rated, and cut-out wind speeds are vin = 5, vr = 15, and vout = 25,
therefore according to Eqs. (10), (11), kw = 10, dw = −50. Suppose the forecasted wind
speed used in the study is 14 m/s, and then Ξ = 11.1735.

5.1 Performance of Global Descent Method

Suppose ζd = 1 h, the following Table 3 summarizes and compares the economic
scheduling results by GDM and NPDIP.

From the results above, we can find that the total system costs optimized by DGM
and NPDIP methods are $68,599 and $72,678, respectively. The final solution solved by
DGM is much better than the result obtained by NPDIP.

5.2 Impacts of Tradable Green Certificates

Suppose the price of green certificate fluctuates in the range of $40–$70/MW, the impacts
of price fluctuation on electricity and heat/cold energy generated by CCHP units as well
as total system cost are shown in Figs. 5 and 6.

As can be seen from Figs. 5 and 6, when the price of green certificate is low, the
solar CCHP unit generates no power. Along with the increase of green certificate price,
when it is higher than $50/MW, the output of solar CCHP unit increases rapidly, and
total system cost climbs linearly; after it reaches $56/MW, solar CCHP unit generates
at its rated power, but total system cost reduces linearly and the output of wind CCHP
unit increases. Coal-fired electricity power generation at bus 1 and coal-fired hot/cold
energy generation at bus 6 reduce gradually. Therefore, according to the actual situation,
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Fig. 5 Impacts on output of CCHP units

Fig. 6 Impacts on total system cost

by selecting suitable green certificate price, the total system cost can be reduced, and the
utilization of renewable energy can be promoted.

5.3 Impacts of Renewable Energy Generation Quotas

Suppose (∂e, ∂h) is the quotas for electricity power and heat/cold energy generation by
renewable energy, the impacts of quotas on the outputs of renewable machines as well as
total system cost are shown in Table 4.

As can be seen from Table 4, along with the renewable quota increases, the wind
turbine output shows small variations, but the output of PV array increase largely from
45.8350 under the quota of (1.0,1.0) to 80.0000 under the quota of (2.0, 1.0), and the
total system cost increases to $79,199 from $65,906. Therefore, according to the actual
situation, choosing suitable renewable quota is conducive to the utilization of renewable
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Table 4 The impacts of renewable quotas on economic scheduling results

(∂e, ∂h) Wind power generation Solar power Solar heating/cooling Total cost ($)

(1.0, 1.0) 71.5518 45.8350 22.9175 65,906
(1.5, 1.0) 71.2566 64.7723 32.3861 72,678
(2.0, 1.0) 77.8187 80.0000 40.0000 79,199
(1.5, 0.5) 71.4091 54.5396 27.2698 68,995
(1.5, 1.5) 70.7793 80.0000 40.0000 76,002

energy and also benefits to the optimal allocation of resources and total system cost
reduction.

6 Conclusions

In this chapter, tradable green certificate policy is introduced to stimulate the utilization of
renewable energy, and then mathematical models of multi-energy CCHP units considering
green certificate impacts are analyzed. After that, the economic scheduling model for
multi-energy CCHP system is proposed. Based on the PDFs of electricity power and
heat/cold energy generated by solar, the maximum output of wind turbine, and the amount
of green certificates required by other systems (departments), the objective function is
developed, and the global descent method is used to solve this optimization problem.
Finally, one modified IEEE 14 bus system is used to verify the performance of the
proposed scheduling model and optimization solver. The following conclusions can be
drawn from the case study,

(1) The global descent method is an effective solver for the economic scheduling of
multi-energy CCHP system;

(2) By selecting suitable green certificate price and renewable quotas, the optimal sched-
ule can be determined and the flexibility can be improved;

(3) Green certificate trading policy can stimulate the development and utilization of
renewable energy, and is conducive to the optimal allocation of resources and system
cost reduction.

However, there are still other uncertainties in the economic scheduling problem of
actual multi-energy CCHP system. How to incorporate other uncertain factors (such as
electricity and hot/cold demand) in the scheduling model is one of the key research
directions in the further.
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Optimizations in Project Scheduling:
A State-of-Art Survey

Changzhi Wu, Xiangyu Wang and Lin Jiang

Abstract Project scheduling is concerned with an optimal allocation of resources
to activities realized over time. To survive in today’s competitive environment, effi-
cient scheduling for project development becomes more and more important. The
classical project scheduling is based on the critical path method (CPM) in which
resources required are assumed unlimited. This is however impractical. To over-
come CPM’s drawback, several techniques and optimizations have been proposed
in project scheduling literature. In this chapter, we will present a state-of-art survey
on project scheduling from the optimization point of view. In particularly, we will
focus on the advancements of optimization formulations and solutions on project
scheduling in the recent years.

1 Introduction

A project is informally defined as a unique undertaking, composed of a set of prece-
dence related tasks that have to be executed using diverse and mostly limited company
resources. Project scheduling consists of deciding when tasks should be started and
finished, and how many resources should be allocated to them.

For more than two decades the industry has been going through an intense period
of introspection as a result of its poor performance and low productivity. In the 1990s
numerous reports recommended actions that need to be undertaken to address the
industry’s prevailing problems [1]. Since the commencement of the global finical
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crisis in 2008, construction industries worldwide have been subjected to signifi-
cant reductions in private and public sector investment. Hitherto, issues associated
with poor project performance and productivity remains a pervasive problem [2].
In Australia, the Queensland Department of Main Roads reported that 10 % of
projects with a contract value greater than AU$1 m experienced an overrun of
over 10 % [3]. Blake Waldron found that less than 48 % of Australian infrastructure
projects surveyed were delivered on time, on budget and to the required quality [4]. A
survey exploring the completion of construction projects in Saudi Arabia showed that
76 % of project contractors experienced delays of 10–30 % of the projected duration
[5].

To improve the productivity and reduce the delay, various efforts have been applied
to improve scheduling in construction projects. The earliest work on this issue dates
back to 1950s. In the late of 1950s, the critical path method (CPM) was developed
as a result of the increasing complexity of construction projects. Since then, CPM
has been regarded as one of basic project scheduling and control tools for supporting
project managers to ensure project completion on time and on budget. In the Critical
Path Method, each activity is listed, linked to another activity, and assigned durations.
Interdependency of an activity is added as either predecessors or successors to another
activity. Moreover, the duration of the activities are entered. Based on the dependency
and duration of the activities, the longest path is defined as the most critical path. In
CPM, resource limitation is not considered and an activity can always start as long
as all its predecessors are completed. This, however, is not practical, as resources
are not unlimited and the availability of resources would affect resource allocation
and project scheduling. On the other hand, CPM does not allow interruption of an
activity or overlap between two connected activities, which is also unpractical [6]. In
practice, an activity could be temporarily interrupted due to short-term transfer (e.g.,
one or two days) of resource(s) to a more important or urgent activity. Slight overlap
between two connected activities might happen to repetitive construction projects,
such as road pavement projects, etc. Furthermore, based on resource availability,
the duration of an activity might vary, which results in various execution modes
[6]. To overcome CPM major limitations, several techniques and optimizations have
been proposed in project management and scheduling literature and usually can be
classified in four categories: resource-constrained scheduling [7], time cost trade-off,
resource levelling and resource allocation.

For the predefined durations and demands on each of the given renewable
resources, the objective of resource-constrained project scheduling is to determine
the sequence of project activities and to allocate available resources to project activ-
ities in an attempt to optimize a given objective function such as minimizing project
makespan. The objective of time-cost trade off analysis is to find a time/cost trade-
off curve showing the relationship between activity duration and cost. The objec-
tive of resource levelling is to smooth day-to-day resource demand. The objective
of resource allocation is to allocate limited resources to activities so as to opti-
mize a certain goal such as cost minimization. In the past decades, there are many
optimization-based methods developed to solve these classes of project scheduling
problems. Although many survey papers available in this area [8–10], there are still
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many significant advances not included. The aim of this paper is two-fold. On one
hand, it services as a tutorial for both practical engineers and beginners in this area.
On the other hand, it will offer a comprehensive survey of the optimization methods
developed in the recent results.

2 Variants of Project Scheduling Problems

2.1 Resource-Constrained Project Scheduling (RCPS)

To formulate a project scheduling as an optimization problem, we first need to model
a project in mathematics. In general, there are two ways to represent the project
topology, i.e., activity-on-arc (AOA) network and activity-on-node (AON) network.
Since almost all the available literatures on project scheduling are based on AON
network representation, we here only introduce AON network.

Consider a project with J activities which are labelled as j = 1, · · ·, J . Let the
activity 0 represent by convention the start of the schedule and the activity J + 1
represent the end of the schedule. Denote V = {0, 1, · · ·, J, J + 1}. The precedence
relations are represented by a set E of index pairs such that (i, j) ∈ E means that
the execution of the activity i must precede that of the activity j . Then, the AON
network is a grapy G = (V, E). Let R = {1, · · ·, I } be the set of the renewable
resources. The availability of the resource i is Bi , i = 1, · · ·, I and their durations
are pi , i = 1, · · ·, I, respectively. Since the activities 0 and J + 1 are dummy
activities, define b0i = 0 and b j+1,i = 0 for all i ∈ R. A standard resource-
constrained project scheduling can be stated as: choose a schedule such that the
makespan is minimized while the resource constraints are satisfied. In general, there
are two different methods to formulate it as an optimization problem: discrete time
formulation (DTF) and continuous time formulation (CTF).

In discrete time formulations, the time horizon T is partitioned into T time slots
[t −1, t], t = 1, · · ·, T . Then, the time-indexed variables x jt is introduced to indicate
whether the j activity starts at time t , i.e.,

x jt =
{

1 if the activity j starts at time t
0 otherwise

The RCSP can now be formulated as the following optimization problem

min
T∑

t=0

t xJ+1,t , (1)

s.t.
T∑

t=0

x jt = 1,∀ j ∈ V, (2)
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T∑

t=0

t x j t −
T∑

t=0

t xit ≥ pi ,∀(i, j) ∈ E, (3)

J∑

j=1

b jk

t∑

τ=max{0,t−pi +1}
x jτ ≤ Bk, t = 1, · · ·, T, k = 1, · · ·, I, (4)

x jt ∈ {0, 1} ,∀ j ∈ A and t ∈ {0, 1, · · ·, T }. (5)

In the above optimization problem, (2) and (5) impose non-preemption of the project
activities, (3) is simple translation of precedence relations and (4) is the resource
constraints. This technique has been extended to solve the multi-mode resource
constrained project scheduling in which the variables x jt has one more subscript to
indicate which mode is used. More details for the multi-mode case can be referred
to [11, 12]. It is clear that the optimization problem defined by (1–5) is an integer
optimization problem in which the only variables are x jt .

Different from DTF, CTF involves three types of decision variables: (i) the starting
time continuous variables Si for each activity i ∈ V , (ii) Sequential binary variables
xi j , (i, j) ∈ V × V to indicate whether the activity j starts before the activity i or
not, (iii) Continuous flow variables fi jk which are the quantities of resource k that
is transferred from the activity i to the activity j , (i, j, k) ∈ V × V × R. Then, a
standard optimization problem for the RCPS based on continuous time formulations
can be posed as:

min SJ+1 (6)

s.t. xi j + x ji ≤ 1,∀i, j ∈ V, i < j, (7)

xi j + x jh − xih ≤ 1,∀i, j, h ∈ V, (8)

S j − Si ≥ −Mi j + (pi + Mi j )xi j ,∀i, j ∈ V, (9)

fi jk ≤ min{bik, b jk}xi j ,∀i, j ∈ V, k ∈ R, (10)
J+1∑

j=0

fi jk = bik,∀i ∈ V, k ∈ R, (11)

J+1∑

i=0

fi jk = b jk,∀ j ∈ V, k ∈ R, (12)

f J+1,0,k = Bk,∀k ∈ R, (13)

xi j ∈ 0, 1, Si ≥ 0, fi jk ≥ 0,∀i, j ∈ V, k ∈ R, (14)

where Mi j = E Si − L Sj , E Si is the date before the activity i will not start and L Si

is the date before which it should start.
The constraint (7) states that for two distinct activities, either i precedes j , or j

precedes j or i and j are processed in parallel. The constraint (7) together with (8)
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ensures that no cycles can occur in the sequencing decisions. The constraint (9) links
the variables Si and xi j . The constraint (10) lines the variables fi jk with the variables
xi j . The constraints (11)–(13) are resource flow conservation constraints. In [13], this
technique has been extended to solve resource-constrained project scheduling with
scarce resources and generalized precedence relations. In [14], the facility layout
problem concept is introduced to formulate a project scheduling as an optimization
problem which is highly similar to CTF.

2.2 Time-Cost Trade-Off

In scheduling of construction projects, the project duration can be compressed
(crashed) by expediting some of its activities in several ways including: increasing
crew size above the normal level, working overtime, or using alternative construc-
tion methods. The objective of time-cost trade-off problem is to identify the set (or
sets) of time-cost alternatives that will provide the optimal schedule. The time-cost
relationship of a project activity can be either continuous or discrete. Accordingly
the time-cost trade-off problem (TCTP) can be categorized as continuous time-cost
trade-off problem (CTCTP) and discrete time-cost trade-off problem (DTCTP). In
the literature, almost all studies on this topic are concentrated on DTCTP [15] since
the activity is discrete. So here we only review the discrete DTCTP.

Up to now, three versions of the DTCTP have been studied in the literatures: the
deadline problem (DTCTP-D), the budget problem (DTCTP-B) and the efficiency
problem (DTCTP-E). In DTCTP-D, given a set of time/cost pairs (modes) and a
project deadline, each activity is assigned to one of the possible modes in such a
way that the total cost is minimized. Conversely, the budget problem minimizes the
project duration while not exceeding a given budget. On the other hand, DTCTP-E
is the problem of constructing efficient time/cost solutions over the set of feasible
project durations [16]. To formulate them as optimization problems, let AON network
be G = (V, E), θ be a specific path of G and Θ be the set of all possible pathes of
G. For each θ ∈ Θ , denote t (θ) and c(θ) as the makespan and cost, respectively.
For the given deadline d and budget b, DTCTP-D can be posed as the following
optimization problem:

min
θ∈Θ

{c(θ) : t (θ) ≤ d}. (15)

Similarly, DTCTP-B can be posed as

min
θ∈Θ

{t (θ) : c(θ) ≤ b}. (16)

Different from (15) and (16) which are single-objective optimization problems,
DTCTP-E is a multi-objective optimization problem which can be stated as:

min
θ∈Θ

{t (θ), c(θ)}. (17)
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To solve the optimization problems (15), (16) and (17), we need to transform the
feasible set Θ from a graph to analytical expressions. This task can be achieved
by applying the techniques DTF and CTF introduced for RCSP to formulate (15),
(16) and (17) as either integer optimization problems or mixed-integer optimization
problems. To meet the requirements of real-life scheduling problems, the above
TCTPs have been further extended. For example, in [15], time-switch constraints,
work continuity constraints, and net present value optimization are included. In [17],
TCTP including generalized precedence relationship constraints between project
activities, project duration constraints, logical constraints and a budget constraint is
formulated as a mixed integer nonlinear optimization problem. In [18], DTCTP with
multi-mode case is studied.

2.3 Resource Levelling

Resource levelling arises whenever it is expedient to reduce the fluctuations in pat-
terns of resource utilizations over time, while maintaining compliance with a pre-
scribed project completion time. In particular, in cases where even slight variations in
resource needs represent financial burden or heightened risks of accidents, a resource
levelling approach helps to schedule the project activities such that the resource uti-
lization will be as smooth as possible over the entire planning horizon.

For a given AON network G = (V, E), a standard resource levelling problem can
be posed as the following optimization problem [19]:

min
T∑

t=1

(ut − ūt )
2, (18)

s.t. fi ≤ f j − di ,∀(i, j) ∈ E, (19)
∑

i∈V

uit ≤ U. (20)

Here the objective function (18) expresses the minimization of the sum of the squared
deviations of the resource requirements around the average resource requirement for
each time period. In [20], the cost (18) is generalized in integral form including both
continuous- and discrete-time case.

2.4 Resource Allocation

Resource allocation is to distribute the limited resources to various projects reason-
ably so as to optimize a certain objective. According to the nature of the distrib-
uted resources, it can be categorized as discrete resource allocation and continuous



Optimizations in Project Scheduling: A State-of-Art Survey 167

resource allocation. In the construction industry, most of the materials are discrete.
So here we only survey the discrete resource allocation.

A standard discrete allocation problem can be formulated as [21, 22]:

max
N∑

i=1

M∑

j=0

ei j Xi j , (21)

min
N∑

i=1

M∑

j=0

ci j Xi j , (22)

s.t.
N∑

i=1

M∑

j=0

j Xi j ≤ M, (23)

M∑

j=0

Xi j = 1,∀i ∈ {1, · · ·, N }, (24)

Xi, j ∈ {0, 1},∀i, j. (25)

Here the objective function (21) is to maximize the total efficiencies for all the jobs,
and the objective function (22) is to minimize the total costs for all the workers.
Constraint (23) ensures that the workers cannot be assigned more than the total
numbers of workers. Constraint (24) ensures that each job i can be assigned to
workers only once.

In [23], the above problem is extended to the time-independent and multi-modal
case. In [24], the nonlinear resource allocation is studied which is formulated as a
nonlinear integer optimization problem. More variants on the resource allocation can
refer to [25].

2.5 Integrated Models

The integrated models is to consider more than one category above. For example,
in [26], a multi-mode resource-constrained discrete time-cost trade off problem is
studied. The objective is either to minimize the cost subject to constraints including
precedence relationship or to minimize project duration subject to budget constraints.
In [18], a multi-mode resource constrained discrete time-cost-resource is considered
in which resource allocation and levelling problem are taken into account simulta-
neously. This problem is formulated as a multi-objective optimization problem in
which three objectives: minimum duration, minimum cost and minimum resources
moment deviation on the project makespan, are included.
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3 Optimization Methods Solving Project Scheduling Problems

In the past several decades, numerous methods are developed to solve the project
scheduling problem including the exact and heuristic or meta-heuristic approaches.

3.1 Exact Methods

The exact procedures in the literature for the project scheduling are the branch and
bound algorithms [13, 27–29]. This kind of methods heavily relies on the lower
bound computation. In the literature, two classes of lower bounds are well known:
constructive and destructive lower bounds. The first class is computed through relax-
ation methods [13], such as the Lagrangian relaxation. The second class is obtained
by means of iterated binary search based routine [30]. In the recent, this class of
methods has been further extended to solve variants of project scheduling problems.

In [13], a project scheduling problem with generalized precedence relationships,
resource constraints and makespan minimization objective is studied. This problem
is first formulated as a mixed integer optimization problem. Then, the formulated
optimization problem is solved by branch and bound. During the branching process,
a lower bound based on Lagrangian relaxation is adopted to prune the tree of the
corresponding AON network.

In [27], a resource-constrained project scheduling problem to minimize the total
weighted resource tardiness penalty cost is studied in which the renewable resources
cannot be used before the ready date, but are permitted to be used after their due
dates by paying the associated penalty cost. Then, a depth-first branch and bound
algorithm is applied to solve it in which the lower bound is adopted from the concept
of constructing partial schedules [31]. This method has been further extended to solve
the resource-constrained project scheduling problem with minimizing the weighted
late work criterion [28].

In [29], an alternative-technologies project scheduling problem is studied in which
the expected net present value is maximized. This problem is first formulated as a
nonlinear integer optimization problem and then solved by a branch and bound
algorithm. The bounding strategy is destructive which is based on three dominance
rules to fathom unvalued nodes. The first and the second dominance rules prevent
duplication of schedules while the third one fathoms low quality schedules.

In [32], a branch and bound algorithm is introduced to solve a resource levelling
problem in a machine environment. The upper bound is obtained by a heuristic
approach in which exhaustive neighborhood search is used with tabu list control while
the lower bound is computed through the Lagrangian relaxation. In [13], a branch
and bound algorithm is introduced to solve resource levelling problems and overload
problems which are formulated as nonlinear mixed integer optimization problems.
To achieve fast computation, linearizing the corresponding objective functions and
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improving the quality of the resulting formulations are discussed. Then, the available
branch and bound algorithms for linear integer programming is applied.

3.2 Meta-Heuristic Methods

Although the exact methods can always find a global optimal schedule for the given
objectives, they are deficient to deal with large scale problems [33]. Instead of search-
ing the global optimal solutions, the researchers and practitioners have tried to design
efficient methods with the goal of producing optimal or near optimal solutions. Then,
meta-heuristic optimization methods come into play. Meta-heuristics are general pur-
pose high level search frameworks that can be applied to any optimization problem
with the use of appropriate local problem dependent solution procedures. Exam-
ples of meta-heuristics include simulated annealing (SA), ant colony optimization
(ACO), evolutionary algorithm (EA), genetic algorithm (GA), particle swarm opti-
mization (PSO), shuffled frog-leaping (SFL) and bee algorithm (BA). There are a
wide variety of meta-heuristics and a number of properties along which to classify
them. One of the fundamental classification of the meta-heuristic is Single-Solution
Based Meta-heuristics and Population-Based Meta-heuristics. Single-solution based
meta-heuristics are included tabu search and simulated annealing in which only one
solution is maintained at each cycle of the algorithm. The aim of these methods
is to find a new solution with better quality from the current solution iteratively.
Population-based meta-heuristics are included genetic algorithm, ant colony opti-
mization, and particle swarm optimization in which a set of solutions are maintained
at each cycle of the algorithm. These approaches solve the RCPSP by employing an
initial population of individuals each of which representing a candidate schedule for
the project. Then, they evolve the initial population by successively applying a set
of operators on the old solutions to transform them in to new solutions [34].

Regardless of the metaheuristic chosen for a study, there are common issues that
need to be addressed [8]: solution representation, generation of initial solution(s),
evaluation function, generation of neighborhood solutions, handling constraint vio-
lations and stopping criteria. In the following, we will review the latest meta-heuristic
optimization methods in project scheduling.

3.2.1 Single-Solution Based Meta-Heuristics

In [35], a simulated annealing algorithm is developed for the resource-constrained
project scheduling problems with single and multi-mode versions. There the solution
is represented by activity list in which a precedence-feasible solution is represented
by an ordered list of activities. Each activity in the list appears in a position after
all its predecessors. The generation of neighbor is based on a cyclical shift of all
the activities between the old and new positions for a randomly selected activity
from the current feasible list. The stopping criterion is chosen as the process time.
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This method has been further extended to solve the multi-mode resource-constrained
project scheduling problems with discounted cash flows in [36] in which four pay-
ment models have been examined: lump-sum payment at the completion of the
project, payments at activities’ completion times, payments at equal time intervals
and progress payments. A Tabu search method is also developed to solve it in [36] and
compared with SA. The numerical results show that each method may outperform
the other one for different models. In [37], the Tabu search method is further extended
to solve a project scheduling problem with the multi-mode and schedule-dependent
setup times where a schedule-dependent setup time is defined as a setup time depen-
dent on the assignment of resources to activities over time, when resources are, e.g.,
placed in different locations. In [38], a simulated annealing method is employed to
solve the resource-constrained project scheduling problem with a due date for each
activity in which the objective is chosen to minimize the net present value of the
earliness-tardiness penalty costs and the neighborhood solutions are generated in a
similar way in [35, 36]. In [39, 40], the simulated and Tabu search are introduced
to solve the multi-mode capital-constrained project payment scheduling problem,
where the objective is to assign activity modes and payments so as to maximize
the net present value (NPV) of the contractor under the constraint of capital avail-
ability. In [41], experimental evaluations of five variants of simulated algorithms
for time-cost trade off project scheduling problems are studied in which they have
in common the way to construct the new solutions, the initial temperature and the
cooling schedule, whereas with differ cycle size, the number of iterations in each
cycle, and the stopping criterion. The best identified variant generated local optima
there very close to point estimate of the global optimum but with the slowest time
satisfactory efficiency.

3.2.2 Population-Based Meta-Heuristics

Comparing with the single-solution based meta-heuristic methods, population-based
meta-heuristics are more popular in solving the project scheduling problems. The
most studied population-based methods are related to Evolutionary Computation
(EC) and Swarm Intelligence (SI).

Montoya-Torres et al. [42] developed a genetic algorithm to solve resource con-
strained project scheduling problems. The notable advantage of this algorithm is that
the chromosomes is represented by a multi-array object-oriented model. The numer-
ical simulations show that this algorithm outperforms some other genetic algorithms
for the project with 60 activities. Hartmann [11] developed a genetic algorithm for
the case with multiple execution modes for each activity and makespan minimiza-
tion as objective. The scheduling problem is formulated as an optimization problem
based on the representation of the project as an acyclic AON network. The genetic
encoding is based on a precedence feasible list of activities and a mode assignment.
The novelty of this genetic algorithm is that a local search based on the definition
of a multi-mode left shift is employed to improve the schedules found by the basic
genetic algorithm. In stead of local search method introduced in [11], a magnet-based
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crossover operator that can preserve up to two contiguous parts from the receiver
and one contiguous part from the donator genotype is employed in [43]. Numerical
simulations of four sets of project scheduling problems with 30, 60, 90, and 120
activities are compared with some other genetic algorithms in literature. Peteghem
and Vanhoucke [44] developed a genetic algorithm to the preemptive multi-mode
resource constrained project scheduling which allows activities to be preempted at
any time instance and restarted later on at no additional cost. The consideration of
preemption is very effective to improve the optimal project makespan in the presence
of resource vacations and temporary resource unavailability and that the makespan
improvement is dependent on the parameters that impact resource utilization [45].
Long and Ohsato [46] developed a genetic algorithm for scheduling repetitive con-
struction projects with several objectives such as the project duration, the project
cost, or both of them. The method deals with constraints of precedence relationships
between activities, and constraints of resource work continuity. Ghoddousi et al. [18]
employed an elitist non-dominated sorting genetic algorithm in [47] to solve multi-
mode resource-constrained project scheduling problem (MRCPSP) while consider-
ing discrete time-cost trade-off problem (DTCTP) and also resource allocation and
resource levelling problem simultaneously which is formulated as a multi-objective
integer optimization problem.

Lorenzoni et al. [48] studied a scheduling problem of attending ships within
agreed time limits at a port under the condition of the first come first served order. This
problem is formulated as a mathematical model of a multi-mode resource-constrained
scheduling problem and then is solved by a differential evolution algorithm which has
been further discussed in [49]. Zamni [50] proposed a evolution algorithm to solve
time-cost trade off of multi-mode resource constrained project scheduling problems
in which activities are subject to finish-start precedence constraints under renewable
limited resources. In optimizing time-cost performance, the procedure treats the cost
as a non-renewable resource whose limit can affect the duration of the project and
balances cost versus time through the notion of priority-rank.

Wang and Fang [51] proposed an estimation of distribution algorithm to solve
the multi-mode resource-constrained project scheduling problem. The individuals
are encoded based on the activity-mode list and decoded by the multi-mode serial
schedule generation scheme. To improve the searching quality, a multi-mode for-
ward backward iteration and a multi-mode permutation based local search method
are incorporated to enhance the exploitation ability. Different from a univariate prob-
abilistic model in [51, 52] employed ensemble probabilistic models by combining the
univariate probabilistic model with the bi-variate probabilistic model which learns
different population characteristics in the estimation of distribution algorithm. Wang
et al. [53] proposed a Pareto-based estimation of distribution algorithm to solve the
multi-objective flexible job-shop problem in which the fitness evaluation based on
Pareto optimality was employed and a probability model was built with the Pareto
superior individuals for estimating the probability distribution of the solution space.
To avoid premature convergence and enhance local exploitation, the population was
divided into two sub-populations at certain generations according to a splitting cri-
terion, and different operators were designed for the two sub-populations to gener-
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ate the promising neighbor individuals. To enhance the exploitation ability, a local
search strategy based on critical path was introduced. The Taguchi method was used
to investigated the influence of parameters.

Mahdi Mobini et al. [54] developed an enhanced scatter search algorithm for
the resource constrained project scheduling problem. The activity list representation
method was used as the encoding scheme. Activity lists in the initial population were
decoded to the solutions using both serial and parallel schedule generation scheme.
The two-point crossover, the path relinking, and the permutation-based operator were
used to generate new solutions from existing solutions in the reference set. Mario [55]
introduced the scatter search algorithm to solve the single-mode resource-constrained
project scheduling problem with discounted cash flows based on the two assumptions:
renewable resources with a constant availability and no activity preemption, and
all activity cash flows occurred at predefined time points during execution of the
corresponding activity.

The first literature to introduce ant colony optimization algorithm (ACO) to RCPS
is [56]. A single ant corresponds to one application of the serial SGS. The eligible
activity to be scheduled next is selected using a weighted evaluation of the latest
start time priority rule and pheromones which representing the learning effect of
previous ants. The additional features include separate ants for forward and backward
scheduling, the changing rate of pheromone evaporation over the ant generations, and
the restricted influence of the elitist solution by forgetting it at regular intervals. ACO
has been further extended to solve the RCPS with multi-modes in [57] in which both
renewable and nonrenewable resources are considered. To guide the solution search
consisting both activity sequencing and mode selection, two levels of pheromones
are introduced: one is to probabilistically select an activity j at the place i in the
activity-list, and the other is to probabilistically select the execution mode for this
activity. Yin and Wang [24] developed an ACO to solve nonlinear resource allocation
problem. Adaptive resource bounds which were dynamically calculated to reduce the
search space were incorporated to ensure all resource constraints were simultaneously
satisfied. Its convergence was analyzed using node transition entropy to validate that
the quality solution obtained was due to the consensus knowledge possessed by
the whole ant colony instead of by the wandering of a lucky ant. A modified ACO
was proposed to solve a multi-objective resource allocation problem in [58]. The
modifications included a special heuristic information, pheromone updating rule,
and selection probability equation. Xiong and Kuang [59] proposed an ACO to solve
the time-cost trade-off problems in which the modified adaptive weight approach
developed in [60] was adopted to guide the solution to the Pareto-front. Mokhtari et
al. [61] developed an ACO for stochastic DTCTP which was aimed to improve the
project completion probability by a predefined deadline on program evaluation and
review technique networks. In [61], the activities were subjected to a discrete cost
function and assumed to be normally distributed. Then, the model was formulated as
a nonlinear mathematical 0-1 programming problem, where the mean and variance
of the activity durations were decision variables and the objective function was to
maximize the project completion probability.
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Chen et al. [62] developed an improved particle swam optimization (PSO)
approach to solve RCSP. During the implementation of PSO, delay local search
and bidirectional scheduling were introduced. The delay local search enabled some
activities delayed and altering the decided start processing time, and being capable
of escaping from local minimum. The bidirectional scheduling rule which combined
forward and backward scheduling to expand the searching area in the solution space
for obtaining potential optimal solution. The critical path was applied to speed up
convergence of the algorithm in which the critical path was used to determine the
heuristic value which played a key role in the state transition rule. To enhance the effi-
ciency and effectiveness of PSO, the justification technique in [63] was incorporated
in PSO in [64] which was called as justification particle swarm optimization (JPSO).
In addition to the justification technique in [64], two other designed mechanisms were
integrated. One was the mapping technique for enhancing the exploitation efficiency
of justification, and the other was the adjusting ratio of communication topology of
PSO for trade-off between exploration and exploitation. PSO to solve RCSP was
further improved in [65] by integrating a double justification skill and a move oper-
ator for the particles, in association with rank-priority-based representation, greedy
random search, and serial scheduling scheme, to execute the intelligent updating
process of the swarms to search for better solutions. The computational experiments
validated the significant improvements over the other PSO-based algorithms through
testing the benchmarks with 30, 60 and 120 activities. Zhang and Li [66] applied
PSO to solve TCTP. Numerical simulations for TCTP with 18 activities have been
conducted and compared with some other heuristic methods.

Fang and Wang [67] developed an effective shuffled frog-leaping algorithm
(SFLA) for the multi-mode resource-constrained project scheduling problem. In
the SFLA, the virtual frogs were encoded as the extended multi-mode activity list
and decoded by the multi-mode serial schedule generation scheme. Initially, the
mode assignment lists of the population were generated randomly, and the activity
lists of the population were generated by the regret-based sampling method and the
latest finish time priority rule. Then, virtual frogs were partitioned into several meme-
plexes that evolved simultaneously by performing the simplified two-point crossover.
The combined local search including permutation-based local search and forward-
Cbackward improvement was further performed in each memeplex to enhance the
exploitation ability. Virtual frogs were periodically shuffled and reorganized into
new memeplexes to maintain the diversity of each memeplex. This method has been
further adapted to solve RCPS with the multi-modes in [12]. Ashuri and Tavakolan
[68] proposed a Shuffled-Frog Leaping model to solve complex Time-Cost-Resource
optimization problems in construction project planning which was formulated as a
multi-objective optimization problem in which total project duration, total project
cost, and total variation of resource allocation were minimized simultaneously.

Bee algorithms for resource constrained project scheduling problem was investi-
gated in [34]. Three variants of bee algorithms methods were developed: bee algo-
rithm (BA), artificial bee colony (ABC), and bee swarm optimization (BSO). The
parallel-SGS and serial-SGS were introduced to construct active schedules. The dif-
ferent variants made use of different types of bees to provide appropriate level of
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exploration over search space while maintaining exploitation of good solutions. A
constraint handling method was introduced to resolve the infeasible solutions in
which the activity which violated the constraints was replaced by the next activity
with smaller priority. Huang and Lin [69] proposed a bee colony optimization algo-
rithm to solve open shop scheduling problems. To shorten the time-cost for obtaining
a possible bad solution, an idle-time-based filtering scheme was introduced based on
the processes of the Forward Pass of bee’s foraging behaviors. During the course of
bee colony foraging, the idle-time of partial scheduling was regarded as the recip-
rocal of profitability. When the profitability of a partial foraging route of a bee was
smaller than the average profitability accepted by the colony, this scheduler would
automatically stop searching the foraging trip of this particular bee.

4 Conclusion

This paper has surveyed the optimization modelling and solution techniques for
the project scheduling problems. We first presented five mathematical models to
formulate a project scheduling problems as optimization problems. Then, the solution
algorithms, including exact algorithms and meta-heuristic algorithms are surveyed
in which we mainly focus on the latest three years publications in archival journals
since the survey of previous results are available in other survey papers.

It is well-known that the project scheduling problems are NP hard. Most of results
on the exact methods published in the recent years are to extend the branch-and-bound
methods to solve new variants of project scheduling problems rather than algorithms
development. Furthermore, the efficiency of the exact methods is heavily dependent
on the bounding strategy which is problem-specific. Different project scheduling
problems should adopt different bounding strategies. Despite all efforts applied to
solve the instances of the library, up to now only the group with 30 activities has
been reported completely solved to optimality. How to develop new exact efficient
algorithms to solve large-scaled project scheduling problems are still waiting for
study.

Comparing with the exact methods, the meta-heuristic methods seem more
promising. In fact, if the problems that cannot be easily solved by conventional
exact methods, meta-heuristic methods are good choices in the optimization field.
Each meta-heuristic method has its own tunable parameters. The performances of
the meta-heuristic methods are heavily dependent on the choice of these parameters.
However, there is still lack of a unified framework to tune them. Thus, almost all the
meta-heuristic methods are problem-specific which reduce their applicability.
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Lean and Agile Construction Project
Management: As a Way of Reducing
Environmental Footprint of the Construction
Industry

Begum Sertyesilisik

Abstract Construction industry effects the environment through its outputs and its
process (i.e. causing CO2 emissions, exploitation of raw materials, energy consump-
tion). There is need to reduce its environmental footprint of the construction industry
with the help of efficient and effective construction project management, where pos-
sible benchmarking with management principles and applications in manufacturing
industry. Such a key concept originated and adapted from manufacturing industry is
lean and agile construction which can contribute to the reduction of environmental
footprint of the construction industry, enabling especially reduction in waste, increas-
ing value added activities. For this reason, this chapter focuses on the construction
project management with respect to the agility and leanness perspective. It provides
an indepth analysis of the whole project life cycle phases based on lean and agile
principles.

Keywords Agile · Lean · Green · Construction

1 Introduction

The construction industry effects the environment not only through its outputs but
also through the construction process and its inputs. Buildings consume approx-
imately 45–50 % of energy and 50 % of water resources [26, p. 369]. They also
cause consumption of raw materials affecting the natural resources. The footprint
of the construction industry needs to be reduced. A ‘footprint’ can be defined as
“a quantitative measurement describing the appropriation of natural resources by
humans [27] as well as how human activities can impose different types of burdens
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Table 1 Footprint family (after [16])

Environmental footprints Carbon footprint
Water footprint
Energy footprint
Emission footprint
Nitrogen footprint
Land footprint
Biodiversity footprint
Phosphorus footprint
Fishing-grounds footprint
Human footprint
Waste footprint

Social footprints Social footprint
Human rights footprint
Corruption footprint
Poverty footprint
Online social footprint
Job footprint
Work environmental footprint
Food-to-energy footprint
Health footprint

Economic footprints Financial footprint
Economic footprint

Combined environmental, social and/or economic
footprints

Exergy footprint

Chemical footprint
Composite footprints Ecological footprint

Sustainable process index
Sustainable environmental

performance indicator

and impacts on global sustainability [48]” [16, p. 10]. The construction industry has
environmental, social, economic, combined environmental, social and/or economic
footprints as well as composite footprints. The main and sub-categories of the foot-
prints have been listed in the Table 1 which has been summarised based on [16].
These footprints establish the footprint family which is defined by [21] as “a suite
of accounting tools characterized by a consumption-based perspective able to track
human pressure on the surrounding environment.”

The global pollution attributable to buildings include [13]: deterioration of air
quality (23 %); emission of green house gases (50 %); pollution of drinking water
(40 %); depletion of ozone (50 %); and causing landfill waste (50 %). The quantity of
generated waste depends on the construction processes used, the structure type being
constructed and the technology used to build the structure [43]. This reveals that lean
and agile construction project management can contribute to the sustainability and
to the reduction of the construction industry’s footprint. This chapter focuses on the
construction project management with respect to the agility and leanness perspective.
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2 Basic Concepts

Lean is giving the customers what they want, and delivering it instantly, with no
waste [29]. Lean focuses on continually increasing the proportion of value-added
activity of business through ongoing waste elimination [15, p. 45]. The essence of the
lean is [34, pp. 10–11]: elimination of all waste; continuous improvement (kaizen);
manufacturing at a rate equal to true customer demand, just when the customer wants
it (JIT); and ensuring quality by sensing defects and stopping production until the
causes are found and corrected (jidoka). Lean comprises of five main principles [34,
pp. 8–17]:

• Specifying value in terms of the final customer
• Identifying and mapping the value stream; that is, how value is being created for

the customer
• Making the value flow without interruption
• Letting the customer pull value from the production process
• Pursuing perfection through continuous improvement.

Lean production is a philosophy or strategy to minimize defects and to improve
company performance [53]. Similarly, Carroll [15, p. xxxi] defines ‘lean production’
as “the philosophy and practice of eliminating all waste in all production processes
continuously”. The basic of lean production is to design a production system so that
it delivers a custom product instantly without intermediate inventories [28, p. 88].
Lean production enables the flow of value creating work steps while eliminating
non-value steps [42, p. 90]. Ohno identified seven categories of waste [34, p. 37]:

• Waste of overproduction
• Waste of time on hand (waiting)
• Waste in transportation
• Waste of processing itself
• Waste of stock on hand (inventory)
• Waste of movement
• Waste of making defective parts.

In addition to these seven categories of waste, Liker added waste of human potential
and creativity, and Imai added waste of time [34, pp. 37–38]. Regarding the lean
production process, Vais et al. [53] emphasized the following:

the essence of the lean production process is to identify and eliminate anywaste, which
consumes resources, but creates no value: transport, inventory, motion, waiting, overpro-
duction and defects, in short “do more with less and less”—less resources, less effort, less
equipment, less time, while becoming closer to providing what costumers actually want. To
become Lean and Green one has to focus on the waste of materials and energy.

Lean construction “is a concurrent and continuous improvement to the construc-
tion project by reducing waste of resources and at the same time able to increase
productivity and secure a better health and safety as well as greener environment”
[42]. In other words, lean methods are introduced to the construction industry under
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the name of lean construction which aims to eliminate re-work, provide continuous
work flow and minimize mistakes [12, p. 182]. Sertyesilisik et al.’s [44, p. 173] find-
ings on the main causes of waste in the construction industry revealed the importance
of management in waste reduction. The lean construction system sees production as a
flow of material, information, equipment, and labor from raw material to the product
with the aim of reducing or eliminating non value-adding activities and increasing
efficiency of value-adding activities [1, p. 190].

Koskela [35] identified the following lean construction for lean construction
implementation: reducing the share of non value-adding activities; reducing
variability; reducing cycle time, minimising the number of steps, parts and link-
ages; increasing output value through systematic consideration of customer require-
ments; increasing output flexibility; increasing process transparency; balancing flow
improvement with conversion improvement and benchmarking; focusing control on
the complete process; building continuous improvement into the process. According
to [58], the lean construction principles are: specifying value from the customers’
view, identifying the value stream, make the value-creating flow, achieving customer
pull at the right time and pursue perfection for continuous improvement. Lim [41]
and Bashir et al. [9] agreed with the principles stated by Womack and Jones (1996).
The Lean Enterprise Institute [40] identified the lean construction principles loop
starting with identification of value followed by successive principles of mapping
the value stream; creation of flow; and establishment of “pull” and seek perfection.

Agility and leanness are two concepts which complement each other for an effec-
tive supply chain. The total supply chain contains both leanness and agility. [40, p.
108] described ‘leanness’ and ‘agility’ as follows:

Leanness means developing a value stream to eliminate all waste, including time, and to
ensure a level schedule. Agility, on the other hand, means using market knowledge and a
virtual corporation to exploit profitable opportunities in a volatile market place…Agility
and leanness are closely related to the total supply chain strategy and the positioning of the
decoupling point [40, p. 108].

Leanness and agility has been compared in the Table 2 based on Naylor et al.’s
[40] research.

3 Need for Lean

Companies are becomming lean so that they can:

• survive among lean competitors [15, p. 45]
• attain high levels of efficiency [3, p. 169]
• attain competitiveness [3, p. 169]
• reduce construction cost with the help of precise materials usage and decreasing

the amount of waste generated [35]
• shorten construction period with the help of smoothly and accurately performed

works [35]
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Table 2 Comparison of leaness and agility (adapted from [40, pp. 109–112]

Leanness Agility

Characteristics
Essential characteristics ‘Use of market knowledge’ ‘Use of market knowledge’

‘Virtual corporatiom/value
stream/integrated supply
chain’

‘Virtual corporatiom/value
stream/integrated supply
chain’

‘Lead time compression’ ‘Lead time compression’
‘Eliminate muda’ ‘Rapid reconfiguration’
‘Smooth demand/level

scheduling’
‘Robustness’

Desirable characteristics ‘Rapid reconfiguration’ ‘Eliminate muda’
Arbitrary characteristics ‘Robustness’ ‘Smooth demand/level

scheduling’
Metrics
Key metrics ‘Lead time’ Lead time,

‘Costs’, and Service, and
‘Quality’ Quality

Secondary metrics ‘Service’ Costs
Suitability Where demand variability and

product variability is low
Where demand variability and

product variability is high
Place in the supply chain Upstream of the decoupling

point
Downstream from the

decoupling point

• gain a strategic advantage [15, p. 45]
• meet customer expectations [15, p. 45]
• attain speed of response [3, p. 169]
• respond quickly to opportunities and threats [15, p. 45]
• attain flexibility in production systems [3, p. 169]
• become more environmentally friendly, energy efficient and to generate less waste

[42, p. 90]
• eliminate waste (non-value adding activities in production process [18] (Abdek-

Razek et al. 2007) [3, p. 169]
• enhance construction process to cater with the client’s need and to the needs of

environment and communities [35, p. 91]
• attain more synergistic, sustainable and greener future due to the enabled better

value of future construction project [35]
• improve the construction process continuously [28]
• minimize the combined effects of dependence and variation [28]
• deliver instantly complex projects in an uncertain environment [31]
• balance the need for stability as the world around a project and its technology are

subject to change [31]
• create value [31]
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• offer a highly diversified range of products, at the lowest cost, with highlevels of
productivity, speed of delivery, minimum stock levels and optimum quality [3, p.
169]

• provide volumes of a variety of products at a relatively low cost by using resources
of multi–skilled workers at all levels of organization and highly flexible, increas-
ingly automated machines ([33] as cited by Abdel-Razek et al. 2007, p. 190)

• obtain a product that is adapted to actual demand using the minimum amount of
resources and therefore minimising the cost, with the appropriate quality and very
high speed of response [3, p. 170]

• increase in safety with the help of the lean principles forcing the firms to define
new approaches to design and manage the whole organization and consequently
the safety management system [23, p. 96]

• support the development of team work and to increase willingness to shift burdens
along supply chains [28]

• attain better labor and cost performance in construction (Abdel-Razek et al. 2007,
p. 189).

Lean construction performs well in complex, uncertain and fast projects (Salem et
al. 2005). On the other hand, the stakeholders tend to perceive ‘lean’ as unsuitable
due to their belief that construction and manufacturing industries are different (i.e.
uniqueness of the construction projects) [28, 35, 36].

4 Successful Transformation

Arbos [3, p. 170] emphasised that “implementation of the processes adapted to
lean production must be accompanied by the design and management of each of
the aspects involved to allow maximum elimination of waste and introduction of
the required degree of flexibility.” Lean construction requires detailed planning and
control of onsite activities and logistic processes [12, p. 182].

Senior management’s engagement in the appropriate business processes as well
as explicit, clear and consistent guidelines affect the success of the lean implemen-
tation [34, p. 303]. An integrated planning/managing process including business,
marketing, supply chain, and manufacturing leaders needs to be established [34, pp.
303–304].

Involvement of the stakeholders in the lean construction process enhance the lean
transformation [42]. Howell [28] recommends the followings for successful lean
transformation in the construction:

• understanding the production ‘physics’ including the effects of dependence and
variation along the supply chain

• applying pull techniques
• establishment of clear set of objectives for the delivery process
• concurrent design of product and process, and
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• applying production control throughout the life of the product from design to
delivery [28].

Other success factors for lean transformation include [15, pp. 18–21]:

• fundamental adjustments in thinking, attitudes, and behaviours
• management commitment to becomming lean
• involvement and participation by all employees
• a team approach
• a long-run view
• assignment of responsibilities and tasks to teams on a project basis
• lean assignments incorporated into each employee’s job on a daily basis
• education and training at all levels
• an organization wide lean process perspective
• application of lean principles, tools, and practices can to all processes
• adopting the lean cultural and transformational principles.

To be lean in production requires [15, pp. 15–16]:

• elimination of waste in all its forms (i.e. operator time; materials; techniques;
inventory; waiting time)

• implementation of lean tools (i.e. poke-yoke; TAKT time; kanbans)
• implementation of the lean human resource practices, and
• application of lean operational practices (i.e. pay for performance wage systems;

payment for ability; developing and rewarding multiple skill operators).

Howell [28] sees partnering as a tool for lean construction in accordance with the
following statements:

“Partnering is a solution to the failure of central control to manage production in
conditions of high uncertainty and complexity… Partnering … provides the opportu-
nity for collaborative redesign of the planning system to support close coordination
and reliable work flow… Partnering relationships coupled with lean thinking make
rapid implementation possible. Where Partnering is about building trust, lean is about
building reliability” [28].

The cross-functional processes needed for lean improvement and for attaining
lean linkage and flow between all organization processes, include [15, pp. 21–22]:

• Lean quality management
• Lean maintenance
• Lean new product introduction
• Lean design and engineering
• Lean accounting.

These cross-functional processes, their requirements and advantages have been sum-
marized in the Table 3 based on [15, pp. 21–69].
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Table 3 Cross-functional processes, their requirements and advantages (adapted from [15, pp.
21–69])

Cross-functional
processes

Lean quality
management

Quality is a central tenet of the organization’s lean business
policies and strategies. Quality management practices are
implemented across the supply chain to continually improve
the standard and acceptable level of conformance to quality
standards. Quality applies to inputs, throughputs, and
outputs of all processes in the supply chain

Requirements for lean quality management include:
• commitment and involvement of top management in

achieving quality objectives
• a permanent, organized company wide effort to continuously

improve product process quality (i.e. training and
measurements)

• consideration of process owners and operators as process
experts

• adaptation of cultural principles of lean
Lean maintenance Lean maintenance is the implementation of the lean principles

with empowered staff using lean diagnostic tools to
continuously improve the maintenance of their own process
and process enablers

Requirements for lean maintenance include:
• schedulling of all maintenance activities
• assignment of responsibility to the operations team for the

leaning of the maintenance process
Advantages of lean maintenance include:
• elimination of production problems
• consideration of maintenance processes in equipment

purchase, and new product and process design decisions to
ensure that maintenance problems do not contribute to
inefficient and ineffective operations

• standardization of the maintenance processes
• addressing maintenance problems as soon as possible,

through preventive maintenance and operator inspections
• keeping maintenance and performance records on all major

pieces of equipment
Lean new product

introduction
Requirements for lean new product introduction include:

• assignment of personnel to a new development project for a
product

• enabling a career ladder based on new product development,
with performance evaluations

• assignment of the new product development manager
Advantages of lean new product introduction include:
• increase in communication, and productivity,
• better teamwork,
• reduction of costly reengineering,
• limiting off-target product development, and
• quality improvement

Continued
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Table 3 Continued

Cross-functional processes

Lean design and engineering Lean design and engineering is based on concurrently linked
lean design and engineering process

Requirements for lean design and engineering include:
• examination of all from a team-based lean perspective
• monitoring of the design and engineering processes by top

management from a lean perspective
• assignment of the lean performance engineering team the

design and engineering processes for the project
Advantages of lean design and engineering include:
• the detection of usual errors based on faulty assumptions or

misinformation about downstream capabilities
• linking design and engineering to other process areas

effectively so that poor communication, lack of information
transfer, and uncoordinated schedules are minimized or
avoided

• the detection of product specifications that cannot be met by
production processes,

• elimination of product features that are not required by
customers,

• the avoidance of the corresponding time delays to incorporate
those specifications or features

Lean accounting Lean accounting is actively concerned with understanding the
value-creating processes and proactively working to enable
lean processes in customer relationship management, new
product introduction, and the other critical processes in the
enterprise

Requirements for lean accounting include:
• utilisation of “transactions matrix” to match transactions

currently being performed to the processes that report,
consume, or measure these transactions

• assigning no value to the inventory
Advantages of lean accounting include:
• enhancing internal accounting controls while replacing

“control by transactions” with operational controls and
visual management reporting

• knowing which transactions need to be eliminated supporting
the enterprise to get lean while maintaining appropriate
financial controls

• facilitation of the cultural loyalty by the accounting function
in a lean enterprise as the lean performance cultural
principle is “loyalty to people enables continuous
improvement”
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5 Lean Tools and Construction Phases

The lean transformation requires lean tools to be effectively used. Lean tools include
[34, pp. 8–15]: value stream mapping (VSM); takt time; kaizen; 5S; jidoka; single
minute exchange of dies (SMED); poka-yoke; five whys; standard work; total pro-
ductive maintenance (TPM); cellular manufacturing; heijunka; just-in-time (pull);
and kanban. Based on the researches of [2] and [25], [42, p. 93] listed the main con-
cepts of lean construction as: just-in-time (JIT); total quality management (TQM);
business process reengineering (BPR); concurrent engineering (CE) and last planner
system (LPS); teamwork and value based management (VBM) and OHSAS 18001.
Similarly, Abdel-Razek, et al. (2007, pp. 189–190), based on [35], Ballard and How-
ell [4], Ballard and Howell [6], Ballard and Howell [7] Tommelein [48] and Thomas
et al. [46] stated that the lean construction tools include: practice of JIT; usage of
pull-driven scheduling; reduction of variability in labor productivity; improvement of
flow reliability; elimination of waste, and simplification of the operation; and bench-
marking. Most of these concepts are interconnected and can improve performance
while minimising construction waste. These tools and practices of lean production
needs to be utilised adopting the lean cultural and transformational principles (Car-
roll 2008, p. 18). The main lean tools have been briefly summarized in the follwoing
paragraphs:

• Value stream mapping (VSM): Based on Toyota’s material and information flow
diagrams, VSM is a method of visually depicting the processes in terms of the
physical flow of material and how that creates value for the customer [34, pp. 11–
57]. It enables understanding of where waste is created in the process and what
might be improved to reduce or eliminate it [34]. A VSM consists of three main
components [34, p. 58]:

– Material flow showing the flow of material as it progresses from raw materials
to finished goods including all inventories along the flow.

– Information flow governing what is to be made and when it is to be made.
– Time line showing the value-add time and the effect of waste.

• VSM can [34, p. 89]:

– bring a higher level of clarity on how the process is currently performing
– highlight areas where improvement should be made
– provide a template for documenting the ideal future state.

• Takt time: Expressed as a “pounds per minute” rate, takt is the time interval at
which each item is produced to meet customer demand [34].

• Kaizen: Kaizen means continuous improvement. It refers to continuous incre-
mental improvements by working with people and creating ownership of changes
at Gemba [53, p. 51]. In the Kaizen events, hands-on operational experience is
incorporated into proposed solutions. This is enabled by empowering the employ-
ees actually doing the work to remove waste as well as to design and implement
more effective processes. Kaizen relies on dedicated team activities. Kaizen events
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are completed usually within a few days. As the process includes implementing
and testing the improvement results are seen quickly. Continuous improvement of
procedures, equipment and processes can help elimination of waste [42]. Kaizen
requires the organization to move towards a culture of continuous incremental
improvement. This cultural change can be supported through kaizen workshops
and kaizen training as they can change people’s attitude [11]. [34, p. 160] empha-
sized the importance of planning and determination of the scope in the kaizen
success.

• 5S: 5S comes from the japanese words for the five specific steps: seiri, seiton,
seiso, seiketsu, and shitsuke (in English known as: sort, set, shine, standardize,
and sustain). It is a five-step process for workplace organization, housekeeping,
cleanliness, and standardized work [53, p. 51]. 5S enhances productivity, quality,
speed, and safety of the work [11].

• Jidoka: According to Jidoka, everything must stop at the first sign of quality
problems so that the problem can be corrected before production resumes, to limit
the waste being produced [34, p. 12].

• Single minute exchange of dies (SMED): SMED is a process for systematically
analysing all tasks to be performed in a product changeover with the aim of sim-
plification and acceleration of the process [34, p. 13].

• Poka-yoke: Poka-yoke is a set of techniques for mistake proofing, used both to pre-
vent defective products from being produced and to prevent production equipment
from being set up incorrectly [34, p. 13]. Poka-yoke includes designing things so
that they can be put together only one way via sensors or color coding [34, p. 13].

• Five whys: Five whys is a way of asking ‘why’ as many times as needed so that
the root causes of the problem as well as the causes of waste in value stream map
are identified [34].

• Standard work: Standard work aims to find an optimum way of performing the
work so that performance is optimized and variability is reduced [34].

• Total productive maintenance (TPM): [11] states the aim of TPM as ensuring that
machines in production lines perform required tasks without interruption. TPM
enables improvement of the equipment performance as well as of the operation
and maintenance to prevent equipment downtime [34]. TPM enhances the ‘lean
effort’ as it helps reducing waste associated with poor equipment performance (i.e.
over-production, inventory, defects, transportation, and waiting) [34]. For TPM to
be successful, the main responsibility needs to be assigned to the operators who
work with the equipment [34].

• Cellular manufacturing: Cellular manufacturing is arrangement of machinery lay-
out in a way that operations in a tight sequence can be performed so that transporta-
tion and waiting time is minimized [11]. This can often lead to shorter changeovers,
higher quality, reduced variability, increased throughput, and better flow [34, p.
14].

• Heijunka: Heijunka is production levelling practice to stabilize the operations and
to reduce variability in resource utilization [34].

• Just-in-time (Pull): JIT refers to the set of principles, tools, and techniques that
enable a company to make what is needed only when it is needed and in the
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exact quantity needed. JIT avoids overproduction and reduces inventories to the
minimum required for smooth flow. JIT can also help waste reduction [35].

• Kanban: Kanban means visible sign. It describes a mechanism for visually sig-
nalling what is needed-that is, what must be produced to replenish materials pulled
by the customer, which may be the final customer or the next step in the process
[34, p. 15].

• 3R: 3R is “reducing, reusing and recycling” to become lean and green [11].
• Total quality management (TQM): TQM supports organization-wide focus on qual-

ity [50]. It leads to improvements in quality of product, environment and occupa-
tional health and safety practices [11].

• Business process reengineering (BPR): BPR focuses upon improvement through
rapid gains in organizational performance starting from scratch in designing the
foundation business development (Small et al. 2011 as cited by [42]).

• Concurrent engineering (CE): CE focuses on product design incorporated with the
constraints of subsequent phases into the conceptual phase with increased change
control towards the end of the design process [35].

• Last Planner System (LPS): LPS supports achievement of lean goals (i.e. reduc-
ing waste and uncertainty, increasing productivity) by making a planning mutual
attempt and by increasing the reliability of team members’ commitments ([45] as
cited from [42]).

• Teamwork: Teamwork is established when staff who posses complementary skills
and who are committed to the common purpose collaborate holding themselves
mutually accountable for the achievement of the goal participating in the teamwork
([18] as cited from [42]).

• Benchmarking: Benchmarking is “a process of continuously measuring and com-
paring an organization’s business process against business leaders anywhere in
the world to identify, measure, compare, perform gap analysis, adapt and imple-
ment new ideas so that the organization can take action for the improvement its
performance” [19, 35, 38, 42, 43]”. (cited from [1, pp. 189–190]).

• Value based management (VBM): VBM considers product value for the customers
as well as for the workers and project participants ([10] as cited [42]).

• OHSAS 18001: OHSAS 18001 supports companies in managing their occupational
health and safety risks [41] enabling support for the lean construction through
improved work environment, and productivity as well as increased job satisfaction
[42].

Lean principles, tools, and practices can be used where appropriate in the construc-
tion process [15, p. 18]. The majority of the researchers suggested pre-construction
and construction are the best time to synergise the lean construction concepts [42, p.
95]. Their early introduction to the process enables to meet the lean targets easier as
it is easier to influence the efficiency and effectiveness of the process. Each lean tool
is used in the suitable construction phases. Table 4 provides information on lean tools
and their usage according to the construction phases as adapted from [42]. Possible
suitable phases of lean tools which have not been classified in the previous studies
have been classified in Table 5. The material and pre-cast manufacturing companies
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Table 4 Lean tools and construction phases (adapted from [42]: 93)

Pre-construction Construction Post-construction
(Usage)

Author

JIT X Salem et al. [47]; Koskela
[35]

TQM X X Salem et al. (2011); George
and Jones [22]

X X X Summers [51]
BPR X X Salem et al. (2011); George

and Jones [22]
CE X X Koskela [35]
LPS X Seppanen et al. [45];

Salem et al. [47]
Teamwork X Excellence [18]
VBM X Bertelsen [10]

X X Koskela [35]
OHSAS 18001 X Mohd Yunus [39]

Table 5 Other lean tools and the construction phases

Pre-construction Construction Post-construction (Usage)

VSM X
Kaizen X X
5S X X
Total productive maintenance X X
Five whys X X
Heijunka X X
Kanban X
3R X X X
Benchmarking X X X

in construction industry can also benefit from these lean tools. Especially, among the
lean tools takt time, jidoka, SMED, poke-yoke, standard work, and cellular manu-
facturing are more suitable for mass production companies (the material and pre-cast
manufacturing companies) then the construction companies working project-based.

The usage of lean tools can enhance the lean construction process. For example, 5S
can support safety performance of the construction. In the lean construction project
management, partnering can be a successful contracting strategy as [28] mentioned.
Lean construction requires detailed planning and control of onsite activities and
logistic processes [12, p. 182]. Planning (defining criteria for success and producing
strategies for achieving objectives) and control (causing events to conform to plan
and triggering learning and replanning) are two sides of a coin that keeps revolving
throughout a project [28].

• Planning: Planning needs to cope with uncertainties and changes so that waste is
decreased. Direct workers are recommended to be involved in the planning and exe-
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cution of experiments in work methods design [4, 5]. The planning system needs
to be extended down to execution, first addressing the making of assignments (goal
setting, division of labor), then acquisition and management of shared resources,
and finally the design of work methods [5]. Look ahead Planning under lean is the
progressive reduction of uncertainty to assure constraint free assignments so that
variation in workflow is reduced enabling reduction in time and cost [31]. Koskela
[35], Koskela and Huovila [37], and [28] criticise current forms of production and
project management focus on activities due to their ignorance of flow and value
considerations. For this reason, as [28]), [5], Ballard and Howell (2001, p. 10)
emphasized, planning needs to focus on stabilizing the work environment as well
as on reducing in flow variation.

– Stabilizing the work environment: Lean works to isolate the crew from variation
in supply by providing an adequate backlog or tries to maintain excess capacity
in the crew so they can speed up or slow as conditions dictate [28]. [8, p. 10]
critised traditional planning as follows:

As currently designed, planning systems do not shield direct production from upstream
variation and uncertainty resulting in longer durations and higher costs. To reduce project
duration and costs, direct production must first be shielded by the introduction of a near-
term, commitment level of planning, with explicit plan quality characteristics. In addition,
processes must be installed to identify workable backlog, to match labor to work flow
into backlog, and to measure and improve the match of did and will.

– Moving upstream to reduce in flow variation: “Flow variation can be reduced by
stabilizing all functions through which work flows from concept to completion.
Better understanding uncertainty, suppliers and customers can eliminate the
causes and so reduce variation in shared processes. In addition planning systems
must be redesigned to include a level for adjusting should, so operations can
better match should with will” [30]

– Improving downstream performance.

• Control: Lean construction is based on the simultaneous consideration of product
and process development through implementation of the lean concept and produc-
tion control throughout the project life [42, p. 91]. In lean construction, production
control is applied throughout the project life [28]. As waste is defined by the perfor-
mance criteria for the production system and failure to meet client’s requirements
[42, p. 91], the quality of construction will affect the waste generated. This reveals
the importance of ‘control’ in lean construction.Lean production control needs to
assure that assignments are performed by the crews as planned [31]. Variances
need to be identified to assess performance against false standards as well as plan
quality needs to be proactively controlled to understand whether or not the labor
has matched with the work to be done, whether or not the planned productivity is
reasonable and whether or not the right work is performed in the right amount [5].
The control and monitoring process of project and supply chain activities can be
enhanced with the help of building information modeling (BIM) and geographic
information systems (GIS) as they can provide visual representation. BIM can be
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integrated with GIS to track the supply chain status and to provide warning signals
to ensure the delivery of materials [32, p. 241]. Regular meetings, covering man-
agement, design, user liaison, cost and progress are also important for the control
([20, p. 189]). Obstacles (i.e. lack of materials) need to be removed so that the
works can be achieved as planned [4]. For this reason, assignments need to be
selected from workable backlog so that missing materials begins to disappear and
replaced by items more within local control via coordinating interdependent work
activities and shifting priorities enabling elimination of obstacles’ root causes [4].
Shared resources need to be coordinated [4]. Furthermore, plan, do, check, and
act cycle needs to be pursued. Inspection and testing need to be carefully carried
out. The planning and inspection systems need to be linked [4].

In the lean construction project ‘design’ and ‘construction’ phases are supported
by the lean principles and tools so that the need for variation is decreased, the quality
and safety levels are improved, and value is generated.

• Design: Design process needs to be able to respond to the advances in technology
and to cope with demands of uncertainty and speed [28]. Koskela et al. emphasized
difficulty in determining the optimal order of tasks, especially in the early phases
of a design project, as the optimal order may depend on a design decision to be
made. The design process can be enhanced with the help of BIM and ICT [12]. The
end-users’ and contractors’ involvement in the design process can support leanness
of the process as this can help to reduce the need for variation in the construction
process. The design process needs to cover the requirements for green buildings.
For this reason, the factors which need to be considered throughout the design
process include (Green building solutions website):

– usage of energy-efficient materials
– creation of products and systems that leave a light footprint on the environment

over the full life-cycle
– consideration of sustainable green design as a process
– evaluation of manufactured products in terms of waste disposal
– evaluation of influences of a product’s impact on society
– determination of the environmental impact of a product in terms of energy

consumption at each state of a product’s life cycle.

• Construction: Planning and controlling activities continue throughout the con-
struction phase. The construction phase can be enhanced via visual management.
Visual management facilitates effective, purposeful communication between man-
agers, and staff [34]. Visual management’s requirements include [34, p. 148]:

– keeping the process areas clean and well organized through the use of tools like
5S

– enabling visually display the schedule
– usage of andons to make it obvious when there is unscheduled stop in the process
– displaying metrics to see performance and trends in quality, reliability, and other

important parameters
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– usage of signs, labels, and color coding.

Construction phase is important for the achievement of sustainability and decreas-
ing of execive usage of the materials and reducing the amount of waste generated
through [17]: a well structured waste management plan; agreements between con-
tractors and sub-contractors to determine who is responsible for waste on-site;
usage of waste companies that offer free waste skip disposal or usage of colour
coded bins to segregate waste for recycling; and appointment of a designated waste
manager to deal with the delivery and storage of materials.

Furthermore, in the lean construction project management, there is need for iden-
tification of the appropriate place of the decoupling point as leaness and agility
principles are used effectively in accordance with supply chain strategy best suits the
projects needs.

6 Summary

Construction project management based on lean and agile principles can enhance the
reduction of the construction industry’s footprint due to the effective and efficient
usage of resources, reduction in waste, variation and rework, and increased qual-
ity and value. All these effects can also contribute to the construction companies’
competitiveness. For this reason, lean tools and principles are recommended to be
applied to the construction project management process which needs to be enhanced
by agility principles based on the supply chain strategy.
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Managing Construction Projects in Hong Kong:
Analysis of Dynamic Implications of Industrial
Improvement Strategies
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Abstract Boosting performance levels is one of the critical concerns of increasingly
demanding construction industry clients. Focusing on building services installations
in this chapter, poor practices in the site installation stage increase non-value-adding
defective and demolition works, as well as consequential rework, affecting the over-
all project performance. Based on a series of face-to-face interviews with experi-
enced practitioners and a focus group exercise, this chapter presents the mapping
of various interacting and fluctuating behaviours patterns during the site installa-
tion stage of building services in construction projects, with the aid of a generic
system dynamics model. Through a real case project for initializing the model, sev-
eral scenarios were examined to test the behaviour patterns and characteristics of
various influential improvement strategies. Drawing on long established industrial
engineering principles in the manufacturing industry, some particularly useful con-
cepts have been selected and modified in this chapter for addressing the causes of
the identified production shortcomings. This chapter concludes that attention should
be paid to prerequisite conditions and readiness of downstream processes prior to
on-site installation, improvement of workmanship during installation and integration
of self, successive and cross check mechanisms so as to avert the downward spiral
of typical vicious cycles that have contributed to poor project performance.
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1 Introduction

The construction industry has often been criticized in high-powered review reports,
for the relatively poor performance in operations and product quality, and also for
other production shortcomings [1, 2]. In a Brazilian study, Formoso et al. [3] found
that ‘poor design and specification’, ‘lack of planning and control’, ‘poor quality of
team work’ and ‘lack of integration between design and production’ are the main rea-
sons of producing defective products. Ekanayake and Ofori [4] found that ‘errors by
labourers’, ‘damage to work done due to subsequent trades’ and ‘improper planning’
were the most significant factors. In fact, remedies include calls for more stringent
standards and better quality workmanship in site installations. This is particularly
important for the complex building services subsector of the industry that involves
the coordination of multiple specialist contractors [5]. Coordination may be defined
as the process of managing interdependencies between activities [6]. Effective coor-
dination of building services processes avoids downstream field conflicts between
building systems [7]. Otherwise, the difficulties of coordination increase as more
conflicting tasks are performed concurrently with more interactions downstream [8],
also descending into a downward spiral of defects, interferences, clashes and rework.

Current findings from an on-going study suggest that the existing approaches to
managing building services processes at ‘site installation’ stage should be
re-examined and revised. To cope with this, the various interacting and fluctuat-
ing behaviours during ‘site installation’ stage of this subsector should be understood
in terms of major feedback loops and indeed, the understanding of such dynamic
behaviour is helpful to unleash the full potential of operational improvements [9].
Wasteful defective work, demolition and/or rework may arise as indicated by a few
reinforcing loops. In order to avert the downward disaster spiral of problematic loops,
the subsector should be sensitized to identify and rectify ‘problems’ early includ-
ing probable conflicts and/or uncertainties arising out of dimensional tolerances,
unclear instructions, drawing uncertainties, services routings, etc. Through self, suc-
cessive and cross checks by site operatives, fabrication mistakes or errors, clashes
and upstream hidden changes may be discovered and fed back interdependently in
‘real-time’ without passing them to the downstream work team. With a higher level
of coordination, it is possible to avoid or significantly reduce the impact of project
changes [10]. Also, the site supervisor could now be involved with more process
adjustments than traditional passive inspections and reactive corrections on site.

Through in-depth and field-based analysis, several feedback loops of the cause-
and-effect relationship were identified and a generic system dynamics model was
then developed, after brainstorming in an industry focus group. By using this generic
model, the simulation exercises of the model and the impacts on construction perfor-
mance triggered by various influential improvement strategies are highlighted and
analyzed in this chapter.
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2 Literature Review

In Hong Kong, excessive on-site fabrications contribute to defects and demolition
and replacement or rework may be required for any defective or substandard work
[11]. Meanwhile, the lack of knowledge of other building services trades might add
to fabrication errors and potential service clashes in particular of complex routing
assemblies rather than anticipation at source [12]. Rework and errors will generate
new works, more rework and errors, with these also triggering more problematic
behaviours that often stretch through the project duration [13].

Advocacy of quality construction for site installation activities has been urged
recently in Hong Kong [1, 14]. Kumaraswamy et al. [15] advocated that construction
project failures could be minimized if quality is closely and properly monitored and
controlled, while Love and Li [16] claimed that real-time checking, reporting and
auditing are necessary to effectively improve the quality standard of the organization.
It seems that previous researchers have already presented a convincing argument
that instant feedback is valuable for improving quality performance. Wan et al. [17]
suggested that mistake proofing self-checks and successive checks could be applied
in the construction processes to ensure that all the work-in-processes are free from
defects. Indeed, a defect may not be easy to detect in a huge project but it may
accumulate or ‘iterate’ and ‘snowball’ into a huge problem. The zero defect target
is one of the key drivers for ‘lean production’, where wastes such as scrap, rework
and damage can also be largely reduced as contended [18]. Meanwhile, multi-skilled
deployment/utilization of tradesmen are valuable in identifying potential service
clashes arising from interdependent subsector trades. Ballard et al. [19] indicated that
multi-skilling of work teams is especially important so that the teams can perform
more than one specialist task to maintain reliable work flows. All these suggest that
improvement strategies are available for managing and improving building services
works.

However, project managers may be reluctant to implement improvement strate-
gies and sometimes, they tend to look for short term results and make their decisions
mostly based on their intuition and common sense [20, 21]. System dynamics is often
deployed to represent and improve the basis and effectiveness of decision-making
processes in general. Sterman [22] has long advocated that system dynamics models
are widely used in project management, including the business strategy and pol-
icy assessment. More recently, it has become a popular technique for dealing with
dynamic complexities in construction project management [23–26]. It is justifiable
to use system dynamics modeling for managing building services projects having
considered the extremely complex and dynamic nature of the subsector involving
multiple feedback processes and interdependent relationship [27]. As illustrated by
Sterman [28] that a system dynamics modeling approach is powerful in providing
analytic solutions for both complex and nonlinear systems, the use of this kind of
modeling is well suited to capture ‘tightly coupled’ relationship and interdependen-
cies of the subsector so that the causal impact of changes arising from the improve-
ment strategies may be traced throughout the system.
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Capelo and Dias [29] indicated that managers have to access the behaviour of
critical components and acquire a shaper understanding of the impact of different
decisions in order to drive improvement. In order to examine the effectiveness of
various improvement strategies and formulate an effective set of practically imple-
mentable and effective strategies, model simulation with real base case studies and
different scenarios is useful for managerial decisions [10, 30], on effectively attack-
ing the critical production shortcomings and improving the overall performance of
the subsector. To cope with this, various interacting and fluctuating behaviours in
the construction processes in this sub-sector should be understood in terms of major
feedback loops and indeed, understanding of such dynamic behaviours is helpful to
unleash the full potential of operational improvements [9].

All the above literatures indicate that the production shortcomings of the building
services subsector can be reduced through process improvements. To address this
systematically, it was felt necessary to investigate the underlying interdependencies
between the less tangible factors and to highlight the key dynamic features. As
very few contributions have been made to this field, in particular of the complex,
uncertain and labour intensive building services subsector of the construction industry
in ‘building-intensive’ locations such as Hong Kong, this study thus addresses this
research gap in an academic sense, while also developing useful insights that could
inform the industry about improvement strategies to identify and rectify ‘problems’
early and promote simulation of various strategies at the outset of a project. All these
are helpful for alleviating the critical production shortcomings at the site installation
stage in this subsector.

3 Methodology of Study

In the initial stage study, it was found from a pilot postal questionnaire survey and a
series of structured interviews that ‘defective work’, ‘poor coordination of processes
or trades’, ‘rework or variation works’ and ‘design changes and/or errors’ were crit-
ical causes of ‘production wastes’ during the ‘site installation’ stage of the building
services works [27]. The study was then discussed in a specially convened focus
group of 12 senior and mid-level construction practitioners (managerial practition-
ers with practical work experience of not less than 10 years in the industry and who
were not involved in any interviews of this on-going research study) including the
first author. It was decided that further analysis was necessary to investigate causes
and improvement strategies.

We then focused on the ‘site installation’ stage and investigated ‘in-depth’ the
aforesaid critical causes and solicited experience-based suggestions on how to
address these causes and thereby introduce suitable improvement strategies. The
questions for the interviews were carefully planned and worded in the same focus
group. Voting exercises were conducted for working out the questions but the authors
did not take part in any voting to prevent any conflict or interruptions to the final
result. A majority vote (i.e. more than 50 % of the votes) from the group members
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Table 1 Profile of the managerial and frontline interviewees

No. Trade of building services Managerial Frontline
Number Avg. Exp.

(Yr)
Number Avg. Exp.

(Yr)

1 Electrical system 3 16 1 10
2 Fire services engineering 1 14 1 11
3 Heating, ventilation and air-conditioning 2 11.5 3 12.7
4 Plumbing and drainage 2 17 3 14.3
5 Sewage and water treatment 1 15 1 11
6 Lift and escalator 2 14 2 14.5
7 Building automation and security system 2 17 3 12.7
8 Building services package 3 18.3 4 13.5
9 Building services consultant 2 17.5 1 15
10 Building services supervision in main contractor 2 10 1 11

Note ‘Building services package’: involves not less that two trades of building services. ‘Avg. Exp.’:
average experience

was adopted in finalizing the questions. This tailor-made questionnaire, with a 1–5
Likert scale, was developed with a total of 22 items of in-depth analysis of circum-
stances and proposed practices and techniques, in the form of numerous statements,
at ‘site installation’ stage. Face-to-face semi-structured interviews were carefully
planned and conducted with two groups of interviewees (i.e. Group A—managerial
level and Group B—frontline level). The interviewees were practitioners who pos-
sessed practical work experience of not less than ten years in the subsector, as shown
in their profile summary in Table 1.

The interviews were helpful for collecting information and expert opinions in
order to probe ‘deeper’ into the reasons behind the critical causes of ‘production
wastes’ through numerous dialogues involving closed and open-ended questions
and eliciting experience-based opinions, and to determine whether or not these may
be alleviated by the implementation of suitable improvement strategies. It is believed
that the practices and techniques adopted as proposed by the practitioners can reduce
the critical ‘production wastes’ in this subsector, and thus the proposed contextual
variables were included in the study. Twenty interviewees each from Group A (man-
agerial) and B (frontline) were interviewed respectively, and asked to indicate their
agreement or disagreement with the statements provided against each variable, using
five point Likert scales, where five indicates strong agreement and one indicates
strong disagreement.

The survey study results were subsequently discussed in the focus group. It was
decided that system dynamic modeling would possibly simulate impacts of various
improvement strategies and/or project settings for the project managers. This was
justifiable as most projects are built around traditional budgeting, which bear lit-
tle relation to the progress in implementing any additional strategies. Indeed, some
researchers suggested that the project managers may be reluctant to invest in intangi-
ble assets and they tend to look for short term results and make their decisions mostly
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Design semi-structured interview survey & conduct 
interviews with two groups of participants

Analyze survey findings & propose suitable improvement 
strategies for alleviating critical shortcomings

Are project managers 
reluctant to implement 

all strategies ?

Decide that system dynamics modeling will probably help 
project managers by simulating impacts of various strategies

Brainstorm & develop generic system dynamics model 
in focus group 

Validate, test & simulate computerized generic system 
dynamics model using scenarios from different strategies

Match with the 
findings as found in 

previous interviews ?

Analyze and consolidate the simulation results 
& knowledge mining for recommendations

Harvesting & 
dissemination

Yes

Yes

No

No

Select suitable simulation package & access more 
literature & historical data

End

Initial study on production shortcomings of building 
services works in Hong Kong (Wan et al. 2009b)

Useful to proceed further 
to investigate causes and 
improvement strategies ?

Yes
End

No

Fig. 1 Research methodology decision map

based on their intuition and common sense [20, 21]. To cope with this, various inter-
acting and fluctuating behaviors of this sub-sector in terms of major feedback loops
were probed. The members of this focus group were then encouraged to express their
understanding and perceptions of the dynamic behaviour of the cause-and-effect rela-
tionship and underlying interdependencies between the less tangible factors. The data
collected was examined by using within-case and cross-case analysis approaches [31,
32]. Focus group members first conducted the within-case analysis so that the unique
patterns originated from their within-case experience, while the cross-case analysis
was then undertaken to unveil similarities and differences among the different per-
ceptions. Through in-depth discussions involving closed and open-ended questions
that elicited experience-based opinions during the semi-structured sessions in the
group, several conceptual causal loop diagrams and feedback loops representing the
dynamic behaviour of the cause-and-effect relationship were brainstormed and con-
ceptualized in a generic system dynamics model. The generic model as developed
above was then tested in order to validate the soundness and usefulness. Through a
real case project for initializing the model, several scenarios were examined to test the
behaviour patterns and characteristics as highlighted in the interview study. Arising
out of the simulation exercises, various influential improvement strategies were rec-
ommended in the chapter. Figure 1 sketches the research flow and decision processes
of the overall study on which this chapter is based, particularly in the selection of
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research methodologies and implementation arrangements for better coherence and
relevance of this study.

4 Analysis of Interview Study Findings Following Relevant
Discussions in Focus Group Exercise

Different trades of the building services were targeted for the interviews, to increase
the probability of extracting accurate and objective information while allowing data
to be collected from most, if not all the trades, thereby providing greater reliability.
Cronbach’s Alpha (α) and Spearman-Brown Prophecy (ρ) are calculated to evaluate
the reliability, including internal consistency, of the questions. The α scores and ρ

scores for 22 items in the ‘site installation’ stage for Group A and B are 0.80 and
0.91 and 0.87 and 0.97 respectively. In the analysis, 0.7 was used as the acceptable
reliability coefficient or threshold of the Cronbach’s Alpha value. Since all scores
were considerably higher than the ‘acceptance level’ in particular of the Group B,
the high degree of reliability exhibited at this stage prompted further analysis.

The ‘Relative Significance Index’ (or RSI) technique [33, 34] was used to evaluate
the degree of agreement on the items in the questionnaire.

Relative Significance Index (RSI) =

n∑
i=1

Wi

N × WH
where (0 ≤ RSI ≤ 1)

where Wi is the score of each statement as rated by the interviewees ranging from 1
to 5 (where ‘1’ is the lowest and ‘5’ is the highest rating), N is the total number of
interviewees, and WH is the highest score (i.e. 5) adopted in the study.

The numerical score of each item was transformed to RSI in order to assess the
relative significance. On the whole, the RSI values are generally and comparably
rated highly by Group A. This indicates that most of the frontline participants of
Group B interviewed may have reached conclusions guided by their site experiences
and may be more conservative in rating the survey. As depicted in Table 2, the S22,
S13 and S15 were the three most highly rated in RSI as perceived by Group A while
S19, S02 and S05 were the three most highly rated by Group B.

It was found that the two groups expressed different perceptions in the interview
study. The managerial participants in Group A strongly agreed that ‘instant clarifi-
cation of design intents reduce rework/demolition’ (S22) and generally believed that
‘variations to installed works arise from design changes and/or errors’ (S03). This
seems to suggest, as was also supported by the focus group, that it is often too late
if the conflict is resolved during installation [7], since that may result in demolition
and replacement, or rework on early stage installed works. Meanwhile, changes or
errors in design cause variations to installed work and in some cases, rework or vari-
ation induced work to demolish existing installations is one of the key de-motivation
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factors of the site supervisors [11]. On the other hand, it was found that ‘early capture
and rectification of fabrication errors are essential’ (S13) and ‘instantaneous feed-
back to rectify problem is superior to passive inspections’ (S15) were perceived as
highly significant by the managerial participants. This indicates, as also highlighted
as important by focus group, that early identification, rectification and prevention of
fabrication errors, mistakes and service clashes are important in reducing demolition
or rework. For this, the process flow should be arranged to allow instant feedback
and monitoring of interdependent works. Love and Li [16] claimed that real-time
checking is necessary to effectively improve the quality standard of the organization.
It seems that the findings aligned with the argument that instant feedback is valuable
for improving quality performance.

The frontline participants of Group B highly rated that ‘conflicts with other
services occur frequently on site’ (S02) and ‘poor workmanship contributes to
defects/demolition’ (S05). Most of the interviewees expressed their dissatisfaction
about poor working conditions arranged by the main contractor or other upstream
parties because of limited workspaces and poor work arrangement. Untidy and con-
gested working conditions, in particular of false ceilings, horizontal and vertical
ducts and/or pipes and conduit works, could contribute to service clashes and even
defective works. In the meantime, incompetent and inexperienced gangers and work-
ers may sometimes be employed to keep the project on track and this can lead to a
dilution of the average workmanship levels. Additionally, some interviewees opined
that the quality of skilled workers is inconsistent and no multi-skilling approaches
are adopted. This point relates to the findings of Hawkins in the ‘Building Services
Research and Information Association (BSRIA) Technical Note TN14/97’ that there
is no multi-skilled utilization of tradesmen in the UK monitored projects [12]. Lack
of knowledge of other building services trades might add to fabrication errors and
potential service clashes in particular of complex routing assemblies rather than antic-
ipation at source. On the other hand, the frontline participants of Group B strongly
agreed that ‘reduce interference or conflict prior to installation at same areas is cru-
cial’ (S19). Indeed, some of them might clarify intended routes with other trades
only when the services are later found to clash. This is consistent with the findings of
researchers that coordination of specialist contractors is a challenging task and the
risk of interference problems is highest, as most of them will be performing work
concurrently and competing for site resources [5, 35]

Another statistical test was conducted by estimating a wider t-distribution in order
to test the statistical difference between sample means of two groups. At the ‘site
installation’ stage as shown in Table 2, it was observed that the t-value of the S08,
S15 and S22 exceeds the critical value for the 40 cases in two groups (i.e. 3.018 for
38 degrees of freedom) at 99.5 % confidence interval. In view of this, the obtained
sample statistical difference between two groups in the populations was probably a
result of sampling error, and Group A may not tend generally to rate higher or lower
in a particular item than Group B. However, a few items as specified before were more
significant statistically in the positive direction at 99.5 % confidence interval. The
Wilcoxon-Mann-Whitney non-parametric test was also conducted, having consid-
ered the comparatively small sample size being available and the probable limitations
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in following normal distributions. It was observed that the respective p-values of the
S08, S15 and S22 were still unreliable ranging between 0.002677 and 0.01143. It
is understandable that the managerial participants in Group A might rate a little
bit different, particularly for the items, ‘idling occurs when one trade is ready but
others are still working’ (S08), ‘instantaneous feedback to rectify problem is supe-
rior to passive inspection’ (S15), and ‘instant clarification of design intents reduce
rework/demolition’ (S22), as these are more or less correlate to the ‘management-
controllable’ factors. Poor management of these items may cause downstream opera-
tional disturbances as construction work comprises a sequence of trades [36]. Indeed,
this becomes more important for this subsector that is composed of preceding, subse-
quent and interdependent trades and crews in a complex supply chain. The interview
results were interpreted based on the relatively limited sample size of interviewees,
but supported by the intensive focus group exercise. To increase the reliability of the
interview study further, more data from the industry and further in-depth interviews
can be targeted in a future study.

5 Development of Generic System Dynamics Model

5.1 Formulating, Brainstorming and Validating with an Industry
Focus Group

In our analysis, we learnt that despite the general differences in perceptions between
the two groups of participants, the interview study reviews reveals that coordination
at ‘site installation’ stage is important but it can be more challenging for the build-
ing services subsector, especially on complex or services-intensive buildings and
fast-tracked projects [7]. While compiling the above findings, it was considered that
different characteristics and behaviours may appear but may deviate widely, given
the different nature of projects. In order to investigate the behaviour patterns as high-
lighted in the survey and investigate the effect of several improvement strategies, a
generic system dynamics model was developed and simulation exercises were con-
ducted under different scenarios. In this generic model, variables were connected by
arrows denoting the causal influences between variables for systemically identify-
ing, analysing and communicating a feedback loop structure [37]. Each causal link
was assigned a polarity to indicate how a dependent variable was impacted when an
independent variable changes. In this stock-and-flow diagram as illustrated, positive
or reinforcing loops tended to reinforce or amplify whatever was already occurring
while negative (or balancing) loops counteracted and opposed change.

Initial assessments indicated that this approach may be used for improving prac-
tices in the building services subsector in Hong Kong and similar jurisdictions with
high building densities. Through the research exercises and efforts with the focus
group, several conceptual causal loop diagrams and feedback loops representing the
dynamic behaviour of the cause-and-effect relationship were brainstormed as shown
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Fig. 2 Generic system dynamics model

in Fig. 2. A few key reinforcing loops were identified by the focus group that may
produce ‘vicious circles’ and ultimately, ‘snowball’ the undesirable consequences
of particular situations. The process of conceptualization in the focus group also
involved identification of stock and flow diagrams where stock represents accumu-
lated quantities whereas flow controls the changing rate of quantity going into/out
of stock [38]. All constituents of the entire causal loop diagram were only accepted
as valid if there was 90 % agreement within the focus group.

Conceptualization and development of conceptual causal loop diagrams.
Prior to commencing actual works on site, the building services trades should have

completed numerous off-site preparation tasks and coordinated with the principal
contractor in order to reduce interference or conflict at the same areas as highlighted
by the frontline participants in the survey. As shown in Fig. 2, the works for execution
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are determined by the flow of ‘Work availability’ and the key concept behind this
flow accounts for the reality that the amount of planned works moving to ‘Actual
Works’ is constrained by numerous factors such as concurrent works, on-site work
spaces, shared equipment and resources, site layout and readiness of upstream works.

Some of the uncertain or conflicting works and design drawings which may need
to be clarified are constraints in ‘Creating pending works’, and the degree to which
design uncertainties, service clashes, etc., are identified in the actual works. These
works are accumulated in the stock of ‘Pending Works’ and it may be determined
to return these to ‘Actual Works’ if the client representative or consultant engineer
issues clear information/instruction to clarify the problems on hand through the flow
of ‘Resolving pending works’. As rated highly by the frontline participants in the
survey study that conflicts with other services occur frequently on site. Higher work
intensity and inadequate work spaces cause more service clashes or conflicting works
where specialist contractors always work concurrently amidst tight and complex
configurations of pipework, crossover, branching, cables and so on. Even though
the services may be shown to be neatly connected in a shop drawing, they may in
reality require a significant amount of extra space or variation works to other services
in order to achieve the designated layout. This generates a reinforcing loop (R1a)
with more service clashes and/or conflicting works in turn generating more pending
works, and higher productivity demands from tighter schedules.

Project managers usually issue more ‘requests for instructions’ to consulting engi-
neers for clarifying and dealing with the increasing number of pending works through
another reinforcing loop (R1b). If readily available, the use of efficient instruction
channels or platforms (e.g. through advanced information and communication tech-
nology tools) can facilitate faster processing of up-to-date information, instructions
and change orders in project works [39, 40]. This reflects the situation as highlighted
by the managerial participants of the interview study that instant clarification of
design intents is important to reduce any rework or demolition.

Fabrication errors usually arise from inadequate site storage conditions, skill lev-
els and relevant experience, workmanship, etc., at the flow of ‘Error generation’.
This leads to some completed works being accumulated into the stock of ‘Defective
Works’. In practice, on-site fabrication and pipework and conduit work support sys-
tems are prepared manually at the site and the poor workmanship may be attributed
to special site constraints that are peculiar to the highly interdependent building ser-
vices subsector. Also, the likelihood for errors increases as tasks like building services
installations are performed concurrently with more interactions [8]. As the number of
rectifications and re-inspections arising from defective works increases, project man-
agers expect delays and/or losses causing more pressure on output and productivity.
This is further aggravated by the generally tight schedules and greater site constraints
in Hong Kong and similarly crowded cities. This in turn may lead to attempts at accel-
eration and/or outsourcing. Thomas [41] pointed out that acceleration is a possible
option in response to the idling of resources and disruption of work sequence and/or
schedule. But this kind of reactive ‘fire-fighting’ attitude increases workloads under
short-term pressure. Demands to meet increasingly impossible milestones may raise
productivity in the short term but reduce workmanship levels, and induce fatigue
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in the longer term that also increases errors and decreases work quality as well as
productivity, resulting in a reinforcing loop (R2a). On the other hand, incompetent
and inexperienced gangers and workers with less familiarity with the project may
be employed to maintain the installation milestones, stimulate work progress and
keep the project on track. However, this time-focused management will lead to more
poorly coordinated works, more potential fabrication errors and service clashes, as
represented by another reinforcing loop (R2b). It seems that the subsector should be
sensitized to identify and rectify ‘problems’ early as supported by the positive state-
ment found in the interview study that early capture and rectification of fabrication
errors are essential.

Defective works can be dealt with in one of two ways. The works may either
be rectified and sent to the stock of ‘Works Released’ again, or moved to the stock
of ‘Demolition Works’ depending on the defect condition, workmanship, worker’s
fatigue, etc. If rectifying the defect is likely to consume too much time and resources,
the project manager may decide to demolish it instead. Even if some site operatives
may identify the problems and intend to rectify the defects, availability of resources
and worker capacities (including morale) may constrain their ability to communi-
cate feedback among interdependent trades and/or crews. Missed milestones in tight
schedule as a result of prior problems will limit the availability of resources for other
tasks [42]. Two counteracting loops (B2a and B2b) may build up and this could ulti-
mately result in a decreasing rate of ‘Defect rectification’. Conversely, fatigue and
reduced morale can create a sense of ‘hopelessness’ that increases errors and reduce
productivity [13]. This aggravates the effect of ‘Defect needing demolition’ at a rein-
forcing loop (R2c). Also, higher work intensity, poor allocation of work sequence or
processes and inadequate workspaces can generate more service clashes and/or con-
flicting works where specialist contractors usually work concurrently amidst tight
and complex configurations of pipework, crossover, branching, cables and so on.
This leads to a reinforcing loop (R2d) with service clashes and/or conflicting works,
which generate even more non-value-adding demolitions instead of rectifications. In
particular, when on-site installations are performed concurrently, the ‘ripple effect’ of
the feedback loops is amplified, hence a part of completed works flow to ‘Demolition
Works’. This phenomenon is more critical in Hong Kong type ‘building-intensive’
scenarios, where specialist contractors are competed to deliver tight and complex
configurations within short time frames.

It is understandable that early capture and rectification of fabrication errors or mis-
takes are necessary at site installation stage and if possible, instantaneous feedback
by skillful workers to rectify problem is superior to passive inspection mechanism
in order to prevent the disaster spiral in feedback loops as triggered from the stock
of ‘Defective works’. Previous researchers have already presented convincing argu-
ments that instant feedback is valuable for improving quality performance [15, 16].
This explains why the participants in the interview study echoed instantaneous feed-
back is superior to reactive defect rectification. It seems that there are rooms for
the concept of mistake proofing self-checks and successive checks to be adapted
to ensure that all the work-in-processes are free from defects [17]. It is therefore
suggested to combine the traditional flow of ‘Do’ and ‘Check’ processes, as this
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facilitates the immediate capture of any fabrication error and/or mistake throughout
the processes before they become defects. As suggested in Fig. 2, another reinforcing
loop (R3a) represented by dotted arrows was created and the skillful workers will now
have a greater responsibility and authority for capturing any fabrication error or mis-
take from the stock of ‘Actual Works’ via the self check mechanism before the works
become defects. This ultimately increases the ‘Work rate’ towards the stock of ‘Works
Released’. On the other hand, the downstream assemblies in the next process will
validate each in-process work from the upstream that is passed to them via successive
checks. If there is any probable conflict or hidden defect arising out of dimensional
tolerances, service routings or unclear instructions, corresponding work is captured
and flows to the stock of ‘Pending Works’, in case the upstream work team cannot
rectify the problematic work easily. This prevents probable interdependent assem-
bly conflicts or hidden defects becoming more defects or even conflict assemblies
occur in downstream process, as conceptualized through a reinforcing loop (R3b) in
Fig. 2. As stated previously, a multi-skilled deployment/utilization of tradesmen can
identify potential service clashes arising from interdependent subsector trades, for
example in concurrent ceiling and routing assemblies such as pipeworks, ductworks,
risers, cabling, etc. This supports that a cross check as a daily job routine can help
anticipate or capture the service clashes and ultimately break the chain of the ‘vicious
cycles’ at R1a and R2d before defects materialize.

5.2 Testing and Validation of Generic Model

The generic model as developed above was then tested in order to validate the sound-
ness and usefulness of the model [28]. Based on the aforesaid elements, the model
replicating the stocks and flows was developed using one of the leading system
dynamics simulation software packages, iThinkTM. The validation process was
conducted with the help of the same focus group, by checking the adequacy and
appropriateness through interviews with these experts and by checking with archival
materials and databases from members. Judgmental estimation of values on a scale of
0–100 % representing very low to very high value of the specified variables were care-
fully adopted for comparisons instead of inputting formulas at this stage of validation
and simulation. This means that if the perception rating of ‘site layout/conditions’
is very good, say 95 %, the degree of works flowing through ‘work availability’ to
the stock of ‘Actual Works’ will be large. As in the system dynamics approaches
adopted by Ogunlana et al. [30], the model was designed to indicate the trends of the
dynamic interactions and the model behavior rather than the exact parameter values
and simulation outputs.

During the structural validation tests, extreme condition tests on the major chang-
ing rates of inflow parameters were performed in order to assess whether the model
responds reasonably when subjected to extreme values on the flows. The tests were
conducted assuming the parameter values of all flows were set at 0.5 and the duration
of simulation was 30 days. The extreme conditions included zero work availability,
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no error generation, very few defects needing demolition and zero defect rectifica-
tion. As the model responds reasonably and is consistent with the knowledge of the
real situations, the focus group concluded that in essence, the model is structurally
valid.

5.3 Simulations and Implications of Model

It is decided to initialize the model with a real case project in Hong Kong. For the
base case, the model was simulated based on a project in Hong Kong that involved
demolition of the existing hotel apartments and construction of new atrium apart-
ments with 11-storey guest floors, one level sky lobby and restaurant, entrance lobby,
plant rooms and circulation areas in a luxury hotel tower. The building services con-
tract was awarded to two specialist contractors and the contract sum was around
HK$ 142 million with a 25-month span on construction. In this project, installation
of the pipework and ductwork systems was undertaken by a specialist contractor
nominated by the client under the supervision of one principal contractor. Generally
speaking, the actual building services activities were aggregated up to hundreds of
activities. For the case studies, the model was simulated based on a period of 30 days
after the installation works had been commenced for more than 5 months. The work
activities were allocated at the stock of ‘Planned Works’ (not shown in Fig. 2) of the
model for simulation.

Project managers of the principal contractor and specialist contractor of this con-
tract were invited to join the focus group in order to determine the input parameters
of variables of the base run. Detailed semi-structured interviews were conducted and
interviewees were asked to estimate the level/degree of relevant variables based on
their knowledge, historical data and experience of the project. In this complicated
fast-tracked project, it was obvious that site layout and conditions were of poor qual-
ity, extremely congested and untidy, in particular of plant rooms. The shop drawings
produced by the consultant were poorly coordinated and contained unclear informa-
tion relating to actual routing of the combined services. Workers often commenced
installation works even though the relevant shop drawings were not yet approved.
Delays were observed because of the incorrect setting out information and chang-
ing design intent, and these caused a few clashes amongst various building services
trades passing through the same work area. Engineers sometimes had to decide the
actual routing after site observations and clarification about intended routes with
other trades occurred only when the services clashed. On-site cutting and threading
of water pipes were observed and aluminum working platforms were provided for
assembling pipeworks. Pipework components such as gaskets, nuts, bolts, washers,
hangers, etc., were not palletized and stored tidily on site. The work relationship
between building services trades was not close and it was evident that some trades
tried to work faster based on their specialities but with probable conflicts. When ques-
tioned, the engineers of those trades stated that they intended to work fast to prevent
being trapped in the critical path of late work. On the other hand, they could escape
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Case 1 – Base case       
Case 2 – Work space/equipment and site layout/condition = 0.99 
Case 3 – Workmanship and skill levels/relevant experience = 0.99 
Case 4 – Self, successive and cross checks = 0.99 

Fig. 3 Effects of different scenarios on defective works

Case 1 – Base case       
Case 2 – Work space/equipment and site layout/condition = 0.99 
Case 3 – Workmanship and skill levels/relevant experience = 0.99 
Case 4 – Self, successive and cross checks = 0.99 

Fig. 4 Effects of different scenarios on demolition works

the responsibility of extra scope of work of route deviations that would probably
have resulted from preceding trades being clashed.

The Base Case was initialized and simulated through this real case project in Hong
Kong, as well as to test the robust behaviour of the model and assess the ability of
the model to reproduce the behaviour arising from other scenarios. In this chapter,
only a few scenarios that produced distinct behaviours were shown in the comparison
figures and discussed for analysis. X-axis on Figs. 3, 4, 5 and 6 is the time period
of simulation and the y-axis is the stock values or units in defective works, demoli-
tion works, pending works and released at different scenarios. Based on the diverse
simulation exercises for the Base Case and different scenarios as shown in Figs. 3, 4,
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Case 1 – Base case       
Case 2 – Work space/equipment and site layout/condition = 0.99 
Case 3 – Workmanship and skill levels/relevant experience = 0.99 
Case 4 – Self, successive and cross checks = 0.99 

Fig. 5 Effects of different scenarios on pending works

Case 1 – Base case       
Case 2 – Work space/equipment and site layout/condition = 0.99 
Case 3 – Workmanship and skill levels/relevant experience = 0.99 
Case 4 – Self, successive and cross checks = 0.99 

Fig. 6 Effects of different scenarios on released works

5 and 6, it is obvious that behaviour of the Base Case is relatively similar to the real
case project and this confirms that the model is behaviourally valid. As illustrated in
the Base Case and Case 2 scenario, poor site layout/condition and inadequate work
spaces/equipment prior to actual works contribute to more defective and demolitions
works, and ultimately affect the output works. The poor situation could become more
significant when designated installation space is inadequate to accommodate the dif-
ferent interdependent services such as pipes and cables [43]. With extremely poor
distribution/adequacy in work spaces, pending works arising out of uncertain and/or
conflicting works will suddenly be increased to an abnormal high value resulting
in more demolition works and less work outputs. As illustrated previously in this
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chapter, poor allocation of site layout/conditions and inadequate work spaces can
cause more services clashes and/or conflicting works. The model responded sen-
sitively in the Case 2, for adequate work spaces/equipment and excellent site lay-
out/condition, by reducing large amount of defective, pending and demolition works
in the comparison figures. This seems to echo positively with the frontline partic-
ipants in Group B of the previous interview study that conflicts with other trades
occur frequently on site and reduction in interference or conflict prior to installation
at same areas is crucial.

Untidy and congested working conditions in this Base Case contribute to poor
workmanship and even defective works. Additionally, workmanship, skill levels and
work experience of trademen influence work quality and likely to affect the amount of
defective works and also demolition works. Excessive on-site fabrications contribute
to defects and demolition and replacement or work may be required for any defective
or substandard work. The lack of knowledge of other building services trades might
add to fabrication errors and potential service clashes in particular of complex routing
assemblies rather than anticipation at source. This finding is similar to that in UK
projects as observed and analyzed in ‘BSRIA Technical Note TN14/97’ [12]. As
shown in the simulation exercises for Base Case and Case 3 scenario, improvement
of workmanship could reduce the defective and demolition works (Figs. 3 and 4)
resulting in more released works (Fig. 6), although it seems that there was no positive
impact on the pending works (Fig. 5).

As illustrated in the simulation exercises, reducing work clashes and/or conflict-
ing works may indeed lead to less demolitions, replacement and/or reworks, in par-
ticular of false ceiling works, duct works, pipe works or conduit works [11]. By
installing the dotted arrows as shown in the generic model, the number of service
clashes and/or conflicting works reduced largely through cross checks while the
reinforcing loop of capturing fabrication errors/mistakes via self checks propelled
successfully to reduce largely the defective, pending and demolition works as shown
in the comparison figures for Case 4 scenario. This is superior to passive and exces-
sive ‘requests for inspections’ from designated building services inspectors at the
site that hold all in-process activities until approvals are granted. As the successive
checks could effectively identify upstream hidden mistakes or errors before releasing
to downstream processes, non-value-adding output works reduced significantly. The
simulation results favourably support the results of interview study that early capture
and rectification of fabrication errors are important and instantaneous feedback to
rectify problem is superior to passive or reactive inspections. It is clear from the
comparative plots that the adoption of a combination of the aforesaid improvement
strategies can give the optimal results for work quality and productivity. With this
favourable conditions and higher level of coordination, it is possible to avoid or
significantly reduce the impact of project changes [10]. The model responded with
high sensitively and all the aforesaid behaviours and consequences evidently reflect
real life scenarios in the building services subsector of the construction industry.
Although this research needs to probe further, so as to refine the model, those initial
findings are useful in helping project managers to target appropriate improvement
strategies and conditions when planning building services works in a way such that
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non-value-adding stocks can be reduced and productivity increased. This is partic-
ular important since construction works basically comprise a sequence of trades
causing downstream operational disturbances [36], if improvement strategies are not
established at the outset of the project.

The focus group experts examined the simulation results and unanimously agreed
that the model is of value not only in simulating the existing dynamic behaviors
at the ‘site installation’ stage of the building services projects, but also in assist-
ing the project managers in improving their project outcomes by means of bet-
ter planned adjustments/management of the relevant key variables. The simula-
tion results demonstrate how understanding/applying desirable project settings and
cultivating self, successive and cross checks could significantly reduce the non-
value-adding pending works and demolition works and boost work productivity for
‘building-intensive’ site works. Although the model was developed with a number
of simplifying assumptions, the usefulness of the model is mainly in the insights
that it provides to project managers to help improve project outcomes by means of
better-planned focus upon, and hence careful management of, relevant key variables
in order to pre-empt production shortcomings when commencing site installation of
the building services works.

6 Conclusions

This chapter has shown that the building services subsector should be sensitized to
reduce conflicts prior to on-site installations and identify and to rectify ‘problems’
early through self, successive and cross checks. Otherwise, the detrimental impact
of pending, defective and demolition works may ‘snowball’ the undesirable conse-
quences including depressed work productivity on the project. A series of face-to-face
semi-structured interviews led to the conceptualization of several conceptual causal
loop diagrams and feedback loops representing the dynamic behaviour of the cause-
and-effect relationships. These were then represented in a generic system dynamics
model. Based on a real case project in Hong Kong and diverse simulation exercises,
the authors concluded that (a) certain prerequisite conditions and readiness of down-
stream processes helps reduce interference or conflicts in actual works at the same
areas; (b) excessive on-site fabrications contribute to defects and demolition and it is
necessary to improve workmanship, as this can greatly reduce large amount of defec-
tive and demolition works; (c) cross and successive checks can break the chain of the
‘vicious circles’ of service clashes or conflicting works and identify upstream hidden
mistakes or errors respectively, while self checks capture fabrication errors/mistakes
early, hence reducing undesirable defective, pending and demolition works.

Although the current generic model has established the potential for greatly reduc-
ing non-value-adding works and uplifting work productivity, further research efforts
are still needed to refine its detailed representation and operationalization through
different cause-and-effect situations, also accessing more real case projects in various
regions. This chapter is of value not only in facilitating more understanding regarding
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the system dynamics behaviours of the ‘site installation’ stage of the building ser-
vices works, but also in assisting project managers to formulate relevant improvement
strategies that can address the identified shortcomings in the industry.
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Abstract Computer simulation is one of the most widely utilized tools for operational
research in construction engineering and management. Although discrete event simu-
lation (DES) has been extensively utilized in construction, system dynamics (SD) has
received relatively little attention despite its great potential to address dynamic com-
plexity in construction projects, which are inherently complex, dynamic and involve
multiple feedback processes and non-linear relationships. This chapter introduces
dynamic project management (DPM), an SD-based new construction project model-
ing approach, which has been successfully applied to deal with dynamic complexities
in diverse infrastructure and building projects. Particularly, this chapter introduces
three major theoretical foundations of DPM: a holistic approach, a system structure-
oriented approach, and the incorporation of control time delays. This chapter is
expected to serve as a useful guideline for the application of SD in construction and
to contribute to expanding the current body of knowledge in construction simulation.
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1 Introduction

Computer simulation is the process of designing a mathematical-logical model of a
real system and experimenting with this model on a computer [1]. It enables testing
without disruption of ongoing operations and committing physical resources, testing
hypotheses for feasibility study, compressing or expanding time for closer obser-
vation, gaining insight about complex systems, identifying system bottlenecks and
providing answers for “what if” scenarios [2]. The availability of special-purpose
simulation languages, massive computational capabilities at a decreasing cost per
operation, and advances in simulation methodologies have made simulation one of
the most widely used and accepted tools in operations research [3].
Computer simulation has also been extensively utilized in construction over the past
decades. While discrete event simulation (DES) has predominantly been used in the
history of construction simulation development, system dynamics (SD) has received
relative little attention despite its great potential to address dynamic complexity in
construction. Therefore, research has recently focused on applying SD in the area of
construction engineering and management. In order to explore the applicability of SD
in construction engineering and management, this chapter introduces dynamic project
management (DPM), an SD-based new construction project modeling approach. The
findings from this chapter are anticipated to expand the current body of knowledge
in construction simulation and provide valuable lessons to construction researchers
and practitioners seeking to develop SD models.
This chapter first examines differences between discrete and continuous simulation
and then explains the dominance of DES in the history of construction simulation
development. Next, the capabilities of SD are explored and the applicability of con-
trol theory and construction management examined. Lastly, three major theoretical
foundations of DPM are provided and conclusions are drawn focusing on its oppor-
tunities, benefits, and further improvement in the area of construction engineering
and management.

2 Discrete Versus Continuous Simulation

Simulation models can be largely classified as either discrete or continuous based on
the timing of state change. Few systems in practice are wholly discrete or continuous,
but since one type of change predominates for most systems, it is usually possible to
classify a given system as either discrete or continuous [4]. It is possible to model the
same system with DES or a continuous simulation CS; [1] and the choice between
these options is a function of the characteristics of the system and the objective of
the simulation [3].
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2.1 Discrete Event Simulation (DES)

DES is the modeling of systems in which the state variables change only at a discrete
set of points in time [3]. The aim of a DES model is to reproduce system activi-
ties that the entities engage in and thereby learn something about the behavior and
performance potential of the system [1]. That is, an artificial history of the system
is generated based on the model assumptions, and observations are collected to be
analyzed and to estimate the true system performance measures [3].
A typical example showing the concept of DES is a bank teller model that mimics a
teller at a bank processing customers’ transactions. The central purposes of this type
of model are to forecast (a) the average time a customer spends at the bank, and (b)
the proportion of the time that the teller is idle. In this model, each customer arrives
at the bank at a random time (i.e., event time). On arrival, if the teller is busy (i.e.,
serving a customer who arrived at the bank earlier), the customer joins a queue and
waits until the teller is idle (i.e., finished serving the previous customer). Then, the
customer is served for an uncertain duration of time and finally leaves the bank.
In this model, the system states (e.g., status of the teller and number of waiting
customers) are changed only when a customer arrives at the bank or departs the bank
(i.e., event time). For example, on the arrival of a customer, if the teller is idle, the
status of the teller is changed to ‘busy’ and the teller starts serving the customer.
Otherwise, the customer waits in the queue and the number of waiting customers
is increased by one. On the departure of a customer, if the queue is empty, the
status of the teller is changed to ‘idle’. Otherwise, the teller continues serving the
next customer and the number of waiting customer is decreased by one. Since DES
assumes the system states remain constant between event times, a complete portrayal
of the system state can be obtained by advancing simulation time from one event to
the next [1].

2.2 Continuous Simulation (CS)

In CS, changes in the state of a system occur continuously over time [3]. As discussed
above, DES focuses on a distinct individual entity (e.g., customer) in a system and
keeps track of the time taken for each entity (e.g., waiting time or service time of
each customer). On the other hand, CS regards an entity as a continuous quantity
(e.g., water) flowing through a system and focuses on the rate of change in the entity
during the specified time unit [5]. Thus, while system state variables are determined
by the sequence and timing of random events in DES, CS is usually constructed by
defining mathematical equations for a set of the system state variables. Differential
equations are frequently used in describing the system state variables in CS due to
their effectiveness in representing the rate of change over time [1]. For example, the
current state of a variable (S(t2)) can be derived from its previous state (S(t1)) and
the rate of change over the specified time duration as shown in Eq. (1).
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S(t2) = S(t1)+
∫ t2

t1

(
d S

dt

)
dt (1)

As expressed in Eq. (1), the system state variables are updated at finely-sliced time
steps of equal duration in CS but at random event times in DES. For example,
when modeling a situation where 1.25 h is taken to produce a unit, DES updates the
cumulative number of production by ‘one unit after 1.25 h ’(i.e., entity-based system
update) while CS updates by ‘0.8 units after 1 h’ if the time step is 1 h (i.e., time-
based system update). Accordingly, in this case, DES assumes that there has been
no progress during the first one hour while CS assumes that 0.8 units of progress
have been made. From the point of view of ‘production planning’, DES estimation
looks more realistic and valid, whereas from the viewpoint of ‘progress monitoring’,
CS calculation can be more informative than DES estimation. However, it should be
noted that both DES and CS assume an absence of any progress during the first half
hour (when the time step is 1 h). For these reasons, when more accurate simulation
results are required, DES tends to further divide an activity (e.g., production) into
several sub-activities (e.g., cutting, assembling, bolting, painting and packing) while
CS tends to adopt a smaller time step (e.g., 0.5 or 0.25 h).
These differences imply that DES is more efficient for point estimation (e.g., cal-
culation of exact timing of unit production) but CS is more effective for pattern
estimation (e.g., projection of progress behavior over time). Of course, it is possible
for CS to detect more accurate time positions (e.g., 1.25 h) by decreasing the time
step (e.g., 0.25 h). However, achieving greater accuracy in CS by using smaller time
steps incurs a cost in terms of increased computational time and effort [6].

3 Construction Simulation

Construction simulation is the science of developing and experimenting with
computer-based representations of construction systems to understand their under-
lying behavior [7]. Simulation has been widely applied as an effective planning and
performance improvement tool in the construction management area by virtue of its
advanced capabilities to analyze complexity and uncertainty [8].
Examining the history of construction simulation, it is clear that the prevalent
approach for construction simulation has traditionally been DES [7, 9, 10]. The
dominance of DES in the construction simulation area is primarily attributed to
its advanced capabilities providing operational details that are not readily provided
by network-based approaches (e.g., CPM/PERT) [11]. Current construction man-
agement approaches including CPM/PERT are conceptually rooted in the idea of
decomposition [12] where it is generally hypothesized that the complexity of a project
can be reduced by subdividing the project into manageable smaller activities [13].
Consequently, the general direction of these approaches is in deconstructing further
into even smaller fragments of a construction project and searching for explanations
at the lowest possible level [14].
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These decomposition-based approaches can provide detailed information regarding
‘what to build’ at an activity level by subdividing a project (it is not unusual for
a modern construction project to include thousands of activities), but are limited in
representing ‘how to build’ at an operational level. For this matter, DES is an effective
complementary tool that can deal with operational details (e.g., resource status).
For example, the CPM/PERT generally represents earthmoving as a single activity,
whereas DES zooms into its internal operational logistics and analyzes complex
interactions between work tasks (e.g., load, haul, dump) and resource assignment
(e.g., pushers, scrapers).
As such, utilization of DES enables management of several complex problems includ-
ing bottle-neck analysis, sensitivity analysis, resource balance analysis, productiv-
ity improvement, process optimization, and so forth [15]. Because of the advanced
problem solving capabilities of DES under the popularity of decomposition-based
approaches, the construction management discipline has encouraged a narrow, par-
tial view of a project, concentrating on the detailed planning of individual discrete
activities and operational details [16–19].
However, due to its narrow focus and partial view, DES can sometimes provide unre-
alistic estimations because operational performance is significantly affected by the
project contexts (e.g., schedule urgency) that are determined by other concurrent
operations [9]. Thus, there is a strong need to apply simulation to high-level strategic
decision making beyond construction operations [15]. Based on the analysis of 3,500
projects, [18] reported that lack of strategic analysis is a major reason for the failure
of many projects. Considering the complex interrelationships between processes,
subcontractors, resources, etc., in a construction project, the use of simulation for
high-level strategic decision making requires a holistic approach because appropriate
policies cannot be made without a complete understanding of the whole project struc-
ture [20]. For this reason, it is difficult to use DES models (based on reductionism)
for high-level decision making [21]. To address this deficiency, several researchers
have proposed SD as a complementary tool to DES in the strategic decision making
process.

4 System Dynamics (SD)

SD is a methodology used to understand how systems change over time. The idea
of SD originally stems from a servomechanism for automatic machine control. The
concept of the servomechanism evolved during and after World War II and has been
used in many engineering occasions [22]. The servomechanism is an acting machine
to control the operation of a larger machine by virtue of feedback [23] and its entire
science has been known as control theory. A good example is a thermostat that
receives temperature information and can raise or lower the temperature operating a
heater or cooler. Beyond its application to engineering, this concept is fundamental
to all life and human endeavor: a person senses that he may fall, corrects his balance,
and thereby is able to stand erect; a profitable industry attracts competitors until the
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profit margin is reduced to equilibrium with other economic forces, and competitors
cease to enter the field; the competitive need for a new product leads to research
and development expenditure that produces technological change [22]. Though the
majority of its application has been to ‘hard’ systems such as a mechanical control
system, which provides more controllable environment, it can be also applied to ‘soft’
systems such as a management control system because it is also a fundamentally
feedback-driven system [6]. Consequently, significant research efforts have been
directed at understanding social systems since the late 1950s. These efforts have
proceeded under the term SD, which is an approach to understand the behavior of
complex systems over time using computer simulation.
By virtue of feedback structure analysis, SD can provide analytic solutions for com-
plex and non-linear systems [6]. Hence, SD is well suited to dealing with the dynamic
complexity in construction projects, which are inherently complex and dynamic,
involving multiple feedback processes and non-linear relationships [24]. However,
as previously discussed, DES has dominated the history of construction simulation
and SD has received relatively little attention in construction despite its great poten-
tial. In order to fully explore the applicability and utilize the benefit of construction
simulation, SD needs to be further investigated. To address this need, this chapter
introduces DPM, which has been successfully applied to diverse infrastructure and
building projects [20, 25, 26]. Particularly, this chapter focuses on the theoretical
foundation of DPM by applying the original concept of control theory to construc-
tion engineering and management, instead of repeating the successful applications
of DPM, which have been well reported [20, 25, 26].

5 Control Theory and Construction Management

Control theory has played a vital role in the advance of engineering and science [27].
Control theory aims to produce the desired or optimal outcome of the system, and its
main mechanism is feedback control. Feedback represents that the output of a system
is passed back to its input. In control theory, feedback is used as follows: (1) the output
of the system is compared to the desired state, initially set as a reference; (2) control
actions are taken to reduce this gap if any; and (3) this process is iterated until the
desired state is realized to control the system. Figure 1 illustrates a simplified feedback
control. Specifically, there is a plant, the object or system to be controlled, which is
a combination of components that act together and perform a certain objective [27].
The plant is working with its reference (i.e., desired state), and its output (i.e., actual
state) is monitored through a sensor so that the gap between reference and feedback
signals (i.e., error, A in Fig. 1) can be captured. If there is any gap between them,
a controller takes some control actions to reduce this gap. In addition, there can be
external disturbances, which tend to adversely affect the output of a system [27].
These control actions and disturbances (B in Fig. 1) act as another input for the plant,
and the sensor monitors the corresponding output. The feedback process is reiterated
toward the goal where the actual state meets the desired state during the entire life
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cycle of this system. The objective of the feedback control system is to design the
system which produces the desired state despite error and disturbance.
Close investigation enables an analogy to be drawn between the feedback control
system and project management in construction, as seen in Fig. 1 (the italics in Fig. 1
represent control theory’s analogy to project management). For example, the plant
in control theory can correspond to a construction project. The project is composed
of many components, such as subcontractors, activities, resources, and equipment,
which are all linked to each other. The project is implemented to produce its objective,
as-planned performance (i.e., the desired state). The output of the project, as-built
performance (e.g., the actual state), is monitored through a monitoring process (e.g.,
quality management process) analogous to the sensor in control theory. If there is
any discrepancy between as-planned performance and as-built performance, control
actions, analogous to controller in control theory, are taken to reduce this discrepancy.
Additionally, there can be changes from outside the project analogous to the external
disturbances in the control system, such as the owner’s change request or a regulation
change, which will disrupt project performance. These control actions and changes
act as another input for the project, and the feedback processes will be reiterated
during the life cycle of the project until the desired state is met.
The analogy from control theory implies that the dynamics is a major driver that
renders the project management difficult, and the feedback can greatly intensify it. In
construction, as-built performance is usually different from as-planned performance,
so that significant efforts have to be made to reduce this gap. However, sensing as-
built performance accurately is not an easy task. For example, the frequent manual
collection of as-built performance requires a lot of effort from field crews and, further,
is based on their subjective estimation. In addition, the taken control actions are not
always appropriate and can even worsen the situation because they may be based on
wrong as-built information. Furthermore, the decisions are often made under limited



226 S. Han et al.

time, budget, and resources. As a result, the gap can be increased, leading to chains
of problems. The feedback that aims at stabilizing the project may actually intensify
such dynamics.
In dealing with such situations, control theory provides valuable lessons to manage
such dynamics. First, construction should be understood and managed as a whole
including a sensor and a controller. Traditional management approaches have often
focused on the project itself, particularly its operations. However, control theory
shows that the project is so dynamic and feedback-driven that it cannot produce the
desired state without the deliberate use of the sensor and the controller. Furthermore,
construction is usually executed in an open environment and is therefore vulnerable
to uncertainties, such as weather and differing site conditions. In addition, there are
many change orders in the project, which also make it difficult to achieve the desired
state. With respect to these issues, control theory suggests that the well-designed and
implemented system with the help of a sensor and controller can stabilize the system
despite such disturbance. Thus, there is a strong need for an approach that can take
into account not only the project, the sensor, and the controller, but also, and more
importantly, their interactions. In this way, the dynamics of the project can be better
understood and controlled.

6 Theoretical Foundations of Dynamic Project Management
(DPM)

Adopting SD as an implementation mechanism, DPM is proposed as a new method
to manage dynamic complexities in construction projects. Its underlying philoso-
phy is that construction is a system, with the parts working in coordination, which
changes over time. Stemming from this philosophy, DPM focuses on the following
characteristics to better understand and manage construction projects as a theoretical
foundation: a holistic and a structure-oriented approach, and understanding of preva-
lent time delays. The following sections will investigate each of these foundations
in detail.

6.1 Holistic Approach

As discussed earlier, the design of a construction system including a sensor and a
controller is essential to achieve the desired state of construction performance. Thus,
a holistic approach that simultaneously considers the project, the sensor, and the
controller is one of the core foundations taken by DPM. This assumes that the actual
output of a project is different from the desired output so that the sensor and the
controller should be deliberately designed as the system core. In this regard, change
should be also considered as a natural part of construction. Usually, change is con-
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sidered as ‘out of control’ because it often occurs from the outside project. However,
an analogy from control theory reveals that the project can be stabilized based on
the quality of the feedback control system despite outside disturbances. Designing a
project indifferent to change may not be achievable. However, minimizing the impact
of change is possible with the help of a well-designed sensor and controller, and this
is worthwhile considering the overwhelming negative impact of changes. Thus, the
project, sensor, and controller should be designed and implemented in an integrated
fashion to cope with the dynamics of project management.
To this end, the use of automatic data capture (ADC) and computer simulation tech-
nologies has a great potential; the former for real-time monitoring and the latter for
decision making support. For example, real-time performance information obtained
from ADC can be input to computer simulation for diverse what-if scenarios of pos-
sible corrective actions (e.g., resource allocation strategies). In this way, the project,
the sensor, and the controller can be integrated so that the performance gap can be
addressed promptly and effectively.

6.2 System Structure-Oriented Approach

An event is the particular happening at a point of the system’s behavior and this
dynamic behavior arises from the system structure [6]. System structure is identi-
fied as the interactions of two types of feedback: positive (or self-reinforcing) and
negative (or self-balancing). A positive loop tends to reinforce or amplify whatever
is happening in the system and a negative loop counteracts and opposes change
[6]. Understanding the interactions between these feedback processes can greatly
contribute to the management of dynamic behavior. It is also very useful to devise
corrective actions analyzing their possible consequences.
Suppose we are installing nine piles for foundation, as illustrated in Fig. 2. If per-
formance is measured by the number of completed piles, completing nine piles is
the planned performance. However, if we find a pile with strength failure during a
quality management process, eight piles are actually completed (i.e., perceived per-
formance) and, thus, the gap between planned and perceived performance is one pile.
In this case, managers take corrective actions, usually accompanied by an increase
of scope, in an attempt to reduce this gap. For example, we may need to remove the
existing erroneous pile and install a new one, which assigns additional scope. This
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scope increase creates feedbacks that result in complex dynamics. As illustrated in
Fig. 3, the scope increase caused by errors (i.e., Total Errors, A in Fig. 3) can disrupt
a series of intended construction sequences. In this pile installation example, we
may need more additional resources such as material, equipment, and man-hours, to
remove and install a new pile putting on hold other succeeding activities. Further, if
contingent resources are limited, procuring them may generate more issues, such as
resource shortage in the succeeding activities. This will deteriorate overall project
reliability, the degree to which performed tasks have been done correctly [20], lead-
ing to more Total Errors (A in Fig. 3). This will create a self-reinforcing feedback
that amplifies out-of-sequence and can generate exponential growth behavior (B in
Fig. 3) [6]. On the other hand, if serious out-of-sequence is experienced, a project
manager can take corrective actions to rectify it. For example, more skillful workers
can be assigned in order not to repeat the same error while increasing production rate.
This aims at improving reliability and can reduce error. As such, the degree of out-of-
sequence will be alleviated and a self-balancing feedback will be generated, which
counteracts out-of-sequence and generates goal seeking behavior (C in Fig. 3) [6].
Finally, the interaction of these two different feedbacks generates complex dynamics.
For example, based on the effect of corrective actions, different behavior of Total
Errors (A in Fig. 3) can be observed. If assigning skilled workers is very efficient in
this case, the S-shaped behavior (D in Fig. 3) can be achieved, thereby offsetting the
effect of the self-reinforcing feedback. Otherwise, Total Errors continue to undergo
exponential growth (E in Fig. 3).
In this regard, DPM emphasizes understanding of the system structure in order
to effectively control the resultant project dynamics, thereby suggesting a system
structure-oriented approach. In other words, since behavior arises from system struc-
ture, the behavior of particular interest can be controlled by changing the system
structure. As such, a clear understanding of system structure is required, particularly
when corrective actions are considered.
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6.3 Incorporation of Time Delay

Another characteristic of DPM is its appreciation of time delay. Dynamics behavior
originating from the system structure can be more complex when time delay is out-
standing. One of the most prominent forms of time delay is latency [28]. Continuing
with the previous pile installation example, suppose that one of the piles is erroneous
and has not yet been identified. In this case, even though eight piles are apparently
completed, actually achieved performance is the completion of seven piles because
the hidden one will be addressed at a later stage of the project, (i.e., latency) [28].
In this case, succeeding tasks, such as installing a column on this pile installation,
may be already completed. If the hidden error is discovered after installing the col-
umn, the column may need to be removed before the erroneous pile, followed by the
installation of a new pile and column. This creates increased additional work com-
pared to the previous case and consequently makes the project more complex, which
intensifies feedbacks. In addition, this latency involves a lot of waste, which can’t be
captured by only the increased work scope. For example, a lot of time can be used
for request for information (RFI) to correct this erroneous pile and to decide what
steps should be taken. Further, an additional quality management process should
be taken in order to ensure its quality. Resource allocation should be rearranged to
deal with such sudden and emergent work. In the worst case, a derivative activity
can occur if the subcontractor for the piling activity has already been withdrawn.
Thus, this ‘invisible’ effort used to address latency should be captured and mini-
mized because it will eventually consume significant time and cost. In an effort to
overcome this issue, DPM suggests that value, the ratio of the project requirements to
the operational efforts [29], should be monitored and managed through the life cycle
of the project. Value measures the operational efficiency by showing the extent the
efforts contributed to the project requirements. In order to increase value, the method
of minimizing the efforts should be investigated since the project requirements are
almost constant. Particularly, the efforts caused by the performance gap and change
like those in the pile installing example should be minimized because they do not
add any value. DPM suggests a method for capturing and representing such efforts,
but it is beyond the scope in this chapter. The interested readers can find it in [30].
On the other hand, time delay can also take place in the system structure and affect the
intended impact of corrective actions. Continuing with the example in Fig. 3, suppose
that skilled workers need to be shifted to the pile installation activity in order to deal
with the scope increase caused by erroneous piles, but cannot be due to their shortage.
In this case, another system structure that will represent other options such as hiring
new skilled workers can be added. This option can be effective in producing the
intended behavior, such as an S-shape curve in Total Error (A in Fig. 3). However,
if it is not the case (e.g., due to the difficulty in hiring qualified workers or the
excessive time taken for this hiring process), another change to the structure needs
to be undertaken until the intended behavior is obtained. This iterative process will
eventually lead to appropriate corrective action design.
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7 Conclusions

Computer simulation has been utilized as an effective planning and analysis tool in the
construction engineering and management area over the past decades. DES has domi-
nated the development of construction simulation by virtue of operational details that
are not readily provided by traditional network-based approaches. Under the pursuit
of management at the lowest possible level encouraged by the decomposition-based
approaches, DES has been primarily applied to address operational issues, by taking
a narrow focus and partial view of a project. However, DES can sometimes pro-
vide unrealistic estimations, particularly when operational settings are significantly
altered by other related operations. SD has great potential to address this limitation;
however, it has received little attention in the construction engineering and manage-
ment area.
In order to examine the opportunities and benefits of SD modeling, this chapter
introduced DPM, which has been successfully applied to diverse infrastructure and
building construction projects. Particularly, this chapter provided the following three
theoretical foundations of DPM: a holistic approach, including planning and control
functions of project management; a system structure-oriented modeling approach that
enables deeper understanding of dynamic behavior and devising effective corrective
actions; and the incorporation of control time delay that can make dynamic behavior
more complex.
With these three theoretical foundations, DPM can successfully deal with dynamic
complexities in construction projects that are not easily addressed by network-based
approaches or DES, such as iterative cycles caused by errors and changes. However,
as an SD-based approach, DPM inherits some of the weaknesses of SD modeling
such as the lack of operational details or limitations in representing heterogeneous
type of entities flowing into a stock. Therefore, the authors have been working on
a hybrid simulation combining DES and SD as the next generation of DPM. This
development will be reported in the authors’ subsequent papers.
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A Lean Framework for Production Control
in Complex and Constrained Construction
Projects (PC4P)
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Production conditions in construction are different than in the manufacturing industry.
First of all, construction is rooted in place and conducted as on-site manufacturing.
Secondly, every construction project is unique and a one-of-a-kind production, man-
aged by a temporary organization consisting of several companies. Thirdly, highly
interdependent activities have to be conducted at limited space, with multiple compo-
nents, a lack of standardization, and with many trades and subcontractors represented
on site. This interrelation results in a production where different contractors perform
interacting and overlapping activities. This increases uncertainty and make the con-
struction process very difficult to plan and control. Additionally, a lot of unpredictable
factors (e.g. climate conditions) affects control, and makes construction even more
complex.

Production control is an essential part of any complex and constrained construction
project. Even though several tools have attempted to add structure and to create
order, to the complex, dynamic, and uncertain context in which constructions is
conducted, none has yet fully succeeded in providing a robust production control
system. With outset in the lean tool Last Planner System of Production Control, a
robust construction production control framework has been developed.
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1 The New PC4P Framework for Onsite Scheduling
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Fig. 1 The PC4P framework in its whole. With the outset in the basic PC4P framework elaborating
models will be presented in the following

The framework of the PC4P control system is showed in Fig. 1. The PC4P system is
based on an open system-theory mindset and consists of components, connections,
and inputs. The framework consists in total of four key schedules (marked with gray):
the Master Schedule, the Phase Schedule, the Look-ahead Schedule, and the Com-
mitment Plan. Moreover, the inputs to create the schedules are sketched (marked with
green) together with support activities (marked with blue), which often is creating a
link between schedules. Finally, the external control parameters (marked with red)
are sketched.

The interplay between the applied elements in the PC4P framework are making the
system complete. The system is not stronger than the people who use it; therefore, it
is crucial that all project participants understands the system and applies it correctly.
Every applied element serves its unique purpose, and it is therefore critical if central
parts of the production control system are omitted. Still the PC4P framework should
not be followed blindly, but the degree of formalization and the level of depth and
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considerations putt into the schedule should suite the contextual conditions of the
construction project, but still the system should be applied as a whole.

In the PC4P framework the production characteristics of construction are handled
through three main elements: Optimizing the sequence to production inflow, estab-
lishing inflow control, and continuous improving performance. The three elements
aim towards a complete utilization of capabilities and possibilities in the produc-
tion system. The sequence is important to the production workflow at site. Through
a deliberate selection and ordering of activities, interdependencies are handled and
production resources are allocated carefully to ensure a constant work output. Before
an activity enters the work plans a making ready process is ensuring the soundness
of the activity. Inflow control is established by checking-up on soundness which, by
securing that only sound activities enter the Commitment Plans, minimizes the risk
of interruptions and conflicts in the workflow. Continuous improvement of perfor-
mance is a central part of the PC4P framework to ensure that the capabilities and
possibilities in the production system are completely utilized. The external factors
are included in the framework because they create the world wherein the control
system perfects utilization and is thus very important to performance. In the reaming
pages in this chapter the developed system for production control is explained in
detail.

2 The External View

The external environment is the outer context wherein the control framework func-
tions and is thus having a huge impact on the performance of the control system
[11]. Due to the dynamic nature, the external environment are constantly interacting
with and influencing on the system. The external view consists of multiple external
factors which by affecting behavior and processes affect production control at site
[5]. Therefore, in the attempt to fully utilize the capabilities in the production system
it is crucial important to include the external view in the framework. The production
set-up is affecting processes at site; two parameters have been identified as crucial
parameters: Simplification and adaptability. Management and leadership on-site are
affecting behavior, and thus application of the control system. Three parameters have
been identified as crucial parameters: Comfort, motivation, and mutual trust.

2.1 Simplification and Adaptability

The complexity of the construction process is very much affected by decisions taken
outside the boundaries of the control system. Two different but interrelated parame-
ters have been identified as important to increase production control: Simplification
and adaptability. The relationship can be viewed at Figs. 1 and 2.
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Fig. 2 The production set-up is affecting the complexity and adaptability of the production on-site

Complexity is making construction projects difficult to control. Simplification is
an approach to increase control by reducing project complexity. Moreover, simpli-
fication will, according to the Lean philosophy, reduce waste. Koskela [8] elaborate
the very complexity of a product or process increases the costs beyond the sum of the
costs of individual parts or steps. Limiting tasks and trades on site reduce interdepen-
dencies and increases process transparency [13]. Limiting task and trades on-site can
be achieved by increasing prefabrication, preassembly and modularization. Moving
production from site to a factory-like state makes it possible to streamline the produc-
tion, to increase productivity, to improve output quality, and to reduce project lead
time. Because complexity is moved outside the boundaries of the construction site,
the remaining work on-site is simplified which decreases the needs of specialized
craftsmen and the need of different trades to be present at site. Less specialization
enables work crews to span diverse work activities which thus increase the flexibility
and adaptability of the crews.

The negative effect of reduced task on-site is decreased process adaptability. The
ability to respond on unforeseen events is increasingly depending on the supplier’s
flexibility in delivery. Flexibility in delivery is important especially in relation to the
ability to make changes in orders and in deliveries. Damaged deliveries needs to be
replaced quickly to avoid on-site delay while delay on-site makes is necessary to
hold up deliveries to avoid inexpedient storing.

Simplification

Pros
Simplifies the process
Reduces interdependencies
Increases process transparency
Increased workforce adaptability
Reduced lead time
Reduces waste

Cons
Decreased process adaptability
Increased supplier dependency

Adaptability

Pros
Improves response time
Reduces waste

Cons
Increased cost
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Due to the complex, dynamic, and uncertain context wherein on-site construction
is conducted changes is an inevitable fact. Adaptability is the ability to convert the
production from one task to another. Thus, increased adaptability is enhancing the
ability to respond to changes and unforeseen events and is thereby reducing waste in
the adjustment process [13]. Adaptability can be achieved by improving flexibility
in the production for instance by applying buffers or allowing crews to change work
task and to adjust their work hours.

2.2 Comfort, Motivation, and Mutual Trust

According to the Lean-philosophy the capacity of the production system is equal the
sum of work and waste [20]. Transformations are driven by the workforce present on
site, and depending on their skill and motivation, both regarding output quality and
quantity. Improving skills adds knowledge and expands the capacity of the production
system while an improved motivation secures improved exploitation of capabilities
inside the production system [10]. Lindhard and Wandahl [10] found that the theorem
could be generalized and conclude that Waste is to not fully utilize of the capabilities
and possibilities in the production system. The theorem expands Lean’s existing
seven types of muda (waste); see Suzaki [23] or Ohno [20], and defines the 8th
source to muda.

-Waste of overproduction
-Waste of stock on hand
-Waste of transportation
-Waste of making defective products
-Waste of processing itself
-Waste of movement
-Waste of time on hand

Mura (overburden)
Unreasonable demands on employees or processes, for instance high rates of work or unfamiliar work to which they 
are not qualified for.  

Muri (unevenness)
Variation in work output within the production system. Muri is per se not waste but instead it leads to Mura and Muda. 

In Lean waste consist of:Muda (waste of resources)
Non value adding activities is creating waste. In Lean 7 types of waste is identified:

To fully exploit the capabilities of the workforce comfort, motivation, and
mutual trust needs to be established. Comfort, motivation, and mutual trust are
interrelated parameters; thus, improved comfort leads to improved motivation and
increased mutual trust. Therefore, by increasing the comfort of project partici-
pants increased accountability, communication, and productivity is gained [21, 22].
Improved accountability produces dedication and in interaction with increased com-
munication, the likelihood of observing the scheduled commitments are raises which
lead to increased schedule robustness [10, 13]. The leadership of management on-
site has to guide and support the construction process in order to foster comfort,
motivation and mutual trust between all project participants. The relationship can be
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Fig. 3 Leadership affecting the comfort, motivation and mutual trust between the project partici-
pants

viewed at Fig. 3. Leadership consists of multiple parameters among them: personal-
ity, charisma, and ethical values. As a leader your behavior is an important element in
ensuring job-satisfaction and comfort. Moreover, the leader’s behavior is contagious;
thus, as a role model, being a good example is important.

3 Master Schedule

The Master Schedule, which can be viewed at Fig. 4, serves as guidance for
the more detailed schedule. Therefore, at the Master Scheduling level the focus
should be on creating overview to the upcoming construction process. Creation
of the Master Schedule is based on contract restrictions and is thus outside site-
management scope. Inputs to the Master Schedule are estimated durations adjusted
to fit the contract set deadlines and milestones. It is important that the dead-
lines set by the contract is realistic, both a too tight and too slack time frame is
undesirable.

When negotiating the time boundaries set by the contract it is important that the
completion deadline is realistic; both a too tight and too slack time frame is unde-
sirable [17]. A too tight time frame will be inflexible and thus unable to absorb
variability in production and moreover induce a risk of overburdening (mura). A too
slack time frame does on the other hand entail unexploited or wasted time deteri-
orated by the industry tendency to work best under pressure [17]. If possible the
contract deadlines should be made flexible to encourage to increased collaboration
and negotiation between contractor and client to create win/win situations and to
move the construction industry away from contract bonded projects and bring both
productivity and value creation up [17].



A Lean Framework for Production Control 239

Master
Schedule

Follow-up

Ready
buffer

Commitment
plan

Schedule
update

Conflicts

At risk
buffer

Coordination
schedule

Look-ahead
Schedule

Learning

Measuring

Making ready

Selecting
criteria

Daily Look-
ahead

Re-scheduling

Phase
Schedule

Creating the
network

Deadlines and
milstones

Duration

C
on

tr
ac

ts
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completed

4 Phase Schedule

At the Phase Schedule level the primary tasks is to create the overall network of
activities, this is showed at Fig. 5. A Post-It session is used to identify durations,
interrelationships, and handoffs wherefrom the overall connections is drawn. After-
wards the Critical Path Method (CPM) is applied to identify the critical path and
possible float during the process. The PC4P control system does not seek to com-
plete the project as fast as possible, but instead to exploit the given time limits to
increase the schedule robustness. Therefore, to minimize the risk of delay, float is, if
possible, incorporated on the critical path.

To identify and consider all critical elements in the network, constraints which
affect the work flow are incorporated as selection criteria. Thus, expanding the selec-
tion criteria improves not only the schedules quality but also helps in revealing and
avoiding possible conflicts to evolve. Six constraints are identified as relevant to the
sequencing and the selection of activities. The relevant constraints include: manning
machinery and material which comprise the needed resources and working condi-
tions, climate, and safety which affect the pace of the work [14].

Post-It session:
The sequence is constructed by letting the involved companies order their activities on Post-It notes. It is important to 
include relation and connection to both previous and following activities on the notes. Afterwards the notes are put onto 
a wall and collaborative structured to achieve the best possible sequence (Ballard 2000; Ballard and Howell 2003).

Normally, the demands from the six constraints are conflicting with each other;
therefore, no optimal schedule exists. Thus, the refined network is a result of esti-
mating and prioritizing between the constraints. Thus, it is the site-managers respon-
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Fig. 5 At the phase schedule the network of activities which defines the sequences is determined

sibility to ensure that the best possible sequence is achieved. It is important to state
that incorporation of the six constraints into the schedule is a process which takes
place after the Post-It session. The six constraints are described in the following.

Critical Path Method:
Based on interrelationships and durations the earliest and latest that an activity can start and finish without extending 
the deadline is calculated. Free float is emerging if an activity can be delayed without affecting the subsequent tasks 
while possible delay in relation without affecting the project completion data is named total float. The longest path is 
determining the project duration and is called the critical path. Thus delay on the critical path delays the entire 
construction project. 

4.1 Workers

The manning level on-site has an impact on labor performance [4]. It is important to
avoid fluctuation in manning, especially within each trade, because it creates uneven-
ness (muri) in the production which leads to waste (mura and muda). Moreover, by
keeping a steady manning within the trades, extremes in the manning is avoided
which eliminate the risk of overmanning; which decreases productivity [4].

Changing orders due to changes in schedules and plans decrease labor efficiency
[3, 19], and should be minimized. When orders on site are changing the manning
should ideally remain unaffected. Heighten the manning accelerates the work output
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Fig. 6 Example; adjusting the manning. Contractor A (marked with green) is secured an even
manning by exploding the float and thereby moving activities

but reduces labor productivity [4], while lowering the manning decreases the work
output but creates delay [12]. Finally, to improve output quantity and quality comfort
of the individual craftsman should be secured.

To calculate the manning, the needed workforce to each activity first has to be esti-
mated. Afterwards, the manning is summarized, for instance, from a Gant-diagram
or a cyclogram, into a stacked column chart, an example can be seen at Fig. 6. Rear-
ranging the sequence can be necessary to create a steady manning.

Workers:
Define the needed workforce to each activity and calculate the manning throughout the construction project. 
Aim towards a steady manning. Moreover, to improve output quantity and quality initiatives to secure comfort 
of the individual craftsman should be implemented. 

4.2 Machinery

The importance of considering utilization of required equipment and machinery is
important mainly from an economical perspective. By compiling activities in rela-
tion to needed machinery, the utilization rates will increase and necessary presents
will be restricted and the rental cost will be reduced [12]. The utilization rate can
is calculated, in a Gant-diagram or cyclogram, by linking the needed machinery
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Fig. 7 Example; adjusting usage of machinery. Contractor A (marked with green) is secured an
even flow in equipment and machinery by moving activities within the limits of float and interde-
pendencies

to each work activity. Afterwards, activities are rearranging to increase utilization
and to avoid conflicts due to double usage, which easily is spotted. An example
can be viewed at Fig. 7. It is important to notice that increased utilization rates of
shared equipment increase the interdependencies and necessity of well-functioning
machinery. Therefore, a small buffer between handoffs should be incorporated to
absorb small variations in duration and thereby avoid an infectious delay. Finally,
to minimize the risk and effect of critical breakdowns, maintaining of machinery
should be considered and an emergency procedure should be completed [12].

Machinery:
Link shared material and equipment to each activity. Group the activities to improve the utilization rates. 
Create a back-up plan to minimize the effect of breakdowns.

4.3 Material

A construction project consists of thousands of different and often unique materials
or components which al, in time, has to present to complete the scheduled work
activities. Material delivered in accordance with the just-in-time principle have an
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Fig. 8 Example; adjusting for material access. Material demands are compared to the lay-out of the
construction site to spot critical bottlenecks. Bottlenecks are avoided by moving either delivery or
the whole activity. At the figure green is representing contractor A, blue is representing contractor
B, and orange is representing contractor C

increased risk of non-presence at activity start, while material delivered to early
have to be stored which increases cost [12]. To increase the flexibility of material
deliveries, materials should not be pushed to the site by fixed material deliveries but
should instead be pulled to site, thus delivered when needed. An approach to simplify
the material flow would be by ordering materials in units containing all materials
needed in a predefined room. To reduce the likelihood of dwindling or damaged
materials, storing of materials has to be done carefully. To create an overview of
the material flow, the material needed for each work activity is defined and stored
in a material log. Afterwards the material flow is drawn in a cyclogram, or in a
BIM-model and compared to the site lay-out, an example can be viewed at Fig. 8.
The capacity of the access roads is estimated, to identify possible bottlenecks and
to identify and consider relevant logistic issues. It is important to notice that the
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site lay-out is dynamic and changes as construction progresses. Often capacity of
the access roads is limited due to for instance periodic or time-bound restrictions. If
capacity problems or bottlenecks are identified the material flow is adjusted either
by controlling material deliveries or in extreme cases by rearranging the order of the
activities.

Material:
Define needed material to each work activity, and consider relevant logistic issues in relation to the material 
flow.

4.4 Working Conditions

Working conditions is important to ensure comfort of the craftsmen on-site. The con-
straint contains parameters to ensure working comfort and relevant location or space
issues. Space issues includes access to work place, mutual interruptions and delays
caused by shared work areas, etc. while Working comfort includes temperature,
lighting, noise, working postures, working procedures, working base, etc. Working
comfort is much related to traditional working environment issues, which is a part of
safety. But where working environment is focusing on the safety and the health of the
workforce working comfort is focusing on output and quality. Therefore, working
comfort includes initiatives which go beyond the safety guidelines. Thus, working
comfort is secured by identifying and controlling all relevant parameters to improve
the working conditions.

To handle and optimize space issues, working areas and space requirements to
every activity are defined. Afterwards, space usage is linked to the schedule to ensure
that space is available; this can be achieved by applying Location Based Scheduling
or by using BIM, an example to a cyclogram is showed at Fig. 9. Appling a visual
approach is often an advantage because craftsmen often are very visual-minded.
Finally, if the space and working conditions considerations has revealed critical
elements in the sequence necessary rearrangements are made.

Working location and comfort:
Define the working area and space requirements to each activity. Ensure that space is available by linking 
usage to the schedule. Identify all elements which affect working comfort and seek to improve the conditions. 
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Fig. 9 Example; adjusting for space usage. Applying a cyclogram and compare it to the floor plan
to identify insufficient space and adjusting sub-sequences. The different collars in the cyclogram
represent the work of different contractors

4.5 Climate

Climate precautions:
Relevant precautions to consider includes: Covering, heating, snow removal, water protection etc. 

Every construction project is surrounded by its unique, complex, and changing
external climate. The external climate does by a number of parameters such as tem-
perature, wind, moisture, rain, snow, waves, and visibility affect the work conducted
at site. Even though the climate itself is unmanageable the impact of the climate
can be reduced. Despite most climate-parameters to some extent are following the
season, huge variation in actual climate conditions is making the impact especially
at long term close to impossible to forecast. Climate precautions are most often very
expensive to install and should therefore only be applied when necessary. Some cli-
mate precautions can be implemented at short term, but most climate precautions
have to be installed at a long term basis, due to a time-consuming installation and
high installation costs. Long term precautions are problematic because installation
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Fig. 10 Example; incorporating climate conditions. Contractor A (marked with green) is handling
climate conditions by noting and incorporating relevant climate precautions into the schedule. The
notes serve as a reminder to climate concerns

has to take place before the climate impact and thus the possible effect is known. The
unpredictability and complexity of climate impact preclude traditional cost-benefit
thinking when considering climate precaution, instead decisions is based on a risk
assessments [12]. Therefore, the first step to incorporate climate into the schedules
is to identify risks. When the risk profile containing critical scenarios is determined,
the second step is to consider the effect and cost of possible precautions. The third
step is to compare risks to the effect and costs of the individual precaution and to
determine if the precaution is selected or not. Based on the selection of climate
precautions a climate log is formulated containing a set of thought through actions
to handle the different risks if an incident occurs. Moreover, the installment of the
climate-precaution is incorporated in the sequence; an example can be seen at Fig. 10.

Climate:
Identify critical climate parameters, consider possible precautions, and make a plan of actions to different 
critical scenarios. 
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4.6 Safety

Safety precautions:
Relevant precautions to consider includes: safety distance, fall protection, covering of unsafe areas, access 
roads, etc.

Safety of the workforce is crucial. No activities should be conducted if it induces
any unnecessary safety-risks. Thus if safety is not considered, inappropriate solutions
might end up stopping the production. Therefore, to hinder accidents or hazards in
evolving and to avoid interruptions in the work flow safety risk needs to be identified.
Based on the revealed risks, safety precautions need to be considered, selected and
implemented. Besides direct safety fulfillments cf. the national “Health and Safety at
Work Act”, other preventive precautions include: safety inspections, safety trainings,
hazards planning, alcohol screening etc. [6] and could be combined with a increased
safety awareness in an attempt to hinder problems in developing. Finally, the sequence
is adjusted in relation to the effects of the safety precautions, an example can be
viewed at Fig. 11.

Safety:
Identify necessary safety precautions to the individual activity and plan for implementation.

4.7 Re-scheduling

In the search for continuous improvement the Phase Schedule has, at selected repeti-
tive tasks, to be re-thought. By returning to the scheduling phase process, positive and
negative experiences can be discussed, and overlooked sub-activities and problems
can be incorporated into the schedule. Thus, the re-scheduling of the Phase Schedule
does create an opportunity for mutual-learning and to incorporate that learning into
the schedule when the processes is repeated. Re-scheduling is moreover relevant if
the basis of the schedule (e.g. durations, interdependencies, constraints, critical path,
or the construction design) changes; therefore, these predefined conditions needs to
be continuously monitored [11]. To simplify the re-scheduling process, the sequence
is divided into key phases. The placement of the re-scheduling process is a balance
between time, spend learning, and time left in which the changes become effective.
Normally the re-scheduling is paced after an initial test round, (for instance a month
into the phase), or half way through the phase. Moreover, to get the full potential out of
the re-scheduling process, it should be combined with traditional waste reduction. If
the detail-level is increased while re-thinking the sequence waste could be identified
and removed.
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Fig. 11 Example; incorporating safety. Contractor A (marked with green) is securing a safe working
environment by noting and incorporating relevant safety precautions into the schedule. The notes
serve as a reminder to safety concerns

5 Look-Ahead Schedule

The Look-ahead plan, which can be viewed at Fig. 12, contains a making ready
for conduction principle, called the making ready window. It basically implies that
project manager focuses on future activities and ensures that they will be conductible.
The window is sliding forwards as construction progresses to ensure that activities
are sound when entering the Commitment Plan. The length of the window depends
on how time-consuming the making ready process is, but will normally be a six
weeks window. When an activity enters the Look-ahead window a making ready
process is launched. During the making ready process all constraints are removed
to ensure that the activity can start and finish on schedule [11, 15]. If one of the
constraints is not removed the task cannot be conducted. To avoid unfulfilled pre-
conditions to be overlooked Lindhard and Wandahl [15] categorized the precondi-
tions into nine main categories: (1) Known conditions, (2) construction design and
management, (3) connecting works, (4) workforce, (5) equipment and machinery,
(6) components and materials, (7) working location and comfort, (8) climate, and (9)
safety.

The pace of the making ready process needs to be kept high, in order to contin-
uously feed the Commitment Plans with ready activities [16]. The key rule when
making the schedule is that activities if possible should be fit to capacity and not
capacity to activities [16]. Thus, lowing the manning will fit capacity to activities
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Fig. 12 At the look-ahead schedule activities are made ready to ensure increased schedule reliability

and thereby slow down the production resulting in delay and waste, cf. not exploiting
the capability in the construction system was earlier mentioned as the 8th source to
waste.

It is important that the making ready process is pursuing optimal fulfillment of
the precondition. Optimal fulfillment will reduce the risk of varying soundness in
the preconditions resulting in reduced risk of non-ready activities in the schedule;
moreover, the output ratio is improved resulting in increased productivity. Thus, the
presents and the quality of the fulfillment of every precondition are important [11].
Communication and collaboration between contractors and site management is an
important part of the making ready process and increases both schedule quality and
conflict awareness [11].

When all preconditions have been fulfilled the activity is now regarded ready and
moved to a buffer of ready work. At risk activities, i.e. activities where soundness
is not yet achieved but instead is based on an anticipated fulfillment, are buffered
separately in an at risk buffer until the activity enters the Commitment Plan or the
risk is eliminated [12]. If the risk is eliminated the activity is moved to the buffer
containing ready work, cf. the arrow on Fig. 12. Most often at risk activities occurs
due to late or just-in-time deliveries of materials.
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A guiding list of possible constraints:
1 Known working conditions
a) Unknown working conditions which cause changes to plans
Be aware of:
Asbestos, rot or other unexpected conditions such incorrect or outdated drawings which create a misleading apprehension of the existing structure or soil conditions.

2 Construction design and management
a) Sufficient and correct plans, drafts, and specifications need to be present.
Be aware of:
- Drawings with wrong measurements
-Outdated drawings
-Missing drawings and clarification of -project details
-Missing approval of project design or details

b) Legal aspects
Be aware of:
-Government authorizations
-Building laws and Eurocodes
-Contracts and agreements

c) Communication, coordination, collaboration and individual mistakes
Be aware of:
-Misconceptions and oblivions due to high working pressure or lacking skills/experience.

d) Adjustments in the schedule
Be aware of:
Changes made to optimize the sequence
To keep the conducted schedule realistic and ensure that it can be followed.
Changes in soundness of activities can force the schedule to be changed.
A complex and changing environment forces the schedule to be rethought.
Incorrect time estimates

3 Connecting works 
a) Completion status of connected activities
Be aware of:
Previous activities not completed according to schedule
The increased risk of including “at risk activities” in the commitment plan

b) Rework in previous activities causing delay
Rework caused by insufficient quality
Rework caused by damages caused to completed work. 

4 Workers
a) Workers need to be present
Be aware of:
Illness in the workforce
Unexpected or overlooked vacation
Contractors not keeping their commitments by not showing up

b) Workers need to be qualified
Be aware of:
Changes in the workforce can result in lower output quality and quantity.

5 Equipment and machinery
a) Correct equipment and machinery is present
Be aware of:
Delayed equipment
Equipment used by other contractors
Incorrect equipment which is not fitting the work task
Breakdowns in equipment

Buffering creates a link between the Look-ahead schedule and the Weekly Work
Plans, where ready or at risk activities are selected from the buffers to fill the work
plans with sound work activities [11]. On-site construction is complex and unpre-
dictable resulting in unforeseen events and errors affecting the soundness of activ-
ities. According to Lindhard and Wandahl [18], Every precondition is a variable
and composes a possible obstruction for a given assignment to be fulfilled. Buffer-
ing increases process adaptability and thereby minimizes the effect of “error” by
absorbing undesired variability to maintain a constant workflow [11].

Because of the related cost and complexity buffering should be limited to comprise
next week’s work. Moreover, if possible the existing buffer should be replaced with
flexible buffer activities, cf. [2]. Bertelsen elaborates [1] Many projects activities
are not inter-dependent and may be executed in any sequence or even simultane-
ously without any effect on the overall result. Flexible activities are not tied into the
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sequence and can therefore be stored in the buffer until needed. Thus, by using a flex-
ible buffer, activities can handle variation without affecting the future sequence [16].

6 Components and materials
a) Correct materials
Be aware of:

Correct materials are delivered.

b) Materials are not present when assembling
Be aware of:

Unsuitable stocking, for instance due to moisture 

Dwelling materials in the stock

Materials damaged in stock or during assembly

7 Sufficient space and working comfort
a) No space for completing activities
Be aware of:

Not enough space

Space which have to be shared 

Ensure that access to workplace is possible

b) Satisfying working comfort has to be ensured
Be aware of:

Not suitable work surroundings

8 Climate conditions
a) Weather conditions
Be aware of:

Temperature conditions which do not allow some work tasks to be completed

Moister conditions in the building

Rain and weather conditions forcing work tasks to stop

Snow and frost conditions hindering activities to start

9 Safe working conditions
a) Safe working conditions need to be present
Be aware of:

The national “Health and safety at work act” needs to be obeyed. 

Work accidents which force production to stop

Flexible buffering:
Flexibility is referring to the ability to change. Flexible activities are tied to the sequence while flexible 
activities have free float and thus can be moved to make adjustments to the current situation.  
Factors affecting flexibility are the physical relationship between construction components, trade 
interactions, path interference and code regulations. An elaboration can be found in Echeverry et al. 
{1991}

6 Commitment Plans

Production control is founded on commitments between project participants. The
quality of the schedule is depending on the quality of the settled commitments [12].
At the point when an activity enters the Commitment Plan a binding commitment
is made. The Commitment Plan can be viewed at Fig. 13. To secure high quality
commitments, the site-manager needs to be prepared. Preparation includes insight
to the construction stage and its impact on sequencing, critical path, and the other
selection characteristics. Thus, the site-mangers needs to draw lines back to the initial
plans to understand the effects of possible changes. If these lines are not drawn
there is actually no reason to conduct Phase Scheduling. Despite the site-manger on
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Fig. 13 The commitment plan is the final level of scheduling and is setting the scene for the actual
production at site. The commitment plan is supported by a coordination schedule to organize and
daily look-ahead to keep track of progress at site

beforehand know the process he/she want, the site-manger still has to be open for
changes and for details he/she might have overlooked. By allowing the craftsmen to
influence the process, ownership to the schedule is ensured.

In the search for improved schedule quality the commitments have to be settled in
mutual agreement and with the best possible information on hand [12]. To procure
the information the schedule has to be updated to reflect the construction sites current
situation. Based on the completion stage of the individual activity adjustments in the
schedule has to be made to avoid any upcoming conflicts in handoffs.

Since the fulfillment of a precondition can change, a health check of the buffer
should be implemented [18]. Thus, the health check does minimize the likelihood
of non-ready activities entering the Commitment Plan [13]. By detecting changes
on beforehand adjustments can be made to avoid conflicts between handoffs and to
increase schedule quality and reliability [12, 18].

Finally, the six preconditions which are linked to the schedule at the Phase
Scheduling level need to be reincorporated to the schedule. This is achieved by sys-
tematically following the six preconditions and continuously update and integrate
the results into the schedule.
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Updating the six constraints to the Commitment Plans

Machinery
Update and link shared equipment and machinery to each activity to ensure availability. Group the activities, in relation to machinery usage, to 

improve utilization rates. Evaluate the maintenance and create a back -up plan in case of breakdowns. 

Material
Update needed material to each work activity and check for material availability. Consider site logistics and continuously se ek for improvements.

Workers
Make the final decision regarding the needed workforce to each activity and calculate next week’s mann ing. Ail towards a steady manning 

throughout the entire construction project. Consider the effect of initiatives implemented, to improve the comfort of the ind ividual craftsman, 

and continuously seek for improvements. 

Space and working conditions
Update working areas and space requirements to each activity. Ensure that space is available by linking usage to the schedule. Consid er the 

effect of the initiatives implemented to improve working comfort and continuously seek for improvements.

Climate
Consider the implemented climate precautions and scenario plans and update if relevant. When scheduling next week’s work, use weather 

forecast to keep track on the short -term effect of the climate parameters. Constantly follow the weather and act if critic al changes occur. 

Safety
Consider the selected safety precautions to the individual activity and follow-up by site monitoring during the completion phase. Act immediately 

if anything critical is detected to hinder accidents in developing. 

With this information on hand the scheduling proceeds. Selection of activities to
the Commitment Plan is based on the characteristics of the individual activity. Thus,
duration, interdependencies, float, critical path, and the six relevant constraints are
considered, i.e. the same parameters which were applied to refine the network chart
at the Phase Scheduling level. At the Commitment Plan level the capabilities in the
production system are known, thus all adjustments in the schedule are a coordination
of pre-defined parameters.

A systematical integration of the procured information increases the quality of
the settled commitments. Increased commitment quality decrease the likelihood for
changes in the schedule. Lowering the risk of changes in the schedule makes the
schedule trustworthy and reliable and most importantly binding for all project par-
ticipants [9]. If the plan is continually changed it loses its credibility and in worst
case execution is separated from planning [7].

Making a Commitment Plan can be very time-consuming. Meetings should be
limited to avoid long sessions of inactivity which is resulting in decreased concentra-
tions followed by low scheduling quality and slow progress. It is the site-manger who
is responsible for successfully organizing of scheduling meetings. To avoid inefficient
and time-consuming meetings it is important to consider task relevance and detail
level for discussions in plenum. If possible, inactivity could be reduced by dividing
the meetings in relation to physical relationships (e.g. outdoor and indoor work).

6.1 Coordination Schedule

To support communication and coordination on-site a Coordination Schedule is cre-
ated. The Coordination Schedule supports the Commitment Plan by clarifying and
fostering communication on-site. By structuring the needs of and clarifying the lines
of communication, coordination onsite is simplified. The schedule contains interrela-
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tionships and bonds between the activities. Moreover, it contains a list of relationships
and the needs for coordination, together with the one responsible. Thus, applying a
Coordination Schedule is supporting a decentralization of responsibility and force
and supports the subcontractors to communicate.

6.2 Daily Look-Ahead

Interruptions and conflicts in scheduled activities are making it necessary to focus on
creating soundness. Daily Look-ahead is implemented as an element to identify and
handle sudden conflicts. Conflicts are identified by every morning letting the foremen
and if necessary the site-manger briefly check-up on the soundness of the scheduled
activities. Especially the status of at risk activities are important to check-up, for
instance by checking the presents of workforce and materials. The Daily Look-
ahead which is an attempt to spot emerging conflicts as fast as possible is supported
by a general soundness awareness. Early conflict identification release time to make
adjustments to avoid interruptions and stops in the workflow. Identified non-ready
activities are replaced with ready activities from the buffer where characteristics of
the individual activity once again are decisive.

Communication and collaboration are important to secure an optimal handling of
arisen conflicts [14]. It takes teamwork to work around the changes to find and exploit
new possibilities and to optimize the process. Furthermore, communication and col-
laboration between the project participants are essential to avoid misunderstandings
when implementing the changes [11, 14].

6.3 Follow-Up

Halfway through the week, the site-manager walks a round on site to follow up on
the Commitment Plan, if anything critical is observed it is in a mutual agreement
settled how to intervene to ensure that the activity can finish on schedule. If the site-
manager realizes that an activity is being completed ahead of schedule he/she needs
to communicate and coordinate changes with subsequent subcontractors to secure
that the gap is exploited. Thus, it is just as important to ensure that the following
activity is starting on time as it is that the current activity is finishing on time. Besides
the wasted time-gap, rushing to finish a deadline just to discover that time is waste can
be demotivating. Gaps can be exploited by; Step (a) ensuring that the crew finishing
an activity before expected can continue their work. To ensure that the crew can
continue their work their activity needs to be grouped and is thus an extra argument
for keeping an even manning. Step (b) ensuring that any connecting activities are
able to start as fast as possible. Interdependencies between the multiple trades on
site makes it difficult to adjust the sequence because the next trade is often occupied
elsewhere, not-aware of the gap, or simply not ready to start the conduction of the
following activity.
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After completing the work-week corresponding to the Commitment Plan, output
quantity and quality are controlled. The measurements are used as inputs to the
mentioned schedule update.

Measuring Performance by Calculating Man-Hours (MPH)

The consumption of man-hours to each work activity is calculated and compared to
the hours completed in the schedules. Thus, the comparison will result in a direct
measurable size of possible delay. A man-hour status can be calculated by summing
positive and negative variation in output. Calculating performance per activity makes
it possible to follow the activities. To gain extra insight to the performance on site,
the calculation can be expanded to include material usage, utilization of machinery,
space and workforce etc. Repeated activities should normally be conducted faster
and with less effort. Hence, it is a sign of conflict if an activity starts to consume
extra resources for instance man-hours. It is important to note that most conflict can
be revealed and handled through communication. Talk to the subcontractors, they
will probably know the problem, and be able to provide you with increased insight.
In any case, communication is important in order to reveal and eliminate root-causes
to deviations.
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Measuring Quality

Output quality is important. A clear picture of performance is only achieved when the
effect of poor quality and defects are deducted from the initial performance. Rework
can be used as an indicator for unacceptable quality, and hours spend on rework can
be added to the MPH calculation. If a clarify picture of quality is requested, a quality
control check should be implemented in a handover process between handoffs. The
quality control check could be undertaken by either site management or the successive
work crew.

Learning

Continuously improvement is a central part of Lean Construction. In the PC4P system
continuous improvement is secured through a learning process. The Re-scheduling
process provides feedback at the Phase Scheduling level while the Learning process
accumulates on-site experiences and serves as feedback to the Look-ahead Schedule
and the Commitment Plans. The Learning process is a part of the site manager’s
rounds on-site, where conversations with the men on-site are essential. By discussing
the current progress both positive and negative experiences are gathered. The lessons
learned helps in adjusting the upcoming process and to continuous improve. Negative
experiences, which surfaces as conflicts and non-completions are reduced by tracking
down root-causes to avoid repetitions. Moreover, understanding the triggers can help
in predicting future conflicts [14]. Positive experiences, which surfaces as genius
solutions and ideas, are preserved through reflection and discussions to understand
and accumulate the experiences.
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Optimization in the Development of Target
Contracts

S. Mahdi Hosseinian and David G. Carmichael

Abstract Target contracts are commonly used in construction and related project
industries. However, research to date has largely been qualitative, and there is no
universal agreement on how any sharing of project outcomes should be allocated
between contracting parties. This chapter demonstrates that by formulating the shar-
ing problem in optimization terms, specific quantitative results can be obtained for all
the various combinations of the main variables that exist in the contractual arrange-
ments and project delivery. Such variables include the risk attitudes of the parties
(risk-neutral, risk-averse), single or multiple outcomes (cost, duration, quality), sin-
gle or multiple agents (contractors, consultants), and cooperative or non-cooperative
behaviour. The chapter gives original, newly derived results for optimal outcome
sharing arrangements. The chapter will be of interest to academics and practitioners
interested in the design of target contracts and project delivery. It provides an un-
derstanding of optimal sharing arrangements within projects, broader than currently
available.

1 Introduction

When an owner (principal) engages a contractor (agent), the contractor performs
effort (at cost) that leads to some project outcome which is observable both to the
contractor and owner [58]. The outcome is not only dependant on the contractor’s
effort but is also affected by events which are outside of the contractor’s influence.
That is, there exists outcome uncertainty. A detailed review of uncertainties in con-
struction projects can be found in Barnes [13], Rahman and Kumaraswamy [60] and
El-Sayegh [34]. The contractor’s effort cannot be fully monitored by the owner. That
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is, there exists information asymmetry [50, 59]. Due to the existence of outcome
uncertainty and asymmetric information, an opportunist contractor may act in its
own interests instead of the owner’s interest [58]. Because effort is at cost to the
contractor, the contractor may not give the effort that the owner desires [33]. This
may lead to conflict between the contractor and the owner [14, 18, 39], and it may
affect the success of the project work [37, 46, 53].

One way of addressing this is for the owner to provide an incentive to the contrac-
tor based on the contractor’s actual performance, as measured by project outcome
expressed relative to a target [33, 45, 67, 75]. Such incentive approaches are ex-
ampled by a cost reimbursable contract, with an outcome sharing arrangement or
formula, based on a target [22]. The contract aligns the contractor’s interests with
those of the owner, but at the price of transferring risk to the contractor. Eisenhardt
[33] points out that the outcome uncertainty introduces risk, which must be borne by
someone. Eisenhardt [33] argues that, as uncertainty increases, it becomes increas-
ingly expensive to shift risk to the contractor. The trade off between incentive and
risk in determining the sharing arrangement is central to the design of a contract with
an outcome sharing arrangement [73].

In the construction and related project industries literature, although the notion
of outcome sharing is well established, research to date has largely been qualita-
tive, and there is no universal agreement on how any sharing of project outcomes
should be allocated between contracting parties [11, 72]. This chapter demonstrates
that by formulating the sharing problem in optimization terms, specific quantitative
results can be obtained for all the various combinations of the main variables that
exist in the contractual arrangements and project delivery. Such variables include
the risk attitudes of the parties (risk-neutral, risk-averse), single or multiple out-
comes (cost, duration, quality), single or multiple agents (contractors, consultants),
and cooperative or non-cooperative behaviour. The chapter gives original results for
optimal outcome sharing arrangements. The chapter will be of interest to academics
and practitioners interested in the design of target contracts and project delivery. It
provides an understanding of optimal sharing arrangements within projects, broader
than currently available.

The optimization results presented here may be used by contracting parties in
the design of their contracts, or as optimal benchmarks by which contracts designed
differently may be compared.

The order of presentation in this chapter is as follows. Firstly, a literature review
is given. The sharing problem is then established in optimization terms. This is
followed by a discussion on the method of solution to the optimization problem
for different cases including risk-neutral/averse parties, single/multiple agents and
cooperative/non-cooperative behaviour. Finally, the optimization results are provided
for all cases.

Reference in the following is to construction projects for definiteness, but the
development applies equally to related project types.
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1.1 Notation, Symbols, Terminology

The principal notation, symbols and terminology used in this chapter are:

Ac Actual (final) cost of the work (excluding the contractor’s fee)
At Actual time
b Constant coefficient ($/effort2)
C Agent’s cost of its effort ($)
CE Certainty equivalent
e Agent’s effort; action (such as hours worked, or generally paying attention

to the owner’s interests) [52].
E[] Expected value
F Fixed component of the agent’s fee
Fee Agent’s fee
I An identity matrix
k Constant; coefficient ($/effort)
m An estimate of the costs to the owner for late completion (similar to the

value of liquidated damages)
MinFee Minimum fee
n Sharing ratio—the proportion going to the contractor; takes values in the

range 0 to 1
P A covariance matrix
q An unitary column vector
r Level of risk aversion ($−1)

RP Risk premium ($)
Tc Target cost estimate of work (excluding the agent’s fee)
Tt Target time (schedule) estimate
U Utility ($)
x Outcome ($)
ε That beyond the agent’s influence (noise)
λ Lagrange multiplier
ρ Correlation coefficient between the actual cost and actual time uncertainty,

taking a value between −1 and 1
σ 2 Outcome variance

Outcome—This refers to something that the owner cares about (related to cost,
time and quality), measured in monetary units and expressed relative to a benchmark
or target that is desired by the owner. An outcome might, for example, be expressed
with respect to: cost underruns/overruns relative to a target cost; late completion cost
or early completion saving relative to a target duration; monetary value of quality of
work done compared with a target level of quality.

Risk—Exposure to the chance of occurrence of events adversely or favourably
affecting the project as a consequence of uncertainty [4, 24].
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Risk-averse—The term applies to individuals who avoid risk, are afraid of risk,
or are sensitive to risk [27].

Risk-neutral—The term refers to those who do not care about risk, and can dis-
regard risk associated with different alternatives in decision making [27, 49].

2 Literature Review

The intent of using an outcome sharing arrangement in target contracts is to bring the
contracting parties into closer co-operation. The sharing of savings and losses pro-
vides a strong motivational factor for the contracting parties to work together, rather
than in a confrontational or adversarial fashion, desirably leading to a successful
project [22, 23, 38, 51, 70]. A growing dissatisfaction among owners with payment
types such as lump sum has created a call for more outcome sharing contracts in
construction projects [54].

However, concerns remain about selecting the proper sharing arrangement in
target contracts. Because project work can involve large risk [51], choosing an ap-
propriate sharing arrangement becomes essential in achieving project goals [34, 51,
60]. If the sharing arrangement is judged inappropriate, then performance may be
reduced [20]. Disagreements, claims, and disputes eventually distort relationships
among the parties, and these can be influenced by inappropriate sharing arrangements
[61].

A number of studies have looked at the outcome sharing arrangement in con-
struction and related project industries. The following provides a review of these
studies.

Barnes [13] outlines the basic principles which should govern sharing arrange-
ments in construction contracts. For example, he suggests that owners should be
allocated all outcomes that are predominantly outside the contractor’s influence.
Barnes [13] argues that the owner and the contractor achieve substantial benefits if
outcome is properly shared between them. Abu-Hijlen and Ibbs [3] argue that the
contractor’s share of any underrun should be equal to or greater than the contractor’s
share of any overrun. Ward et al. [73] point out that project risk management might
be improved if project outcomes are appropriately shared between the contracting
parties. They argue that the willingness of contracting parties to take on risk is an
important consideration in the sharing arrangement.

Al-Subhi Al-Harbi [5] identifies a lack of literature giving guidance on the setting
of sharing arrangements in contracts. He uses utility theory to explain how owners and
contractors determine a best sharing arrangement. He arbitrarily assigns numerical
values to the utility functions of the owner and the contractor, and then calculates
their utility levels for different combinations of outcome sharing and hypothetical cost
distributions. He argues that the owner’s and the contractor’s attitudes toward risk and
the distribution of the final project cost affect the sharing arrangement. To simplify
the negotiation process between the owner and the contractor to reach an agreement
about the outcome share to the contractor, he recommends two things. Firstly, the
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owner and the contractor should calculate the anticipated standard deviation of the
actual project cost. If it is highly probable that the project cost will be higher than
initially predicted, the target cost must be raised. Secondly, the contracting parties
should discuss their attitudes towards risk to help in understanding each other’s
position.

Based on a survey conducted on a sample of highway contracts with incen-
tive/disincentive provisions, Arditi and Yasamis [9] suggest that when using multiple
incentive schemes, care should be taken not to overemphasize a particular incentive,
as this might cause an imbalance in the contractor’s priorities and therefore harm the
owner’s interests.

Perry and Barnes [56] discuss that contractors are motivated to increase the value
of the fee and decrease the value of the target. This motivation increases if the propor-
tion of outcome sharing to the contractor is low. They argue that a low proportion of
outcome sharing to the contractor decreases the contractor’s motivation to put effort
into reducing the actual cost. Perry and Barnes [56] suggest avoiding a proportion of
outcome sharing to the contractor less than 0.5. They stress some factors that play
a significant role in a successful sharing arrangement. These factors are precise and
clear definitions of actual cost and fee, realistic tenders backed up by comprehensive
estimates, realistic estimates by the owner, and reliable and fair methods of target
adjustment.

Broome and Perry [21] describe some factors that influence a sharing arrangement.
These factors are the owner’s and contractor’s goals in the project, constraints (such
as time and cost), project risks, ability of the parties to manage project risks, and
the relative financial strengths of the parties to the contract. Broome and Perry [21]
conclude that there is need for research on the interaction of risk and the selection
of a sharing ratio.

McGeorge and Palmer [57] suggest that the sharing be allocated 50 % to the
owner and 50 % to the other parties to the project (divided in proportion to each
of the other parties’ contribution). Ward and Chapman [72] argue that contractors
could nominate a sharing value as the part of their tender. Sappington [66] talks
of an iterative approach between the owner and the contractor to establishing the
contractor’s fee.

A model for outcome sharing, provided by Ross [64] and discussed by Sakal [65]
and Love et al. [54], suggests that any cost overrun/underrun be shared 50:50, while
underrun sharing is adjusted up or down based on performance in non-cost areas
(such as schedule and quality). Love et al. [54] argue that a cost sharing ratio equal
to 0.5 underpins the equality of the owner and contractor relationship.

Badenfelt [11] identifies limitations in the literature on how to select a sharing
ratio in a target cost contract. Based on interviews with eight construction owners
and eight contractors, Badenfelt [11] identifies three factors influencing the choice of
the proportion of outcome sharing to the contractor, namely perception of fairness,
knowledge of target cost contracts and long-term relationships. To develop a proper
sharing arrangement, Badenfelt [11] recommends that the contracting parties collect
trustworthy data about each other’s skills, reputation and target cost.
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Despite an extensive body of publications on target contracts, a review of the lit-
erature reveals that limited in-depth analysis has been undertaken in order to provide
practitioners with a proper outcome sharing arrangement to adopt. Few studies have
been conducted examining the influence of factors that affect the choice of the sharing
arrangement [11, 46]. Hughes et al. [46] claim that there is a clear need to explore
appropriate sharing arrangements. Badenfelt [11] argues that the current practice of
choosing the proportion of outcome sharing to the contractor is rather arbitrary, and
not based on scientifically sound evidence or mathematical calculation. No literature
appears to have focused on the optimal form of sharing arrangements in construction
contracts. In such light, this chapter gives optimal sharing arrangements in target
contracts.

3 Outline of the Optimization Problem

In the simplest optimization problem, a sole contractor (agent) is engaged by the
owner (principal), and the owner is concerned with only one project outcome. Ex-
tensions to this simplest problem involve multiple outcomes (cost, duration, quality)
or/and multiple agents (contractors, consultants) in different delivery configurations.

In all cases, the owner is not able to fully monitor the effort of the contrac-
tors/consultants, but the owner is able to measure the outcome of the effort. The
owner desires an optimal outcome sharing contract that maximizes the owner’s ex-
pected utility, while ensuring that the contractors/consultants agree to the contractual
arrangement and the contractors/consultants select an effort level acceptable to the
owner; this defines the objective function and the constraints to the optimization
problems.

Consider, firstly, the simplest optimization problem mentioned above.

3.1 Underlying Basis

The underlying basis for the optimization problems is presented here in terms of: (I)
the outcome, (II) the contract, and (III) the parties’ utilities.

I. Outcome. The outcome, denoted by x and measured in monetary units, is as-
sumed to depend on the contractor’s effort, denoted by e, and events which are outside
of the contractor’s influence, allowed for through a noise term, ε, representing the
uncertainty in the model,

x = x(e, ε). (1)

Although the contractor’s skill influences the outcome, it is assumed here that all
suitable contractors have equivalent skills. Suitability could be ensured, for example,
through pre-qualification of contractors, or proper and thorough tender evaluation,
against both price and non-price criteria. This is generally considered recommended
practice in order to ensure minimum good standards amongst all potential contractors.
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However, it is acknowledged that prequalification and thorough tender evaluation
practices may not be the case in some countries and on some projects.

II. The contract. The contractor’s fee, denoted Fee, is taken as being dependent
on the outcome,

Fee = Fee (x(e, ε)) (2)

III. Utility. The owner receives the outcome, x, but has to pay the contractor’s
fee. Therefore the owner’s utility (or payoff), in monetary units and denoted Uo, is a
function of the difference between the outcome received and the fee paid,

Uo = Uo [x(e, ε) − Fee(x)] (3a)

The contractor receives a fee, but in doing so expends effort, e, at cost in order to
produce any outcome. Let C(e) be the dollar amount necessary to pay the contractor
for inducing a particular effort level, e. Let the effort e = 0 be the effort the contractor
would select without any incentive; that is C(0) = 0. The contractor’s utility (or
payoff), in monetary units and denoted Uc, is a function of the difference between
the fee received and the cost of the effort. The contractor’s utility is assumed to be
separable into the utility of the fee received, and the cost of the effort [39],

Uc [Fee − C] = Uc [Fee(x)] − C(e) (3b)

Equation (3b) implies that more effort increases the contractor’s utility, but at cost to
the contractor.

Following Holmstrom and Milgrom [40, 41], Feltham and Xie [36], and Banker
and Thevaranjan [12], the contractor’s cost function C(e) is assumed to increase with
e at an increasing rate. The simplest functional form that meets this requirement can
be written as:

C(e) = b

2
e2 (4)

Here b is a constant coefficient reflecting the influence of contractor effort on cost;
it converts units of effort2 to monetary units.

3.2 Optimization Components

The owner wishes to design an optimal outcome sharing contract, that is one that
maximizes its expected utility,

Max
Fee

{
E [Uo [x(e, ε) − Fee(x)]]

}
(5)

subject to constraints. E[ ] denotes expected value.
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One constraint occurs because the contractor only agrees to the contractual
arrangement if its expected utility exceeds a minimum utility (MinFee).

E [Uc [Fee(x)]] − C (e) ≥ MinFee (6)

This minimum utility might be interpreted as the utility of the contractor in its next
best work opportunity, and it reflects the bargaining power of the contractor [52].

A second constraint occurs because the contractor selects the effort level that
maximizes its expected utility, and so in order to motivate the contractor to choose
an effort level that is in the owner’s interests, the contract needs to maximize the
contractor’s expected utility.

Max
e

{E [Uc [Fee(x)]] − C (e)} (7)

Expression (7) represents the link between the fee offered by the owner and the effort
selected by the contractor.

The first constraint (6) is called the individual rationality (IR) constraint [49].
The second constraint (7) is called the incentive compatibility (IC) constraint; this
constraint reflects the restriction that the owner can observe the contractor’s outcome
but not its effort [49].

The owner’s problem can thus be expressed as a constrained maximization prob-
lem in which the owner selects the contractor fee to:

Maximize the owner’s expected utility (Expression 5)
subject to:
The contractor’s individual rationality constraint (Expression 6)
The contractor’s incentive compatibility constraint (Expression 7)

4 Extended and Specialized Optimization Problems

The formulation given in the previous section may be extended and specialized for
differing project situations.

4.1 Cooperative Contracting: Owner and Contractor

Firstly, consider the situation where the contractor selects its effort level coopera-
tively without need for any incentive [52]. This removes the need for the incentive
compatibility constraint, and gives what might be called a first-best solution to the
optimization problem [52]. The optimization problem reduces to expressions (5) and
(6). The contractor’s fee is selected to maximize the owner’s expected utility subject



Optimization in the Development of Target Contracts 267

to providing the contractor with its minimum expected utility (MinFee) in order to
motivate the contractor to accept the contract.

At the optimum, it can be demonstrated that the owner does not need to pay
the contractor more than the minimum fee that it needs to agree to the contractual
arrangement. (The owner’s utility monotonically increases with Fee.) Thus expres-
sion (6) should hold as an equality.

Introducing a Lagrange multiplier, λ, the optimization problem can be expressed
as,

Max
Fee,λ

{
E [Uo [x(e, ε) − Fee(x)]] + λ

(
E [Uc [Fee]] − C(e) − MinFee

⎢}
(8)

Expression (8) interprets the optimization problem as maximizing a weighted com-
bination of the expected utilities of the owner and contractor.

Such contractor behaviour may occur in cooperative contracting, as exampled
by alliances, where the contractor is assumed to behave as the owner would like;
the contractor cooperatively puts in effort in the owner’s interests. There are several
reasons that may motivate the contractor to act this way: the prospect of future
business with the owner [21, 26, 62]; moral sensitivity may prevent the contractor
from providing less effort than a previously agreed level of effort [2, 58, 69]; the
existence of trust between the contracting parties perhaps due to previous experiences
or an existing long-term relationship [2, 10, 11, 28, 30, 35, 47, 74]; and maintaining
a professional reputation [26, 67].

Appendix A gives the solution to expression (8).

4.2 Cooperative Contracting: Owner, Contractor and Design
Consultant

The two-party (owner and contractor) cooperative case can be extended to include
three parties—owner, contractor and design consultant—and to embrace different
delivery methods.

Consider a contractor and a design consultant engaged as agents to undertake con-
struction and design, respectively, for an owner. The contractor and design consultant
here are indexed with subscripts i = 1, 2, respectively. The outcome of the collec-
tive design and construction work, measured in monetary units and denoted by x, is
assumed to depend on the contractor’s effort, denoted by e1, the design consultant’s
effort, denoted by e2, and events which are outside the contractor’s and consultant’s
control, allowed for through a noise term, ε, representing uncertainty.

Let the contractor’s fee, denoted by Fee1, and the design consultant’s fee, denoted
by Fee2, be functions of the outcome,

Feei = Feei [x(e1, e2, ε)] i = 1, 2 (9)
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Fig. 1 Traditional delivery
method showing contractual
links [22]

Owner Design consultant

Contractor

Fig. 2 Managing contractor
delivery method showing
contractual links [22]

Managing contractor Design consultant

Owner

The following addresses the optimum form of Eq. (9) for two different delivery
methods, representing two different owner-contractor-design consultant relation-
ships. Common appellations for these delivery methods are ’traditional delivery’,
and ’managing contractor delivery’ [22]. Though there is not universal agreement
on this terminology, it is adopted here; as well, the word ’method’ is dropped in
the following usage to avoid repetition, but it is implied whenever these delivery
methods are referred to. The contractual links in traditional delivery and managing
contractor delivery are shown respectively in Figs. 1 and 2; other project participants,
such as subcontractors and suppliers are not shown. In traditional delivery, the owner
contracts separately with the design consultant and the contractor. A form of this
delivery, preferred by some owners, is where the contractor is involved early in the
project in order that the contractor may have input to the design; this might be re-
ferred to by some as early contractor involvement delivery. In managing contractor
delivery, the contractor is engaged by the owner to manage the design consultant and
to construct the work.

A constrained maximization problem is solved for each delivery method, to give
the optimum outcome sharing; the owner’s expected utility (expected saving) is max-
imized through selection of the fees of the contractor and design consultant acting as
agents, while ensuring that the agents agree to the contractual arrangements (inter-
preted as constraints). There is no incentive compatibility constraint present because
in cooperative contracting the efforts are assumed to be selected cooperatively by
the agents, rather than selfishly.

4.2.1 Traditional Delivery Method

The owner wishes to maximize its expected utility, given by,

Max
Fee1,Fee2

⎧
⎪

⎥E

⎩

Uo

⎩

x -
2∑

j=1

Feej












 (10)

subject to individual rationality constraints,
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E [Ui [Feei]] − Ci(ei) ≥ MinFeei i = 1, 2 (11)

At the optimal, expression (11) should hold as an equality. Using Lagrange multi-
pliers, λi , i = 1, 2, the optimization problem may be expressed as,

Max
Fee1,Fee2,λ1,λ2

⎧
⎪

⎥E

⎩

UO

⎩

x −
2∑

j=1

Feej







+
2∑

i=1

λi
(
E [Ui [Feei]] − Ci (ei) − MinFeei

⎢





(12)
Expression (12) gives the optimization problem as maximizing a weighted combi-

nation of the expected utilities of the owner and the agents.
Appendix B gives the solution to expression (12).

4.2.2 Managing Contractor Delivery Method

In managing contractor delivery, the owner’s utility (or payoff) is a function of the
difference between the outcome received and the fee paid to the contractor,

Uo = Uo [x − Fee1] (13)

The contractor’s utility (or payoff) is a function of the difference between the fee re-
ceived, and the cost of the contractor’s effort and the fee paid to the design consultant,

U1 [Fee1 − Fee2 − C1] = U1 [Fee1 − Fee2] − C1(e1) (14a)

The design consultant also receives its fee, but at the cost of its effort. The consultant’s
utility (or payoff) is given by,

U2 [Fee2 − C2] = U2 [Fee2] − C2(e2) (14b)

The owner’s optimization problem, in designing the contractor’s contract, is one that
maximizes the owner’s expected utility,

Max
Fee1

{E [Uo [x − Fee1]]} (15)

subject to the individual rationality constraint,

E [U1 [Fee1 − Fee2]] − C1(e1) ≥ MinFee1 (16)

The contractor, in designing the consultant’s contract, needs to provide the consultant
with its minimum expected utility, MinFee2, in order to motivate the design consultant
to accept the contract,

E [U2 [Fee2]] − C2(e2) ≥ MinFee2 (17)
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At the optimal, expressions (16) and (17) hold as equalities. Using Lagrange multi-
pliers, λ1 and λ2, the optimization problem can be expressed as,

Max
Fee1,Fee2

E [Uo [x − Fee1] ]

+ λ1 (E [U1 [Fee1 − Fee2]] − C1(e1) − MinFee1)

+ λ2 (E [U2 [Fee2]] − C2(e2) − MinFee2)

(18)

This owner’s problem may be interpreted as maximizing a weighted combination of
the expected utilities of the owner, contractor and design consultant.

Appendix C gives the solution to expression (18).

4.3 Non-cooperative Contracting

For the non-cooperative contracting cases, the incentive compatibility constraint is
reinstated to the optimization problem. Its purpose is to motivate the contractor to
behave in the owner’s interest. However, by incorporating this constraint the opti-
mization problem loses tractability. Tractability can be restored by using an alterna-
tive formulation, referred to as Linear contacting—Normal distribution (LN). The
LN approach uses the simplifying assumptions that the fee is a linear function of out-
come and a project’s equivalent monetary outcome is normally distributed. Consider
each assumption in turn.

Fee as a linear function of outcome. This assumption implies,

Fee = F + nx (19)

Here F is a fixed component of the fee-tendered or agreed—and n is a sharing ratio
distributing the outcome between the owner and the contractor, and is defined as the
proportion going to the contractor; it takes values in the range 0 to 1.

Examples. In contracts based on a target cost, the outcome may be interpreted as
a cost underrun/overrun. Using Eq. (19), the contractor’s fee is calculated according
to

Fee = F + n(Tc − Ac) (20)

where Tc is a target cost estimate of the work (excluding contractor’s fee); and Ac is
the actual (final) cost of the work (excluding contractor’s fee). Such arrangements are
variously known as cost plus incentive fee contracts [70], target cost contracts [22,
56] or financial incentives [11], and belong to the category of payment types called
prime cost or cost reimbursable. Equation (20) incorporates the special cases of a
variable fee only (F = 0), a fixed fee only (n = 0), the non-target cost case (Tc = 0),
and any combination of these, as well as in-between cases. The contractor’s fee goes
up or down depending on the actual cost; for cost overruns, the fee is adjusted down
(disincentive); for actual cost less than estimated, the fee is adjusted up (incentive).
Upper and lower limits or caps can be additionally placed on the fee.
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Based on a target time (duration), the outcome may be interpreted as the monetary
value of time underrun/overrun. Using Eq. (19) the contractor’s fee is calculated
according to,

Fee = F + n(Tt-At)m (21)

where Tt is a target estimate of completion time (work duration); At is actual com-
pletion time (duration); and m converts time units to cost units, for example late
completion in contracts is reflected in the amount inserted in the contract for liqui-
dated damages. Upper and lower limits can be additionally placed on the fee.

As an implementation issue, care needs to be exercised in the choice of a target
cost and target duration. Too high a target cost estimate may be easy for the contractor
to achieve; too low an estimate may be hard to achieve. A similar comment applies
to duration estimates [11, 22, 23]. Love et al. [54] suggest that the targets need to be
established by engaging all contracting parties. This results in the non-owner parties
having ’ownership’ of the project and in so doing provides an incentive to achieve
the desired project outcomes. Carmichael [22] suggests that the target cost and target
duration estimates can be agreed by the parties, or established by a third independent
party. Hughes et al. [46] stress the need for an open and transparent relationship,
necessary to avoid target costs being set too high. Bower et al. [19] point out that the
target should be the best estimate mutually agreed by the contracting parties.

Although a nonlinear payment may lead to a better outcome for the owner, the
linear class of payment is studied for the following reasons. Firstly, simulation-
based research has shown that the difference in results arising from the use of a
linear payment assumption is relatively small [15, 63]. Secondly, it is straightforward
to implement managerially. Finally, the choice of a linear payment assumption is
consistent with that of Holmstrom and Milgrom [40]; they show that linear payments
may indeed be the optimal form where agents continuously influence effort and
observe outcome.

A project’s equivalent monetary outcome is normally distributed. A project’s final
cost is comprised of the sum of many component costs. The central limit theorem then
gives that the distribution of the final cost will approach a normal distribution inde-
pendently of the distributions describing the component costs [7, 16, 25]. Barnes [13]
argues for the use of a normal distribution for construction activities and estimates.

4.3.1 Single-Contractor, Single-Outcome

This section first introduces the case where there is one contractor engaged by the
owner, and the owner is concerned with only one project outcome. This is later
extended to more complicated cases including multiple agents, and then multiple
outcomes. The section uses the LN approach to achieve a tractable solution to the
optimization problem. For convenience, it is assumed that the outcome varies linearly
with effort, e, giving,

x = ke + ε (22)
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where the constant coefficient k converts units of effort to monetary units, and repre-
sents the effectiveness of the contractor’s effort towards the outcome. ε is assumed to
be normally distributed with a mean of zero and variance σ 2 in accordance with the
LN approach [40]. σ 2 then is the variance in the outcome. The linearity assumption is
not critical; rather it simplifies the mathematical manipulation. Coughlan and Sen [29]
demonstrate that this linearity assumption does not involve much loss of generality.

Consider the case where both parties are risk-averse. The owner wishes to maxi-
mize its expected utility through choice of the contractor’s fee. The contractor also
wishes to maximize its expected utility through choice of effort, e. However, it is
difficult to find the exact expected values of the owner and contractor utilities, and so
the certainty equivalence concept is used as a work-around [27]. There is a certainty
equivalent corresponding to any given expected utility. Maximizing expected utility
is equivalent to maximizing its certainty equivalent [27].

For the owner, a certainty equivalent is a saving that is equivalent in the owner’s
mind to a corresponding situation that involves uncertainty, and equals expected
saving minus its risk premium, RPo. This is given by,

CEo = E[x-Fee] − RPo (23)

where the subscript O refers to the owner. For the contractor, a certainty equivalent
is a fee that is the same in the contractor’s mind to a corresponding situation that
involves uncertainty, and equals expected fee minus the cost of its effort, C(e), and
minus its risk premium, RPc. This is given by,

CEc = E[Fee] − C(e) − RPc (24)

where the subscript C refers to the contractor. In obtaining the risk premium, a suitable
approximation is provided by Pratt (1964) and also discussed in Clemen and Reilly
[27] and Kirkwood [48] and for the owner and contractor are, respectively, given by,

RPo = 1

2
(1 − n)2roσ

2 (25)

RPc = 1

2
n2rcσ

2 (26)

Accordingly, the optimization problem can be expressed as,

Max
n,F

{
(1 − n)ke − F − 1

2
(1 − n)2roσ

2
}

(27)

subject to

F + nke − b

2
e2 − 1

2
n2rcσ

2 ≥ MinFee (28)
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Max
e

{
F + nke − b

2
e2 − 1

2
n2rcσ

2
}

(29)

Appendix D gives the solution to this optimization problem.

4.3.2 Consortium of Contractors

The previous section discussed the sharing problem in contracts with a single con-
tractor. This section extends that to a consortium of contractors (multiple agents).
The sharing problem with a consortium of contractors exists in two components. The
first involves sharing the project outcome between the owner and consortium. The
second involves distributing the consortium’s share of the project outcome among
the contractors within the consortium. For simplicity the following only focuses on
outcome sharing with a consortium of two contractors, each is indexed i, but the
results are applicable to more than two contractors.

Based on the LN approach, let the outcome and the contractors’ fees respectively
be,

x =
2∑

i=1

kiei + ε (30)

Feei = Fi + nix i = 1, 2 (31)

The other parameters of the optimization problem remain as defined previously,
with the addition of the subscript i referring to contractor i within the consortium.
Assume that the owner is risk-neutral. The optimization problem for contracts with
a consortium of two risk-neutral contractors becomes,

Max
n1,n2,F1 ,F2

{(
1 −

2∑

i=1

ni

)(
2∑

i=1

kiei

)
−

2∑

i=1

Fi

⎛
(32)

subject to

Fi + ni

2∑

j=1

kjej − b

2
e2

i
≥ MinFeei i = 1, 2 (33)

Max
ei

⎧
⎪

⎥Fi + ni

2∑

j=1

kjej − b

2
e2

i




 i = 1, 2 (34)

For contracts with a consortium of two risk-averse contractors, expressions (33)
and (34) become,

Fi + ni

2∑

j=1

kjej − b

2
e2

i
− 1

2
n2

i
riσ

2 ≥ MinFeei i = 1, 2 (35)
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Max
ei

⎧
⎪

⎥Fi + ni

2∑

j=1

kjej − b

2
e2

i
− 1

2
n2

i
riσ

2




 i = 1, 2 (36)

The solutions to these optimization problems are given in Appendices E and F.

4.3.3 Multiple Outcomes, Single Contractor

Consider now the sharing problem involving multiple outcomes, where the owner is
concerned with more than one of cost, time (duration), quality or safety.

Example. In contracts with a target cost and a target time, the outcomes may be
interpreted, respectively, as cost overrun/underrun and the monetary value of time
overrun/underrun. A multiple outcome sharing arrangement based on cost and time
performance may have a fee calculated according to,

Fee = F+nc(Tc − Ac) + nt(Tt − At)m (37)

where nc is the sharing ratio associated with cost, and nt is the sharing ratio associated
with time. Other symbols are as defined in Eqs. (20) and (21).

Consider, for example, the situation in which the owner cares about μ different
issues (cost, time/duration, quality, …). In order for each to be interpreted as an
outcome in the sense defined above, they are first expressed in monetary units. Let
the contractor’s contribution to each associated outcome i, i = 1, 2, …, μ, be

x = Ke + ε (38)

where the symbols have the same meanings as previously; x, e and ε are column
vectors of order μ and K is a μ × μ matrix. Assume that the owner is risk-neutral.
Consistent with the earlier development, let the fee and contractor’s cost function
respectively be,

Fee = F + nTx (39)

C = 1

2
eTBe (40)

where the superscript T denotes the transpose of the matrix; Fee, F and C are scalars;
n is a column vector of order μ and B is a μ×μ matrix. For a risk-averse contractor
and a risk-neutral owner, the optimization problem can be expressed as,

Max
n

⎝
qTKe − F − nTKe

⎞
(41)

subject to,

F + nTKe − 1

2
eTBe − 1

2
rnTPn ≥ MinFee (42)
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Max
e

{
F + nTKe − 1

2
eTBe − 1

2
rnTPn

}
(43)

where P is a covariance matrix and q is an unitary column vector.
Appendix G gives the solution to this optimization problem. The results show the

influence on sharing arrangements of: different levels of uncertainty; different levels
of contractor’s effort effectiveness towards the outcomes; different levels of contrac-
tor’s effort cost for producing the outcomes; and outcome uncertainty correlation.

5 Optimization Results

The following provides an outline and discussion on the solutions to the above
optimization problems.

5.1 Cooperative Owner-Contractor

Appendix A demonstrates that the optimal outcome sharing arrangement for the
cooperative owner-contractor case determines the contractor’s fee according to,

Fee = F + nx (44)

where F is a constant (fixed) and,

n = ro

ro + rc
(45)

here ro and rc are the owner’s level and the contractor’s level of risk aversion respec-
tively; and x is the monetary value of the project outcome.

Equation (45) gives a constant value for the parameter n. This is because the owner
and contractor levels of risk aversion are fixed. Thus, according to Eqs. (44) and (45),
the optimal sharing arrangement, in cooperative contracting, is linear in the outcome.
This result answers a common question over whether the sharing should be linear or
nonlinear with respect to outcome [31, 32]. ANAO [6] and Hauck et al. [38] report
successes using linear relationships.

For the extension covering multiple outcomes i, i = 1, 2, …, such as cost, time,
quality or safety, it can be shown that the form of the optimal sharing arrangement
is,

Feei = Fi + ro

ro + rc
xi i = 1, 2, . . . (46)

and,
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Fee = F + n
2∑

i=1

xi (47)

Equations (46) and (47) show that the optimal sharing arrangement with multiple
outcomes is linear in the outcomes. The conclusions are similar to that obtained for
the single outcome sharing case.

This theoretical development shows that the optimal outcome sharing is affected
by owner and contractor risk attitudes. For a method of measuring levels of risk
aversion see Clemen and Reilly [27]. As the contractor becomes more risk-averse, it
prefers to receive/bear a lower share of the outcome underrun/overrun. Conversely,
as the owner becomes more risk-averse, it prefers the contractor to receive/bear
a higher share of the outcome underrun/overrun. This implies that in cooperative
contracting, the optimal outcome sharing allocation to a contractor decreases when
the contractor’s level of risk aversion increases, and increases when the owner’s level
of risk aversion increases.

The theoretical allocation (Eq. 45) also indicates that when the contractor becomes
risk-neutral (rc becomes very small), the contractor prefers to carry all risk connected
with any underrun/overrun. Similarly, when the owner becomes considerably risk-
averse (ro becomes very large) the owner prefers to translate all risk associated
with any underrun/overrun to the contractor. Accordingly, a cooperative contracting
approach with a risk-neutral contractor or with a very risk-averse owner needs to
translate all risk associated with any outcome to the contractor.

In contrast, when the owner becomes risk-neutral (ro becomes very small), the
owner prefers to carry all risk associated with any underrun/overrun. Similarly, when
the contractor becomes very risk-averse (rc becomes very large), the contractor
prefers to avoid all risk associated with any underrun/overrun. This implies that in
cooperative contracting with a risk-neutral owner or a very risk-averse contractor, the
sharing arrangement needs to translate all risk associated with any underrun/overrun
to the owner.

The theoretical result for the cooperative owner-contractor case gives that the
level of uncertainty in the outcome of the work has no influence on the optimal
sharing of outcome. However, Eisenhardt [33] argues that outcome uncertainty has
an influence on translating risk to the agent. He believes that for work with a low
level of uncertainty in the outcome, the outcome-based contract is more attractive,
compared to work with a high level of uncertainty in the outcome, where a behaviour-
based contract is considered more attractive. The reason for these differing viewpoints
between the present results and that of Eisenhardt is that the argument of Eisenhardt
is based on the existence of a conflict of interest between the owner and the contractor.
By contrast, the theoretical result given here is based on cooperative behaviour where
the parties work as an integrated team to meet project goals [54, 55, 64]. Cooperation
is based on principles of faith and trust, as well as an open-book accounting on costs
[1]. The parties cooperatively work to achieve agreed outcomes regardless of the
level of uncertainty in the outcomes.
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5.2 Cooperative Owner-Contractor-Design Consultant

5.2.1 Traditional Delivery

Appendix B, for cooperative traditional delivery, shows that the optimal outcome
sharing is obtained by setting the contractor’s and design consultant’s fees according
to,

Feei = Fi + ni x i = 1, 2 (48)

where Fi is a constant and

n1 = 1

1 + r1/ro + r1/r2
(49)

n2 = 1

1 + r2/ro + r2/r1
(50)

here ro, r1 and r2 are the levels of risk aversion of the owner, the contractor and the
design consultant, respectively.

5.2.2 Managing Contractor Delivery

Appendix C, for cooperative managing contractor delivery, shows that the optimal
sharing is obtained by setting the contractor’s and design consultant’s fees according
to Eq. (48), where

n1 = 1

1 + r1r2/(r1 + r2) ro
(51)

n2 = 1

1 + r2/ro + r2/r1
(52)

Equations (49) – (52) give constant values for the parameters n1 and n2 for fixed levels
of risk aversion of the owner, contractor and design consultant. Thus, according to
Eq. (48), the optimal sharing arrangement in both traditional and managing contractor
delivery methods is linear in the outcome. The conclusion is similar to that obtained
earlier for the single contractor (and no design consultant) case.

Table 1 summarizes the results of Eqs. (49) – (52).
Equations (49) and (51) demonstrate that a contractor with a low level of risk

aversion prefers to receive a high share of outcome in both delivery methods. Similar
relationships exist between the level of risk aversion of the design consultant and
its share of outcome (Eqs. 50 and 52). Accordingly, in cooperative contracting with
traditional or managing contractor delivery, the optimal outcome sharing allocation
to each agent (contractor or design consultant) increases with decreasing agent level
of risk aversion.
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Table 1 Optimal outcome share to contractor and design consultant in traditional delivery and
managing contractor delivery

Delivery method Outcome share to
Contractor (n1) Design consultant (n2)

Traditional 1
1+r1/ro+r1/r2

1
1+r2/ro+r2/r1

Managing contractor 1
1+r1r2/(r1+r2)ro

Equation (50) indicates that, with a high risk-averse owner or a high risk-averse
contractor, the design consultant’s share of outcome should be greater than that with
a low risk-averse owner or low risk-averse contractor. This argument applies to both
traditional and managing contractor delivery methods. Accordingly, in both delivery
methods, the optimal outcome sharing allocation to a design consultant increases
when the owner or contractor level of risk aversion increases.

Based on Eqs. (49), in traditional delivery with a high risk-averse owner or design
consultant, the outcome share to the contractor should be greater than that with a lower
risk-averse owner or design consultant. This implies that, in cooperative contracting
with traditional delivery, the optimal outcome sharing allocation to a contractor
increases when the owner or design consultant level of risk aversion increases.

Equation (51) demonstrates that in managing contractor delivery, regardless of the
owner’s level of risk aversion, the contractor which engages a high risk-averse design
consultant prefers to receive a lower share of outcome from the owner’s contract. The
argument is that in managing contractor delivery, the design consultant is a member
of a ’team’ (with the contractor taking the lead role) contracting to the owner, and an
increase in the design consultant risk aversion leads to an increase in this contracting
team’s risk aversion. As discussed earlier, a high risk-averse contractor prefers to
receive a lower share of the underrun/overrun. Conversely, based on Eq. (51), and
regardless of the design consultant’s level of risk aversion, the contractor which is
engaged by a high risk-averse owner should receive a higher share of outcome from
the contract with the owner. Accordingly, in cooperative contracting with managing
contractor delivery, the optimal outcome sharing allocation to a contractor decreases
when the design consultant’s level of risk aversion increases, and increases when the
owner’s level of risk aversion increases.

Equations (50) and (52) present the same value for the outcome share to the design
consultant in both traditional and managing contractor delivery. That is, in coopera-
tive contracting, the optimal outcome sharing allocation to a design consultant is the
same in both delivery methods. The argument is that the design consultant is not the
lead player in both project delivery methods; therefore there is no motivation for it to
receive a higher proportion of outcome in one delivery method compared to the other.

In order to compare the outcome share to the contractor in the traditional and the
managing contractor delivery methods, let G = r1/ro + r1/r2 and H = r1r2/(r1 + r2)

ro. Then, according to Table 1, the outcome shares to a contractor in traditional and
managing contractor delivery are respectively given by,
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nT1 = 1

1 + G
(53)

nMC1 = 1

1 + H
(54)

where the subscripts T and MC refer to traditional and managing contractor delivery,
respectively.

If it is assumed that nMC1 > nT1, then H < G. Thus,

r1r2/(r1 + r2)ro < r1/ro + r1/r2 (55)

Simplifying expression (55) leads to,

r1r2 + ro(r1 + r2) > 0 (56)

Because the level of risk aversion is a positive number, the above expression is valid.
Consequently, the assumption of nMC1 > nT1 is correct. This implies that a contractor
in managing contractor delivery should receive a greater proportion of the outcome
share compared to traditional delivery. Accordingly, in cooperative contracting with
managing contractor delivery, the optimal outcome sharing allocation to a contractor
is greater than that of traditional delivery. The argument is that because the owner in
the managing contractor delivery method only enters into one contractual relation-
ship (with the contractor), it prefers to receive a lower proportion of the outcome
than traditional delivery where the owner enters into two contractual relationships
(with the contractor and with the design consultant); because the design consultant
prefers to receive the same amount of outcome in both project delivery methods,
the contractor in the managing contractor delivery method should receive a higher
proportion of the outcome compared to that of the traditional delivery method. In
managing contractor delivery, the contractor is the lead player, and so it accepts a
higher proportion of the outcome share in this delivery method compared to that of
traditional delivery.

5.3 Non-cooperative Parties

5.3.1 Risk-Neutral Contractor

For a risk-neutral contractor and owner, Eq. (D6) in Appendix D shows that for
non-cooperative behaviour, the optimal sharing ratio, n = 1. This means that, at the
optimum and expressed relative to the target, any favourable or adverse monetary out-
come associated with both the contractor’s effort and events beyond the contractor’s
influence should respectively be wholly received by or wholly borne by a risk-neutral
contractor. This implies that in non-cooperative contracting, a risk-neutral contractor
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wishes to receive all potential monetary underruns (expressed relative to a target)
associated with its effort and events beyond its influence, while accepting all poten-
tial monetary overruns. Similarly, for the time incentive contract, at the optimum,
a risk-neutral contractor should be given all potential savings (expressed relative to
a target) to the owner due to time underruns, while bearing all potential cost to the
owner related to time overruns. The conclusion is the same as that obtained earlier
for the cooperative owner-contractor case.

Appendix D also establishes the optimum sharing in the case where the owner
is risk-averse while the contractor remains risk-neutral. There it is shown that the
optimal sharing ratio is 1. This conclusion is the same as that for the risk-neutral
owner case. Accordingly, a risk-averse or risk-neutral owner wishes a risk-neutral
contractor to bear all potential monetary overruns (expressed relative to a target)
associated with the contractor’s effort and events beyond the contractor’s influence,
while accepting that the contractor receive all potential monetary underruns.

5.3.2 Risk-Neutral Owner

For the defined risk assumptions on the contractor (risk-averse ranging to risk-neutral)
and the owner (risk-neutral), Appendix D demonstrates that, for non-cooperative
behaviour, the optimum sharing ratio and fixed fee of Eq. (19) are, respectively,
obtained by,

n = 1

1 + rcσ 2b/k2 (57)

F = MinFee + 1

2

⎠
rcσ

2 − k2

b

)
n2 (58)

where rc is the level of contractor risk aversion; σ 2 is variance of the outcome; b is
a coefficient reflecting the influence of contractor effort on cost; k is a coefficient
reflecting the effectiveness of the contractor’s effort; and MinFee is the minimum
fee required by the contractor to motivate the contractor to agree to the contractual
arrangement.

The cost of the risk borne by the contractor (risk premium) is directly affected
by the contractor risk attitude and level of uncertainty. Based on Eqs. (57) and (58),
the sharing ratio needs to increase and the fixed fee needs to reduce as a contractor
becomes less risk-averse. As the level of risk aversion continues to increase, the
risk premium becomes too large, forcing the owner to reduce the sharing ratio and
to increase the fixed fee in order to retain the contractor. Accordingly, in contracts
(non-cooperation case) with a risk-neutral owner, with increasing level of contractor
risk aversion, the proportion of outcome sharing to the contractor needs to reduce,
and the fixed fee needs to increase.

The results indicate that the level of uncertainty in the outcome of the work af-
fects the optimal form of the sharing arrangement. As outcome uncertainty increases,
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it becomes increasingly expensive to transfer the risk associated with outcome un-
derrun/overrun to the contractor. According to Eq. (57), the proportion of outcome
sharing to the contractor needs to reduce for increasing cost uncertainty in order to
manage the risk premium. For high cost uncertainty, the owner needs to bear a high
proportion of the risk. This risk is not important to an assumed risk-neutral owner.
For high cost uncertainty, the fixed fee needs to increase to motivate the contractor
to accept the contract, as shown by Eq. (58); the opposite occurs when the cost un-
certainty is low. Therefore, in contracts (non-cooperation case) with a risk-neutral
owner, with increasing uncertainty in the outcome, the proportion of outcome sharing
to the contractor needs to reduce, and the fixed fee needs to increase.

Based on Eqs. (57) and (58), the proportion of outcome sharing to the contractor
needs to increase and the fixed fee needs to reduce as the effectiveness, k, of the
contractor’s effort towards the outcome increases; the opposite occurs when the con-
tractor’s effort effectiveness decreases. Accordingly, in contracts (non-cooperation
case) with a risk-neutral owner, with increasing effectiveness of the contractor’s ef-
fort towards the outcome, the proportion of outcome sharing to the contractor needs
to increase, and the fixed fee needs to decrease. As an example, projects with early
involvement of the contractor may represent projects where the contractor’s effort
effectiveness is increased.

5.3.3 Consortium of Contractors

For risk-neutral assumptions on the contractors within the consortium, Appendix E
establishes the optimum parameters of Eq. (31) and these are given by,

n1 = 1

1 + (k2/k1)2 (59)

n2 = 1

1 + (k1/k2)2 (60)

F1 = MinFee1 − k2
1

2b
n2

1 − k2
2

b
n1n2 (61)

F2 = MinFee2 − k2
2

2b
n2

2 − k2
1

b
n1n2 (62)

where ki is a constant coefficient representing the effectiveness of the effort of con-
tractor i towards the outcome; and MinFeei is the minimum fee required by contractor
i to motivate it to agree to the contractual arrangement. The other symbols have the
same meanings as previously.

For risk-averse assumptions on the contractors within the consortium, Appendix
F establishes the optimum parameters of Eq. (31) and these are given by,
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ni = 1

1 + riσ 2b/k2
i

i = 1, 2 (63)

F1 = MinFee1 − k2
1

2b
n2

1
− k2

2

b
n1n2 + 1

2
n2

1r1σ
2 (64)

F2 = MinFee2 − k2
2

2b
n2

2 − k2
1

b
n1n2 + 1

2
n2

2r2σ
2 (65)

where ri is the level of risk aversion of contractor i and the other symbols have the
same meanings as previously.

Outcome sharing among contractors. Equations (59) and (60) demonstrate that,
in a consortium of risk-neutral contractors, the outcome should be shared between
the contractors based on their levels of effort effectiveness towards the outcome. Ac-
cordingly, the proportion of outcome sharing among risk-neutral contractors within
a consortium needs to be high for contractors with high effort effectiveness towards
the project outcome.

For a consortium of risk-averse contractors, Eq. (63) demonstrates that in the
case where contractors have the same level of risk aversion, namely r1 = r2, but
different levels of effort effectiveness towards the project outcome, that contractor
with a higher level of effort effectiveness should receive/bear a higher proportion of
monetary underrun/overrun associated with the project outcome. This conclusion is
similar to that obtained for a consortium of risk-neutral contractors. Accordingly,
the proportion of outcome sharing among risk-averse contractors (in a consortium),
with the same level of risk aversion, needs to be high for contractors with high effort
effectiveness towards the project outcome.

Equation (63) also shows that for the case where contractors have the same level
of effort effectiveness towards the outcome, namely k1 = k2, but different levels of
risk aversion, that contractor with a higher level of risk aversion should receive/bear
a lower proportion of monetary underrun/overrun associated with the project out-
come. This implies that the proportion of outcome sharing among contractors (in a
consortium), with the same level of effort effectiveness towards the project outcome,
needs to be lower for contractors with higher levels of risk aversion.

Outcome sharing between owner and consortium. The consortium’s share of the
outcome is the sum of the contractors’ outcome shares. Based on Eq. (63), where
the contractors’ levels of risk aversion increase or the level of uncertainty in the
project outcome increases, the consortium’s share of the outcome needs to decrease
in order to contain the cost of the risk borne by the contractors (risk premium). Hence,
the proportion of outcome sharing to a consortium of risk-averse contractors needs
to reduce with increasing uncertainty level in the outcome, or with increasing risk
aversion of the contractors.

Based on Eqs. (64) and (65), to motivate risk-averse contractors to accept the
contract, the consortium’s fixed fee needs to increase as the outcome uncertainty or
risk aversion levels of the contractors increase. This implies that with a consortium of
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risk-averse contractors, the consortium’s fixed fee needs to increase with increasing
outcome uncertainty, or with increasing contractor risk aversion.

Equations (59) and (60) together demonstrate that, at the optimum, a consortium of
risk-neutral contractors should receive/bear all potential monetary underrun/overrun
associated with the project outcome.

5.3.4 Multiple Outcomes

For defined risk assumptions on the contractor (risk-averse ranging to risk-neutral)
and the owner (risk-neutral), Appendix G derives the optimum parameters of Eq. (39)
and these are given by,

n =
⎠

I + r
(

KB−1KT
⎫−1

P
)−1

q (66)

F = MinFee − nTKB−1KTn + 1

2
nTK

(
B−1

⎫T
KTn + 1

2
rnTPn (67)

where r is the contractor’s level of risk aversion; I is a μ-dimensional identity matrix;
P is a covariance matrix; the superscript −1 denotes the inverse of the matrix; the
superscript T denotes the transpose of the matrix and q is an unitary column vector.
The other symbols have the same meanings as previously.

Consider the application of this result to a contract with outcome sharing based
on cost and time performance such as Eq. (37) (a two-outcome case). Assume that
matrices K and B are diagonal; this can be generalized, allowing non diagonal matri-
ces K and B. Using Eq. (66), the optimal sharing ratios for Eq. (37) can be obtained.
These are,

nc = 1 + rbtσ
2
t /k2

t − rbcρσcσt/k2
c(

1 + rσ 2
c bc/k2

c

⎢ (
1 + rσ 2

t bt/kt
2
⎢
(rρσcσt)

2 bcbt/(kckt)
2 (68)

nt = 1 + rbcσ
2
c /k2

c − rbtρσcσt/k2
t(

1 + rσ 2
c bc/k2

c

⎢ (
1 + rσ 2

t bt/k2
t

⎢− (rρσcσt)
2 bcbt/(kckt)

2 (69)

and using Eq. (67), the optimal fixed fee of Eq. (37) can be obtained from,

F = Minfee + 1

2

⎠
rσ 2

c − k2
c

bc

)
n2

c + 1

2

⎠
rσ 2

t − k2
t

bt

)
n2

t + rcncntρσcσt (70)

where σ 2
c is variance of actual cost; σ 2

t is variance of the monetary value of actual
time; kc is a coefficient converting units of effort to monetary units, showing the
contractor’s effort effectiveness towards the actual cost; kt is a coefficient converting
units of effort to monetary units, showing the contractor’s effort effectiveness towards
the actual time; bc is a constant coefficient reflecting the influence on the contractor’s
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cost of the contractor’s effort towards any cost underrun; bt is a constant coefficient
reflecting the influence on the contractor’s cost of the contractor’s effort towards the
time underrun, and ρ is the correlation coefficient between the actual cost and time
uncertainties.

Equations (68) and (69) demonstrate that in the case where the contractor’s effort
effectiveness towards the actual cost is the same as that for the actual time, that is
kc = kt, and the contractor’s effort towards the cost underrun is the same as that for
the time underrun, that is bc = bt, then the time sharing ratio should be higher than
the cost sharing ratio, that is nt > nc, if the level of uncertainty in the monetary value
of actual time is lower than the level of uncertainty in the actual cost, that is σt < σc.
This implies that in a multiple outcome sharing arrangement, where contractor effort
effectiveness towards outcomes is the same and the contractor’s cost of this effort
across outcomes is the same, the sharing ratio is higher for outcomes with lower
uncertainty.

Equations (68) and (69) also show that in the case where bt = bc and σt = σc,
the time sharing ratio should be higher than that of the cost ratio, that is nt > nc, if
the contractor’s effort effectiveness towards the actual time is higher than that for the
actual cost, that is kt > kc. Accordingly, in a multiple outcome sharing arrangement
where the levels of uncertainty across outcomes are the same, and the contractor’s
cost of effort across outcomes is the same, the sharing ratio is higher for outcomes
with higher contractor effort effectiveness.

Equations (68) and (69) further show that in the case where kt = kc and σt =
σc, the time sharing ratio should be less than that for the cost, that is nt < nc,
if the contractor’s cost of effort towards the time underrun is higher than that for
the cost underrun, that is bt > bc. This implies that in a multiple outcome sharing
arrangement where contractor effort effectiveness towards outcomes is the same and
the levels of uncertainty across outcomes are the same, the sharing ratio is higher for
outcomes with lower effort cost.

Based on Eqs. (68) – (70), the correlation between actual cost and time uncer-
tainties affects the optimal sharing arrangement. It can be seen that by increasing
the correlation between the actual cost and time uncertainty, that is by increasing ρ

from 0 to 1, the optimal sharing ratios need to decrease and the optimal fixed fee
needs to increase. Accordingly, in contracts with multiple outcomes, with increasing
outcome uncertainty correlation, the sharing ratios need to reduce, and the fixed fee
needs to increase.

6 Empirical Support for the Theoretical Results

Strongly persuasive empirical support for the theoretical results presented here can
be found in Hosseinian and Carmichael [43, 44] and Hosseinian [42].

Risk-neutral behaviour. In construction projects there are generally considered to
be five main motives driving contractors: profit; maintenance of owner-relationship;
expansion to new fields or in size; resource utilization; and prestige work [8]. With the
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last four (non-profit) motives, a risk-neutral attitude might be expected to apply [43].
With respect to the profit motive, Al-Subhi Al-Harbi [5] argues that the contractor is
neutral towards losing a small amount of money since loss is part of any business;
however, when the amount of the loss becomes high, possibly leading to bankruptcy,
the contractor becomes risk-averse. Through measuring a sample of contractors’ risk
attitudes, Hosseinian and Carmichael [43] found 27 % of the participants to be risk-
neutral. A survey of senior management involved in engineering projects by Lyons
and Skitmore [56] reports that the majority of respondents consider themselves as
risk-neutral. Uher and Toakley [71] report that the majority of the respondents in
their survey identified themselves as either averse or neutral to risk.

7 Summary and Conclusions

This chapter demonstrated specific quantitative results for optimal sharing arrange-
ments in target contracts. Different cases, based on the main variables that exist in
contractual arrangements and project delivery, were discussed. Such variables in-
clude the risk attitudes of the parties (risk-neutral, risk-averse), single or multiple
outcomes (cost, duration, quality), single or multiple agents (contractors, consul-
tants), and cooperative or non-cooperative behaviour. The chapter opens up to the
construction and related project industries a new way of thinking about construction
contracts and contracting party interaction. The solutions given follow an ordered
argument and are usable by practitioners. The chapter will be of interest to acad-
emics and practitioners (owners, contractors and consultants) involved in the design
of target contracts. It provides an understanding of target arrangements, broader than
existing treatments.

The following are the summary findings.

(I) Cooperative contracting—owner and contractor

• The outcome sharing arrangement is linear in the project outcome.
• The proportion of the optimal outcome sharing to the contractor decreases when

the contractor’s level of risk aversion increases and/or that of the owner decreases.
• Outcome uncertainty has no influence on the share to the contractor.

(II) Cooperative contracting—owner, contractor and design consultant—
traditional and managing contractor delivery

• In both traditional and managing contractor delivery, the outcome sharing alloca-
tion to a design consultant increases by decreasing its level of risk aversion, or by
increasing the owner’s level or contractor’s level of risk aversion.

• In traditional delivery, the outcome sharing allocation to a contractor increases
by decreasing its level of risk aversion, or by increasing the owner’s level or the
design consultant’s level of risk aversion.

• In managing contractor delivery, the outcome sharing allocation to a contractor
increases by decreasing its level of risk aversion or the design consultant’s level
of risk aversion, or by increasing the owner’s level of risk aversion.
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• The outcome sharing allocation to a design consultant is the same in traditional or
managing contractor delivery; however, the outcome sharing allocation to a con-
tractor in managing contractor delivery is greater than that of traditional delivery.

(III) Non-cooperative contracting—risk-neutral contractor

• The contract should transfer to the contractor all potential monetary under-
runs/overruns (expressed relative to a target) associated with the contractor effort
and events beyond the contractor’s influence. That is, a risk-neutral contractor
prefers to receive all potential monetary underruns associated with its effort and
events beyond its influence, while it has to bear all potential monetary overruns
due to events beyond its influence.

• For the time incentive contract, a risk-neutral contractor should be awarded all
potential savings (expressed relative to a target) to the owner due to time underruns,
while bearing all potential cost to the owner related to time overruns.

(IV) Non-cooperative contracting—risk-neutral owner

• The proportion of outcome sharing to the contractor should reduce, and the fixed
fee should increase, for increasing contractor level of risk aversion.

• The proportion of outcome sharing to the contractor should reduce, and the fixed
fee should increase, for increasing outcome uncertainty and reducing contractor
effort effectiveness towards the outcome.

(V) Non-cooperative contracting—consortium of contractors

• The proportion of outcome sharing among contractors with the same risk-attitude
should be higher for contractors with higher effort effectiveness.

• The proportion of outcome sharing among contractors with the same level of effort
effectiveness should be lower for contractors with higher levels of risk aversion.

• A consortium of risk-neutral contractors should wholly receive or wholly bear any
favourable or adverse outcome, respectively.

• The proportion of outcome sharing to a consortium of risk-averse contractors
should reduce and the fixed component of the consortium fee should increase
when the contractors within the consortium become more risk-averse or the level
of the outcome uncertainty increases.

(VI) Non-cooperative contracting—multiple outcomes

• The ranking of the proportions of outcome sharing to the contractor, from low to
high, should be based on the ranking of uncertainty levels across the outcomes,
from high to low, when contractor effort effectiveness towards the outcomes are
the same and the contractor’s costs of effort across the outcomes are the same.

• The ranking of the proportions of outcome sharing to the contractor, from low to
high, should be based on the ranking of the contractor’s costs of effort, from high
to low, for producing the outcomes, when contractor effort effectiveness towards
the outcomes is the same and the levels of uncertainty across the outcomes are the
same.
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• The ranking of the proportions of outcome sharing to the contractor, from low
to high, should be based on the ranking of the contractor’s effort effectiveness
towards outcomes, from low to high, when the levels of uncertainty across the
outcomes are the same and the contractor’s costs of effort across outcomes are the
same.

• By increasing the correlation between outcomes, the fixed component of the con-
tractor’s fee should increase and the proportions of outcome sharing to the con-
tractor should decrease.

The results provide guidance to those involved in designing contracts as to what
is the best way to reward contractors and design consultants through the terms of a
contract. Owners and contractors might have a general idea about risk sharing and
contractor motivation; however, their decisions on contract form; at present; are not
based on any rigorous model or theory. The findings presented here assist owners
and contractors establish an optimal sharing arrangement. Contracting parties, at
tender time, might negotiate any sharing, and the results should assist the contracting
parties in this negotiation. Knowing the factors that influence the optimal form of
outcome sharing facilitates the process of negotiation between the contracting parties
to reach an agreement on the form of the optimal target arrangement. Any final sharing
arrangement negotiated can be compared with the optimum result presented here.
However, any sharing arrangement different to these optimum results may lead to
translating unattractive risk to the contracting parties, resulting in a conflict of interest
between the parties, and perhaps putting the project success at stake.

Although this chapter largely focuses on the owner-contractor relationship, the
results provide guidance in writing target contracts between other contracting parties
such as contractor-subcontractor, consultant-subconsultant, and owner-advisor.

Appendix A. Cooperative Owner-Contractor

Derivation of the solution to the maximization problem presented in expression (8)

Consider where both the owner and contractor are risk-averse, though the level of
aversion may range from very large to being risk-neutral. Risk aversion is charac-
terized by a concave utility function. Exponential, power and linear-exponential are
candidate functions [48]. Here, the exponential utility function, because it has been
popularly adopted [40, 48], is used, and for the owner and the contractor, respectively,
have the form,

Uo(x − Fee) = 1 − exp [−ro (x − Fee)] (A1)

Uc(Fee) = 1 − exp[−rcFee] (A2)

where ro and rc are the owner’s and the contractor’s level of risk aversion, respectively.
The shapes of the owner and contractor utility functions change with ro and rc.
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Substituting Eqs. (A1) and (A2) into expression (8), differentiating the result with
respect to Fee, setting to zero, and simplifying,

− ro exp [−ro (x − Fee)] + λrc exp [−rcFee] = 0 (A3)

from which an expression for λ can be obtained.
Taking the derivative of Eq. (A3) with respect to x gives,

r2
o

⎬
1 − dFee

dx

⎭
exp [−ro (x − Fee)] − λr2

c
dFee

dx
exp [−rcFee] = 0 (A4)

Substituting λ from Eqs. (A3) into (A4),

dFee

dx
= ro

ro + rc
(A5)

Integrating Eq. (A5) with respect to x gives the optimal outcome sharing arrangement
of Eqs. (44) and (45).

Appendix B. Cooperative Owner-Contractor-Design Consultant
(Traditional Delivery)

Derivation of the solution to the maximization problem presented in expression (12)

Consider a multiple-contract arrangement with traditional delivery, in which all
parties are assumed to be risk-averse. Consistent with the above development, the
parties’ utilities are described by an exponential form and for the owner and agents,
respectively, are,

Uo(x −
2∑

j=1

Feej) = 1 − exp

⎩

−ro



x −
2∑

j=1

Feej

⎡

⎣



 (B1)

Ui(Feei) = 1 − exp[−riFeei] i = 1, 2 (B2)

where ro, r1 and r2 are the levels of risk aversion of the owner, the contractor and the
design consultant, respectively.

Substituting Eq. (B1) and (B2) into expression (12), differentiating the result with
respect to Feei, i = 1, 2, setting to zero, and simplifying,

− ro exp

⎩

−ro



x −
2∑

j=1

Feej

⎡

⎣



+ λiri exp [−riFeei] = 0 i = 1, 2 (B3)
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from which expressions for λi, i = 1, 2 are obtained.
Differentiating Eq. (B3) with respect to x and substitutingλi, i=1, 2 from Eq. (B3),

ro

(
1 − d

⎤2
j=1 Feej

dx

)
− r1

⎠
dFee1

dx

)
= 0 (B4)

ro

(
1 − d

⎤2
j=1 Feej

dx

)
− r2

⎠
dFee2

dx

)
= 0 (B5)

The first terms in Eqs. (B4) and (B5) are the same. This then requires the second
terms in Eqs. (B4) and (B5) to be the same. That is,

r1

⎠
dFee1

dx

)
= r2

⎠
dFee2

dx

)
(B6)

Substituting
(

dFee2
dx

⎫
from Eqs. (B6) into (B4), and integrating with respect to x

provides the contractor’s optimal fee, given in Eq. (48), i = 1, and Eq. (49). Similarly

substituting
(

dFee1
dx

⎫
from Eqs. (B6) into (B5), and integrating with respect to x

provides the design consultant’s optimal fee, given in Eqs. (48), i = 2, and (50).

Appendix C. Cooperative Owner-Contractor-Design Consultant
(Managing Contractor Delivery)

Derivation of the solution to the maximization problem presented in expression (18)

Using exponential utility functions, the utilities of the owner and contractor are
described respectively by,

Uo(x − Fee1) = 1 − exp [−ro (x − Fee1)] (C1)

U1 (Fee1 − Fee2) = 1 − exp [−r1 (Fee1 − Fee2)] (C2)

The design consultant’s utility is obtained from Eq. (B2), with i = 2.
Substituting Eqs. (C2) and (B2), i = 2, into expression (18), differentiating the

result with respect to Fee2, setting to zero, and simplifying,

− λ1r1 exp [−r1 (Fee1 − Fee2)] + λ2r2 exp [−r2Fee2] = 0 (C3)

from which an expression for λ2 can be obtained.
Taking the derivative of Eq. (C3) with respect to x gives,
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λ1r2
1

⎠
dFee1

dx
− dFee2

dx

)
exp [−r1 (Fee1 − Fee2)] − λ2r2

2
dFee2

dx
exp [−r2Fee2 ] = 0

(C4)
Substituting λ2 from Eqs. (C3) into (C4) gives,

dFee2

dx
=
⎠

r1

r1 + r2

)
dFee1

dx
(C5)

Substituting Eqs. (C1), (C2) and (B2), i = 2, into expression (18), and differentiating
the result with respect to Fee1, setting to zero, and simplifying,

-ro exp [−ro (x − Fee1)] + λ1r1 exp [−r1 (Fee1 − Fee2) ] + λ2
dFee2

dFee1
r2 exp [−r2Fee2] = 0

(C6)
Taking the derivative of Eq. (C6) with respect to x gives,

r2
o

(
1- dFee1

dx

⎫
exp [−ro (x − Fee1)] − λ1r2

1

(
dFee1

dx − dFee2
dx

⎫
exp [−r1 (Fee1 − Fee2)]

[8pt] − λ2
dFee2
dFee1

dFee2
dx r2

2 exp [−r2Fee2] = 0
(C7)

Substituting ro exp [−ro (x − Fee1)] from Eqs. (C6) into (C7), using Eq. (C5) and
simplifying gives,

ro

⎠
1 − dFee1

dx

)
−
⎠

r1

r1 + r2

)
dFee1

dx
r2 = 0 (C8)

Integrating Eq. (C8) with respect to x provides the contractor’s optimal fee, given in
Eq. (48), i = 1, and Eq. (51).

Substituting Eq. (48), i = 1, and Eqs. (51) into (C5), and integrating with respect to
x, provides the design consultant’s optimal fee, given in Eq. (48), i = 2 and Eq. (52).

Appendix D. Non Cooperative Contracting, Single-Agent,
Single-Outcome Case

Derivation of the solution to the maximization problem presented in expressions (27),
(28) and (29)

Maximizing expression (29) with respect to e yields the optimal level of effort,

e = k

b
n (D1)

The optimal value of F is such that expression (28) holds as an equality, that is,
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F = MinFee − nke + b

2
e2 + 1

2
n2rcσ

2 (D2)

Substituting Eqs. (D1) and (D2) into (27), the owner’s problem can be restated as,

Max
n

{
k2

b
n − MinFee − k2

2b
n2 − n2rσ 2

2
− 1

2
(1 − n)2 roσ

2
}

(D3)

Differentiating expression (D3) with respect to n and setting to zero, leads to the
optimal sharing ratio,

n = 1

1 + rc/(ro + k2/σ 2b)
(D4)

Substituting Eq. (D1) into (D2) leads to the optimal fixed fee,

Fee = MinFee + 1

2

⎠
rcσ

2 − k2

b

)
n2 (D5)

Special cases

Contracts with a risk-neutral contractor

For the case where the contractor is risk-neutral, while the owner is either risk-neutral
or risk-averse, the optimal sharing ratio and fixed fee are obtained by setting rc = 0,

n = 1 (D6)

Fee = MinFee − k2

2b
(D7)

Contracts with a risk-neutral owner

For the case where the owner is risk-neutral while the contactor is risk-averse (ranging
to risk-neutral) the optimal sharing ratio is obtained by setting ro = 0,

n = 1

1 + rcσ 2b/k2 (D8)

And the optimal fixed fee is obtained from Eq. (D5).

Appendix E. Contracts with a Consortium of Risk-Neutral
Contractors

Derivation of the solution to the maximization problem presented in expressions (32),
(33) and (34)

Differentiating expression (34) with respect to ei and setting to zero provides the
optimal level of effort,
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ei = ki

b
ni i = 1, 2 (E1)

The optimal value of Fi would be such that expression (33) holds as an equality,
that is,

Fi = MinFeei − ni

2∑

j=1

kjej + b

2
e2

i
i = 1, 2 (E2)

Substituting Eqs. (E1) and (E2) into (32), the owner’s problem can be restated as,

Max
n1,n2

{
E
⎦
UO
]= Max

n1,n2

(
2∑

i=1

k2
i

b
ni

)
−

2∑

i=1

(
MinFeei + k2

i

2b
n2

i

)⎛
(E3)

The sum of the contractors’ sharing ratios, namely n1 +n2, is equal to the outcome
sharing ratio to the consortium, that is the proportion the consortium receives in the
consortium-owner relationship. The consortium proportion of outcome share takes
values in the range 0 to 1. Thus the solution of the above maximization needs to satisfy,

2∑

i=1

ni ≤ 1 (E4)

Differentiating expression (E3) with respect to ni, i = 1, 2, and setting to zero,

ni = 1 i = 1, 2 (E5)

This result does not satisfy Eq. (E4). Accordingly, the maximum of expression
(E3) lies on the line n1 + n2 = 1 which is the boundary of the admissible region of
the maximization problem.

Introducing a Lagrange multiplier λ, the maximization becomes,

Max
n1,n2

{(
2∑

i=1

k2
i

b
ni

)
−

2∑

i=1

(
MinFeei + k2

i

2b
n2

i

)
+ λ

(
2∑

i=1

ni − 1

)⎛
(E6)

Differentiating expression (E6) with respect to ni, i = 1, 2, and λ, setting to zero,
and simplifying leads to the optimal sharing ratios of Eqs. (59) and (60).

Substituting Eq. (E1) into (E2), leads to the optimal fixed fees of Eqs. (61) and (62).

Appendix F. Contracts with a Consortium of Risk-Averse
Contractors

Derivation of the solution to the maximization problem presented in expressions (32),
(35) and (36)

Differentiating Eq. (36) with respect to ei and setting to zero provides the optimal
level of effort, and this leads to Eq. (E1).
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The optimal value of Fi would be such that expression (35) holds as an equality,
that is,

Fi = MinFeei − ni

2∑

j=1

kjej + b

2
e2

i
+ 1

2
n2

i
riσ

2 i = 1, 2 (F1)

Substituting Eqs. (E1) and (F1) into expression (32), the owner’s problem can be
restated as,

Max
n1,n2

{(
2∑

i=1

k2
i

b
ni

)
−

2∑

i=1

(
MinFeei + k2

i

2b
n2

i + 1

2
n2

i riσ
2

)⎛
(F2)

Differentiating expression (F2) with respect to ni, i = 1, 2, and setting to zero, leads
to the optimal sharing ratio of Eq. (63).

Substituting Eq. (E1) into (F1), leads to the optimal fixed components of Eqs. (64)
and (65).

Where the contractors’ levels of risk aversion approach zero and the contractors
become risk-neutral, the solutions of expression (F2) lie on the line n1 + n2 = 1, and
the optimal sharing ratios are obtained by Eqs. (59) and (60).

Appendix G. Contracts with Multiple Outcomes

Derivation of the solution to the maximization problem presented in expressions (41),
(42) and (43)

Maximizing expression (43) with respect to e yields the optimal effort levels,

e = B−1KTn (G1)

where the superscript −1 denotes the inverse of the matrix.
The optimal value of F is such that expression (42) holds as an equality, that is,

F = MinFee − nTKe + 1

2
eTBe + 1

2
rnTPn (G2)

Substituting Eqs. (G1) and (G2) into expression (41), the owner’s problem can be
restated as,

Max
n

qTKB−1KTn − MinFee − 1

2
nTKB−1KTn − 1

2
rnTPn (G3)
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Differentiating expression (G3) with respect to n and setting to zero leads,

KB−1KTq − KB−1KTn − rPn = 0 (G4)

Multiplying by (KB−1KT)−1 leads to the optimal n of Eq. (66). Substituting
Eq. (G1) into (G2) leads to the optimal fixed fee of Eq. (67).
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