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  Pref ace    

 The fundamental problem facing the clinical research enterprise is this: what 
 clinicians (and patients) want to know is not what clinical trials are equipped to say. 
Randomized controlled trials (RCTs) are all about the average patient; they yield 
average treatment effects. Doctors and patients want individual treatment effects: 
how a given patient will respond to Treatment A versus Treatment B. No amount of 
statistical subterfuge can make standard-issue, parallel group RCTs reveal precisely 
the results we want. There is one method, however, that under certain conditions can 
reliably identify the best treatment for an individual. That method is the N-of-1 trial. 

 N-of-1 trials are crossover experiments conducted with a single patient. They are 
applicable principally to treatments used for symptomatic, chronic, nonfatal condi-
tions. By systematically observing a patient’s response to two or more treatments, 
we can determine which of the treatments are likely to work best for that patient in 
the long run. N-of-1 trials were introduced to clinicians by Hogben and Sim as early 
as 1953, but it took 30 years before Gordon Guyatt brought them into the medical 
mainstream. Early pioneers established active N-of-1 trial units in academic cen-
ters, only to abandon them once funding was exhausted. However, several units are 
still thriving, and over the past three decades, over 2,000 patients have participated 
in published N-of-1 trials. 

 And yet, considering the signifi cant potential N-of-1 trials have for individual-
izing care and supporting shared decision making, a compelling case could be made 
that they are woefully underused. One reason is that few clinical investigators and 
even fewer clinicians understand their rationale, methods, and applications. Now, 
here in one place is the information these individuals have been seeking. 

 The  Essential Guide to N-of-1 Trials in Health  will be useful to two audiences: 
clinical researchers seeking a more direct approach to estimating individual 
 treatment effects and clinicians aspiring to apply more rigor to their own therapeutic 
decision making. Written by many of the world’s most knowledgeable authorities 
on N-of-1 trials, the book provides a step-by-step approach to design and conduct of 
N-of-1 trials, from study conception and ethical approval to data collection,  analysis, 
and interpretation. While some enthusiastic readers will read the guide cover to 
cover, each chapter can also stand alone. 
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 When clinicians and patients fi rst hear about N-of-1 trials, their initial incredulity 
frequently turns to intense interest. How, in an era when personalized medicine is all 
the rage, could such a powerful approach be so little known? As an accessible yet 
rigorous introduction to the method, the  Essential Guide to N-of-1 Trials in Health  
will help provide tools, answers, and inspiration.  

  Sacramento, California, USA     Richard     Kravitz                  

Preface 
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    Chapter 1   
 Introduction 

             Jane     Nikles      and     Geoffrey     Mitchell    

        N-of-1 trials are multi-cycle within-patient, randomized, double-blind, cross-over 
comparisons of a drug and placebo (or another drug) using standardized measures of 
effect. They provide evidence-based information on individual response to treatment 
and can be used to optimize the chronic disease management of the individual. 

    Why This Book? Why Now? 

 With the rising cost of patient care (including drug costs and clinic visits), N-of-1 
trials have potential to minimize clinician and patient investment in time and money 
on suboptimal treatments. Recognition that the USA is in the midst of a healthcare 
crisis has prompted calls for advances in biomedical research. Potential ways for-
ward are individualized medicine and personalized evidence-based medicine to 
improve treatment effi ciency, by reducing individual patients’ exposure to treat-
ments that do not work and those that cause adverse side effects. In addition, mov-
ing towards a more individualized and personalized health-care system of the type 
built from the N-of-1 study principle and infrastructure, would allow exploration 
and tapping into the potential of genomics and wireless devices. In this context, a 
text setting out the theoretical and practical issues surrounding N-of-1 trials in the 
health setting is timely. This is illustrated by a quote from    Lillie et al.  2011 :

  Despite their obvious appeal and wide use in educational settings, N-of-1 trials have been 
used sparingly in medical and general clinical settings. We emphasize the great utility of 

        J.   Nikles      (*) •    G.   Mitchell     
  School of Medicine ,  The University of Queensland ,   Ipswich ,  QLD ,  Australia   
 e-mail: uqjnikle@uq.edu.au; g.mitchell@uq.edu.au      
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modern wireless medical monitoring devices in their execution. We ultimately argue that 
N-of-1 trials demand serious attention among the health research and clinical care com-
munities given the contemporary focus on individualized medicine. (Lillie et al.  2011 ) 

   This book presents a comprehensive compendium of issues around the design, 
conduct, implementation and interpretation of N-of-1 trials in a health system. The 
contributors are all experts in their own fi elds as they relate to N-of-1 trials or in 
N-of-1 trials themselves.  

    How This Book Came About 

 Our centre has conducted over 600 N-of-1 trials in areas ranging from osteoarthritis 
in adults to Attention Defi cit Hyperactivity Disorder in children to palliative care. 
We have experience in conducting the trials face to face and by post and telephone; 
and both individually and aggregated together. 

 Our colleagues felt that the expertise we had developed in over 15 years of 
 conducting N-of-1 trials was worth sharing more broadly and more in-depth than is 
possible in journal articles. The idea for a book was born. 

 At the time we commenced writing, there were no in depth books on N-of-1 
trials in the health setting such as this one. However, Kravitz et al. ( 2014 ) have 
recently published a comprehensive text entitled “Design and Implementation of 
N-of-1 Trials: A User’s Guide.” Our book intentionally avoids signifi cant overlap 
with their book.  

    How to Use This Book 

 The readers we hope to reach with this book are clinicians, academic researchers, 
health professionals or practitioners, scientists, and pharmaceutical company staff 
in the broad area of health; and funders and regulators in various countries who wish 
to investigate or conduct N-of-1 trials. 

 The book may also be useful for graduate students in methodologically based 
courses or doing research higher degrees in areas such as public health, and also for 
undergraduate students or interested consumers not trained in the health sphere. 

 We have written this book with two discrete audiences in mind. The fi rst is 
interested clinicians who will gain benefi t from an overview of the N-of-1 
 technique. We have included chapters that look at the clinical applicability of the 
technique, how to run an N-of-1 trial in individuals and how to combine results to 
gain a population estimate. We would suggest reading Chaps.   2    ,   3    ,   4    ,   5    ,   9    , and   15     
for this broader overview. 

 For those readers who desire in-depth examination of N-of-1 trial design, con-
duct and analysis, we have included chapters that are more technical in nature. This 
will be of considerable use to people designing high quality trials, and analyzing the 
data that arises from them, both in terms of determining individual treatment effects 
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and when aggregating the data to generate a population estimate. We would suggest 
reading Chaps.   6    ,   7    ,   8    ,   10    ,   11    ,   12    ,   13    ,   14    ,   16    , and   17     for this more in-depth 
discussion. 

 A brief description of the chapters follows. 
 What are N-of-1 trials? In Chap.   2    , Jane Nikles defi nes N-of-1 trials and provides 

a brief historical perspective. She discusses the background and rationale for N-of-1 
trials, and describes their benefi ts. 

 Robyn Tate and Michael Perdices’ chapter on N-of-1 trials in the behavioral 
 sciences (Chap.   3    ) describes the application of N-of-1 trials in the behavioural sci-
ences, where they are commonly referred to as single-case experimental designs 
(SCEDs). Four essential features demarcate single-case methodology from between-
group designs: (i) the individual serves as his or her own control, (ii) use of a specifi c 
and operationally-defi ned behaviour that is targeted by the intervention, (iii) frequent 
and repeated measurement of the target behaviour throughout all phases of the exper-
iment, and (iv) issues surrounding external validity. Features that strengthen internal 
and external validity of SCEDs are discussed in the context of a standardised scale to 
evaluate the scientifi c quality of SCEDs and N-of-1 trials, the Risk of Bias in N-of-1 
Trials (RoBiNT) Scale. New work in developing a reporting guide in the CONSORT 
tradition (the Single-Case Reporting guideline In BEhavioural interventions, 
SCRIBE) is referenced. Subsequent sections in the chapter highlight differences 
among the prototypical single-case designs reported in the literature, both experi-
mental (withdrawal/reversal, multiple-baseline, alternating-treatments, and chang-
ing-criterion designs) and non-experimental (biphasic A-B design, B-phase training 
study, preintervention/ post-intervention design, and case description/report), along 
with illustrative examples reported in the literature. The fi nal section of the chapter 
describes available methods to analyse data produced by SCEDs, including struc-
tured visual analysis, randomization tests and other statistical procedures. 

 Following on from this, Geoff Mitchell in N-of-1 trials in medical contexts 
(Chap.   4    ) argues the case for N-of-1 studies assuming a place in the clinical arma-
mentarium. Clinicians make treatment decisions on a regular basis, and some deci-
sions may result in patients taking treatments for years. This decision-making is a 
core skill of clinicians, and if possible it should be evidence based. The problem is 
that the most common tool to aid this decision making, the RCT, has many problems 
which can lead to a patient being prescribed a treatment that may not work for them. 
N-of-1 studies may be useful tools to assist in making the best decision possible. 
This chapter argues the case for N-of-1 studies assuming a place in the clinical 
armamentarium. It describes the rationale for and uses of N-of-1 trials, the 
 advantages and limitations of N-of-1 trials, and discusses aggregation of N-of-1 trials 
to generate population estimates of effect. 

 In the next chapter (Chap.   5    ) he outlines the rationale, methods, benefi ts and 
limitations of combining N-of-1 trials. The original purpose of N-of-1 trials is to 
determine whether a treatment works in a person. However, these trials can be 
 considered as mini-randomized controlled trials (RCTs), with the person providing 
multiple datasets to the intervention and control groups. Therefore, several people 
undergoing the same N-of-1 trial can contribute many data sets and this rapidly 
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scales up to the point where the power of the trial can equate to a normal RCT, but 
with far fewer participants. This characteristic means that RCT-level evidence can 
be derived from populations that are almost impossible to gather data from, because 
of low prevalence conditions, or diffi culty in recruiting or retaining subjects. This 
chapter describes the method in detail, along with methodological challenges and 
limitations of the method. 

 Chapter   6     on major design elements of N-of-1 trials by Kimmie Carriere, Yin Li, 
Geoff Mitchell and Hugh Senior discuss some important considerations when 
choosing a particular individual N-of-1 trial design. N-of-1 trials are extremely 
 useful in subject-focused investigations, for example, medical experiments. As far 
as we are aware, no guidelines are available in the literature on how to plan such a 
trial optimally. In this chapter, they discuss the considerations when choosing a 
particular N-of-1 trial design, assuming that the outcome of interest is measured on 
a continuous scale. The discussion is limited to comparisons of two treatments, 
without implying that the designs constructed can apply to non-continuous or binary 
outcomes. Optimal N-of-1 trials under various models are constructed depending 
upon how we accommodate the carryover effects and the error structures for the 
repeated measurements. Overall, they conclude that alternating between AB and BA 
pairs in subsequent cycles will result in practically optimal N-of-1 trials for a single 
patient, under all the models considered, without the need to guess at the correlation 
structure or conduct a pilot study. Alternating between AB and BA pairs in a single 
trial is nearly robust to misspecifi cation of the error structure of the repeated 
measurements. 

 In Chap.   7     Hugh Senior discusses a major concern in N-of-1 trials, common to 
any epidemiological approach – the introduction of bias and confounding. These 
factors may modify the size of the treatment estimate or shift the treatment estimate 
away from its true value. The methodological approaches of randomization, alloca-
tion concealment, and blinding are employed to prevent or minimize confounding 
and bias in trials. This chapter provides defi nitions and describes the various 
 methods of randomization, allocation concealment, and blinding that can be adopted 
in N-of-1 trials. In addition, the chapter details the roles of specifi c research staff 
and the information required for the reporting of N-of-1 trial blinding methods in 
medical journals. 

 In Chap.   8     on data collection and quality control, Hugh Senior explains how to 
achieve a reliable data set for analysis that complies with the protocol. A system of 
clinical data management (the planning and process of data collection, integration 
and validation) is critical. This chapter provides a synopsis of the key components 
of clinical data management which need to be considered during the design phase 
of any trial. Topics addressed include the roles and responsibilities of research staff, 
the design of case report forms for collecting data; the design and development of a 
clinical database management system, subject enrolment and data entry, data 
 validation, medical coding, database close-out, data lock and archiving. An addi-
tional section discusses the rationale for the requirement of trial registration. 

 Chapter   9    , by Michael Yelland, offers a very practical account of the reporting of 
N-of-1 trials to patients and clinicians, using trials for chronic pain conditions as 
models which may be applied to many other forms of N-of-1 trials. It draws from 
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the author’s experience in managing N-of-1 trials comparing celecoxib with 
extended release paracetamol for chronic pain and osteoarthritis and comparing 
gabapentin with placebo for chronic neuropathic pain. .  Reporting the results of 
N-of-1 trials to patients and health care professionals requires considerable  planning 
to make reports user-friendly and an effi cient tool for clinical decision making. 
Decisions need to be made about key elements of the report, how to order them with 
the most important summary elements fi rst followed by detailed results, and how to 
set thresholds for clinically important changes. The inclusion of tables and graphs 
in reports should improve readability. An example of an individual report is 
provided. 

 Adverse events are covered by Hugh Senior in Chap.   10    . The safety of subjects 
who volunteer to participate in clinical trials is paramount. ICH-Good Clinical 
Practice (ICH-GCP) guidelines assert that ‘the rights, safety, and well-being of the 
trial subjects are the most important considerations and should prevail over interests 
of science and society’. This chapter describes the internationally accepted standard 
of the (ICH-GCP) guidelines. It introduces important clinical research terminology, 
and provides defi nitions of various types of adverse events, describes the roles and 
responsibilities of investigators and sponsors, and the processes needed to promote 
safety through the assessment, recording, evaluating and reporting of adverse events 
during the design and conduct of clinical trials. 

 Chapter   11    , Research ethics and N-of-1 trials, by Andrew Crowden, Gordon 
Guyatt, Nikola Stepanov and Sunita Vohra, is an exploration of the ethics of N-of-1 
trials and the nature of the relationship between clinical care and clinical research. 
Some N-of-1 trials are conducted as part of clinical care, others are developed as 
research. For those that are research, unless they are deemed exempt from formal 
review, a relevant Human Research Ethics Committee or Institutional Review Board 
should review specifi c projects before they are approved. N-of-1 trials should also 
be authorized by institutions before commencing. The level of risk to the patient/
participant should guide and determine whether a particular project is exempt from 
review, subject to a low/negligible risk review, or should be reviewed by a full com-
mittee. Research ethics reviewers must develop a heightened ethical sensitivity 
toward ensuring that a misguided approach to N-of-1 review does not occur. Clinical 
researchers, institutions and research review committees, should recognize the contin-
uum of clinical care and clinical research, in order to set and act from explicit standards 
which are consistent with the clinical practice – clinical research continuum. 

 Chapter   12     (Kerrie Mengerson, James McGree and Chris Schmid) discusses 
some techniques for exploratory data analysis and statistical modeling of data from 
N-of-1 trials, and provides illustrations of how statistical models and corresponding 
analyses can be developed for the more common designs encountered in N-of-1 
 trials. Models and corresponding analyses for other designs, perhaps involving 
different nesting of treatments, order and blocks, can be developed in a similar 
manner. The focus of this chapter is on continuous response outcomes, that is, 
numerical response data. The chapter is presented in tutorial style, with concomitant 
R code and output provided to complement the description of the models. Mixed 
effects models are also discussed. Such models can be extended to account for a 
variety of factors whose effects can be considered as random draws from a popula-
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tion of effects. A taxonomy of relevant statistical methods is also presented. This 
chapter is aimed at readers with some background in statistics who are considering 
an analysis of data from an N-of-1 trial in the R package. 

 The economics of N-of-1 trials, Chap.   13    , is written by Jennifer Whitty, Joshua 
Byrnes, and Paul Scuffham, who provide the rationale, challenges and methodolog-
ical considerations for evaluating the economics of N-of-1 trials. First, they outline 
the rationale for undertaking an economic evaluation alongside an N-of-1 trial, by 
describing two key economic questions that are likely to be of interest to research-
ers, policy makers and clinicians. Then they outline the methods for undertaking an 
economic evaluation, highlighting some methodological aspects that are of 
 particular relevance for the economics of N-of-1 trials as opposed to more tradi-
tional clinical trials. Finally, they acknowledge that the economic evaluation of 
N-of-1 trials is still in its infancy. We refl ect on the research agenda to further 
develop the potential for N-of-1 trials to inform optimal decision-making around 
treatment and the appropriate allocation of health care resources. 

 Next, in Chap.   14    , Margaret Sampson, Larissa Shamseer, and Sunita Vohra 
consider how to describe the individual and aggregated symptom data of N-of-1 
trials for professional audiences. Whether an N-of-1 trial is undertaken to inform a 
particular clinical decision or to test a hypothesis, publishing it in the professional 
literature may inform other clinical decisions and contribute to the research 
evidence base. A well-reported N-of-1 trial will provide the transparency needed for 
readers to critically appraise the work and determine if it is applicable to their 
 situation. A well reported trial can be replicated and, once replicated, results can be 
aggregated to provide stronger and more compelling evidence. The chapter describes 
in detail a reporting guideline for N-of-1 trials, CENT ( C onsort  E xtension for reporting 
 N -of - 1   T rials). CENT provides a structured format to ensure that the main journal 
report is suffi ciently detailed that it can be critically appraised and replicated. As 
well, prospective registration of the trial and data deposit is discussed as means to 
further increase the transparency and completeness of reporting. 

 Single Patient Open Trials (SPOTs) are described by Jane Smith, Michael 
Yelland and Chris Del Mar (Chap.   15    ). Single patient open trials (SPOTs) are nearly 
identical to standard trials of treatment. The added essential ingredient is a (com-
monly arrived at) set of symptoms to monitor (the  outcome measure ). This means 
they lie somewhere in between formal N-of-1 trials and totally informal trials of 
treatment in terms of rigour. SPOTs are accordingly less demanding to arrange (for 
both the patient and clinician) than N-of-1 trials, but they require considerably more 
effort and commitment than casual trials of treatment. This chapter defi nes and 
describes the rationale for SPOTs, discusses when and why they could be used, as 
well as their limitations, and describes outcome measures and analysis. As well as 
describing the use of SPOTs in clinical contexts, it covers the extra considerations 
required when using SPOTs in research. Several examples of the practical applica-
tion of SPOTs are given, some with the resulting data. It is anticipated that the 
examples may be adapted to enable other clinicians and their patients to perform 
their own SPOTs to validate other medical interventions in the context of the 
individual. 
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 Next, Kerrie Mengersen, James McGree and Christopher Schmid discuss issues 
and approaches related to systematic review and meta-analysis of N-of-1 trials. 
Chapter   16     describes some basic guidelines and methods, and some important steps 
in a systematic review of these types of trials are discussed in detail. This is  followed 
by a detailed description of meta-analytic methods, spanning both frequentist and 
Bayesian techniques. A previously undertaken meta-analysis of a comparison of 
treatments for fi bromyalgia syndrome is discussed with some sample size consider-
ations. This is further elaborated on through a discussion on the statistical power of 
studies through a comparison of treatments for chronic pain. The chapter concludes 
with some fi nal thoughts about the aggregation of evidence from individual 
N-of-1 trials. 

 Finally, in Chap.   17    , Jane Nikles looks at the current status of N-of-1 trials and 
where N-of-1 trials are headed. N-of-1 trials and review articles have recently been 
published in the areas of chronic pain, pediatrics, palliative care, complementary 
and alternative medicine, rare diseases, patient-centered care, the behavioral sciences 
and genomics. These are briefl y reviewed and the current place of N-of-1 trials 
 discussed. The chapter concludes with a vision for the future of N-of-1 trials. 

 We trust you fi nd the book useful. Feedback that might inform later editions is 
welcomed.     
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    Chapter 2   
 What are N-of-1 Trials? 

             Jane     Nikles    

    Abstract     In this chapter, we defi ne N-of-1 trials and provide a brief historical 
 perspective. We briefl y cover the background and rationale for N-of-1 trials, and 
discuss their benefi ts.  

  Keywords     N-of-1 trials   •   Trial of therapy   •   Clinical trial   •   Crossover trial   •   Patient- 
centered outcome research   •   Chronic-disease   •   Medication   •   Medication expendi-
ture   •   Quality use of medicines   •   Adverse events  

        Introduction 

 N-of-1 trials are within-patient, randomized, double-blind, cross-over comparisons 
of a treatment with either a placebo or another treatment. Because the trials involve 
only one patient, with that patient acting as their own control, the comparison is 
made between multiple (usually three periods for each alternative) cross-over time 
intervals. 

 N-of-1 trials can identify those individual patients who respond (and those who 
do not) to particular medications for chronic, stable conditions. For example, the 
trials allow the identifi cation of patients who obtain a satisfactory response from 
cheaper or safer drugs (for example, paracetamol) and those who might gain addi-
tional benefi t from more expensive, less well-tolerated drugs, for instance non- 
steroidal anti-infl ammatory drugs (NSAIDs). 

 A classic example of a patient who responded was a 57-year-old woman who had 
a long history of knee osteoarthritis (OA) symptoms not adequately controlled on 
regular paracetamol. She underwent an N-of-1 trial of ibuprofen 400 mg tds versus 
paracetamol 1 g tds (Fig.  2.1 ). Pain and stiffness visual analog score (VAS) plots 
showed a clear and signifi cant advantage of the NSAID over paracetamol, with the 
patient also preferring the NSAID at two of the three changeovers. This woman 
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clearly responded to NSAIDs, and was subsequently prescribed ketoprofen, 200 mg 
daily (Nikles    et al.  2005 ).
   N-of-1 trials can be used in many different ways; for example:

    1.    To determine whether a certain drug should be started   
   2.    A drug to test whether medication can be discontinued   
   3.    To compare different dosages of the same drug   
   4.    To compare different brands of the same drug, or   
   5.    To ascertain whether certain symptoms are side effects of a particular drug.     

 N-of-1 trials are inherently best suited for the following (Guyatt et al.  2000 ):

    1.    Areas that lack evidence for individual patients   
   2.    Therapies that have varying effects across patients (e.g., anticonvulsants for 

neuropathic pain)   
   3.    Stable or chronic conditions to maximize knowledge gained from N-of-1 trials 

for future clinical decisions (e.g., gastroesophageal refl ux disease)   
   4.    Treatments that have a rapid onset of effect (i.e., short half-‐life)   
   5.    Minimal “washout” periods (i.e., time needed for one treatment to dissipate and 

the next to initiate and stabilize)   
   6.    Stability of treatment to ensure that information gained from N-of-1 trials can 

adequately direct future clinical decisions   
   7.    When there are validated measures for treatment effects.    

  Additionally, the question must be important – either because of cost, serious 
potential adverse effects, or clinical or societal importance. 
 They do not work when:

    1.    The outcome is prevention of an event over a long period of time   
   2.    Treatment alters the underlying condition (e.g., testing antibiotics), or   
   3.    Treatment effects are cumulative or extended over long periods of time 

(e.g., antidepressants for depression).     

  Fig. 2.1    Example arrangement of treatment order       
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 These trials may also be useful in situations where there is a need to prioritize 
medications or where there is signifi cant difference in cost or availability between 
drugs approved for the same indication. 

 In addition, for selected treatments, multiple N-of-1 studies of the same treat-
ment in a similar patient population can be aggregated with high levels of power 
(e.g. via Bayesian or other statistical methods), to provide a population estimate 
of effect, but requiring a fraction of the sample size of the equivalent parallel arm 
RCT. This has obvious benefi ts for accumulating evidence in populations where 
participants are hard to recruit (e.g., small number of patients such as pediatric 
traumatic brain injury (Nikles et al.  2014 ), rare conditions (Facey et al.  2014 ) or 
to retain (e.g., palliative care (Mitchell et al.  2015 ). Further, the effect on each 
participant in the trial is known, which presents opportunities for research into 
individual responsiveness to therapy. This is discussed in more detail in Chap.   5    . 

    Historical Perspective 

 Cushny and Peebles conducted the fi rst N-of-1 trial in 1905 by examining the 
saliva--inducing effects of optical isomers of hyoscines (Cushny and Peebles 
 1905 ). N-of-1 trials have long been used in psychology, and over the last 40 
years, have been used in many different situations in clinical medicine, initially 
by Kellner in 1968 (Kellner and Sheffi eld  1968 ) as an experimental approach to 
targeting drug therapy. A resurgence in 1986 with Guyatt, Sackett and colleagues 
conducting several N-of-1 trials and the setting up of N-of-1 services by Guyatt 
and Larson in the 1980s and 1990s (e.g. Guyatt et al.  1986 ,  1988 ; Larson  1990 ; 
Larson et al.  1993 ), marked the beginning of the use of N-of-1 trials in modern 
clinical settings.   

    Background and Rationale 

    High Burden of Chronic Disease in Western Society 

 Today, chronic diseases are among the most prevalent, costly, and preventable of 
all health problems. Seven out of every ten Americans who die each year, or 
more than 1.7 million people in America yearly, die of a chronic disease (Centers 
for Chronic Disease Prevention and Health Promotion  2009 ). The prolonged 
course of illness and disability from such chronic diseases as diabetes and arthri-
tis results in extended pain and suffering and decreased quality of life for mil-
lions of Americans, causing major limitations in activity for more than 33 
million Americans (Centers for Chronic Disease Prevention and Health 
Promotion  2009 ).  

2 What are N-of-1 Trials?
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    High Cost of Medication for Chronic Disease 

 In the USA, as in other Western countries, chronic diseases cost large amounts both 
to the government and to the individual. Heart disease and stroke cost US$313.8 
billion in 2009; cancer cost US$89 billion in health care expenditures in 2007; the 
direct costs of diabetes totaled $US116 billion in 2007; the cost of direct medical 
care for arthritis was more than $US80.8 billion per year, in 2003 (Centers for 
Chronic Disease Prevention and Health Promotion  2009 ). 

 In Western countries, a large part of the cost of chronic disease is the cost of 
medications and their adverse effects. As in the USA, large and increasing amounts 
of money are spent on prescription medications in Australia. In the year ending 30 
June 2013, a total of at least AUD$8.9 billion, including AUD$7.4 billion by the 
PBS and AUD$1.49 billion by patients, was spent on 197 million PBS prescriptions 
(compared to 194.9 million in the previous year) (PBS expenditure and prescrip-
tions, July  2012 ).  

    Inappropriate Medication Use 

 Over the last 15 years, there has been increasing concern about the high psychoso-
cial, economic and health costs of inappropriate medication use. Many people do 
not respond to medicines they are prescribed (Guyatt et al.  2000 ): the evidence that 
clinicians rely on to make treatment decisions may not apply to individuals. Ensuring 
that patients only take medicines that work for them, is an important strategy in 
reducing the burden of medication misadventure. In Australia each year, medication 
misadventure, including adverse drug reactions and drug-drug interactions, is impli-
cated in 2–3 % of all hospitalizations (i.e. 190,000 per year) (Australian Council for 
Safety and Quality in Health Care ( 2006 )), 8,000 hospital related deaths (Roughead 
and Semple  2009 ), an estimated annual cost of $350 million in direct hospital costs 
and total costs to the health system of $660 million (Roughead and Semple  2009 ). 
Even for those who are not ill enough to require admission, adverse events can 
impair their quality of life (Sorensen et al.  2005 ). Polypharmacy, especially in older 
people and women, contributes to this (Curry et al.  2005 ). There is also evidence 
to suggest that considerable amounts of medicines are wasted, that is, unused by 
patients and returned to pharmacists (Commonwealth Department of Human 
Services and Health  2009 ).  

    The Need to Find Ways of Targeting Medications 

 It is clear that the appropriate and safe use of medicines is an urgent national 
priority. In the current evidence-based and consumer-driven policy environ-
ments, information which helps medical practitioners and patients make informed 
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decisions about the appropriate use of medicines is much needed, for example, 
ways of reducing unnecessary medication use by targeting medications to 
responders. 

 Although the art of prescribing has advanced signifi cantly over recent decades, 
there is still a large element of uncertainty involved. For example, it is known that 
only 30–50 % of individuals with osteoarthritis respond to NSAIDs (Walker et al. 
 1997 ); so how does a clinician predict whether a particular osteoarthritic patient will 
respond or not?  

    Identifying Patients Who Respond 

 Genetic variation or polymorphism may be an important factor underlying the vari-
ation in individual responses to certain drugs. For example, genetic defects in the 
dopamine transporter gene might contribute to some forms of ADHD; thus explain-
ing why certain individuals respond to psychostimulants, which interact with the 
dopamine, serotonin, and norepinephrine transporters of monoamines across the 
plasma membrane (Jayanthi and Ramamoorthy  2005 ) .  

 Until pharmacogenetics – the study of human genome function and its effects on 
drug response – becomes further developed and widely available, N-of-1 trials 
remain the best method of identifying patients who respond to certain drugs.  

    Results of Clinical Trials Not Necessarily 
Applicable to Individuals 

 Randomized controlled trials remain the ‘gold standard’ for assessing drug 
effectiveness. However, the difficulty of extrapolating the results of randomized 
controlled trials to the care of an individual patient has resulted in prescribing 
decisions in clinical practice often being based on tradition, rather than evi-
dence (Larson  1990 ; Larson et al.  1993 ; Mapel et al.  2004 ). When considering 
any source of evidence about treatment other than N-of-1 trials, clinicians are 
generalizing from results on other people to their patients, inevitably weaken-
ing the inferences about treatment impact and introducing complex issues of 
how randomized controlled trial (RCT) results apply to individuals (Kellner and 
Sheffield  1968    ). In fact, in their hierarchy of study design to evaluate the 
strength of evidence for making treatment decisions, Guyatt et al. place N-of-1 
trials at the top (highest level of evidence) (Guyatt et al.  2000 ). This is discussed in 
more detail in Chap.   4    .  

2 What are N-of-1 Trials?
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    How do Doctors Decide on Medications 
at Present? The Trial of Therapy 

 Doctors often use a trial of therapy to assist in their clinical decision-making. That 
is, the patient presents with a particular cluster of symptoms, they are prescribed a 
particular medication (for example, an asthma drug or an NSAID) tentatively, as a 
trial, and the subsequent condition of the patient is used to monitor the effi cacy of 
the treatment, usually informally. Then, based on the patient’s response, the medica-
tion is either continued, discontinued or the dose is changed. This is discussed in 
more detail in Chap.   4    .  

    Biases of Informal Trials of Therapy 

 The informal trial of therapy has serious potential biases. These are the placebo 
effect, the patient’s desire to please the doctor, and the expectations of patient and 
doctor. Although commonly used, it is not adequate for determining the appropri-
ateness of prescribing certain medications, particularly those that have signifi cant 
side effects or are expensive. This is discussed in more detail in Chap.   4    .   

    N-of-1 Trials as a Possible Solution 

 One method with the potential to solve these problems is the N-of-1 trial. An N-of-1 
trial is more rigorous and objective version of a trial of therapy and therefore could 
be a potentially feasible initiative to incorporate into clinicians’ routine day to day 
practice. Rather than using a  group  of patients as a control for a group of patients, 
as is done in parallel group clinical trials, N-of-1 trials use a single patient as their 
own control. Because the data have come from that patient, the result is defi nitely 
applicable to that patient. Because treatment periods are randomized and double- 
blind, N-of-1 trials remove the biases mentioned above. 

    N-of-1 Trials Are Widely Applicable 

 The N-of-1 trial is a more sophisticated refi nement of the trial of therapy. 
Clinicians could, potentially, adopt this clinical tool on a routine basis to assist in 
medication- related decision-making. A recent review found 108 N-of-1 trials for 
medications, medical devices, surgical treatments, acute conditions, and behavioral 
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interventions since 1986 (Gabler et al.  2011 ). The most common conditions examined 
in the N-of-1 trials were neuropsychiatric (36 %, of which 9 % were attention defi cit 
hyperactivity disorder), musculoskeletal (21 %, of which 9 % were osteoarthritis), 
and pulmonary (13 %).  

    Potential Benefi ts of N-of-1 Trials 

    Patients 

 Participation in their clinical management is a very powerful tool in enabling the 
individual to make informed therapeutic choices. This is one of the principles of 
patient care. Patients may benefi t from involvement in N-of-1 trials because they 
can have a trial conducted for their own situation, in which they can personally 
determine the benefi ts of two therapeutic choices (Nikles et al.  2005 ). 

 Because of involvements in the data collection and decision making processes, 
N-of-1 trials may increase patients’ confi dence in, and commitment to, their long- 
term pharmacological management (Nikles et al.  2005 ). Patients who do not respond 
could avoid any possible side effects from taking a medication that is not effective. 
Targeting therapy to only those who benefi t could have a signifi cant positive impact 
on health outcomes for patients with chronic conditions.  

    Doctors 

 The pharmacological management of various chronic stable conditions such as OA, 
in which individual response to treatment is variable, forms a large part of many 
medical practitioners’ workload. Improving the appropriateness and precision of 
prescribing for these conditions, by identifying those who respond to particular 
drugs and those who do not, could make a signifi cant contribution to improving the 
quality of patient care. N-of-1 trials may also aid the further development of trust 
and mutual respect within the doctor-patient therapeutic partnership. 

 Using N-of-1 trial methods may encourage medical practitioners to apply rigor-
ous methods to evaluate both standard and new therapies. This could be important in 
developing critical appraisal skills, and empowering to those medical practitioners 
who have felt that research was not of direct use for resolving their problems and 
questions (Askew  2005 ). Providing non-academic medical practitioners with an 
appreciation of the benefi ts of research is much needed (Moulding et al.  1997 ). 
N-of-1 trials may help doctors to realize the effectiveness of certain drugs in their 
individual patients in a way that they are not able to appreciate otherwise. This could 
be a very powerful educating infl uence. N-of-1 trials may also infl uence prescribing 
indirectly by encouraging more thoughtful prescribing of medications in general.  

2 What are N-of-1 Trials?
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    Health System 

 Anticipated benefi ts include: the generation of innovative treatment approaches for 
individual patients, more appropriate and cost effective prescribing, the minimiza-
tion of the risk of adverse side effects, reduced inappropriate and wasteful prescrib-
ing, and therefore decreased unnecessary expenditure. Cost savings could benefi t 
the PBS, the Repatriation Pharmaceutical Benefi ts Scheme (RPBS) – this is the PBS 
equivalent for war veterans and their families – and private health funds, which 
provide set levels of reimbursement for certain medications and patients. 

 N-of-1 trials in the behavioral sciences will be further explored in Chap.   3     and 
N-of-1 trials in medical contexts in Chap.   4    .    

    Conclusion 

 N-of-1 trials are individual randomized multiple crossover controlled trials which 
use the patient as their own control. Applicable in many contexts, they have signifi -
cant benefi ts for patients, clinicians and the health system.     
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    Chapter 3   
 N-of-1 Trials in the Behavioral Sciences 

             Robyn     L.     Tate      and     Michael     Perdices    

    Abstract     This chapter describes the application of N-of-1 trials in the behavioural 
sciences, where they are commonly referred to as single-case experimental designs 
(SCEDs).  Four essential features demarcate single-case methodology from between-
group designs:  (i) the individual serves as his or her own control, (ii) use of a specifi c 
and operationally-defi ned behaviour that is targeted by the intervention, (iii) frequent 
and repeated measurement of the target behaviour throughout all phases of the exper-
iment, and (iv) issues surrounding external validity.   Features that strengthen internal 
and external validity of SCEDs are discussed in the context of a standardised scale to 
evaluate the scientifi c quality of SCEDs and N-of-1 trials, the Risk of Bias in N-of-1 
Trials (RoBiNT) Scale.   New work in developing a reporting guide in the CONSORT 
tradition (the Single-Case Reporting guideline In BEhavioural interventions, SCRIBE) 
is referenced.  Subsequent sections in the chapter highlight differences among the 
prototypical single-case designs reported in the literature, both experimental (with-
drawal/reversal, multiple-baseline, alternating-treatments, and changing-criterion 
designs) and non-experimental (biphasic A-B design, B-phase training study, pre-
intervention/post-intervention design, and case description/report), along with illus-
trative examples reported in the literature. The fi nal section of the chapter describes 
available methods to analyse data produced by SCEDs, including structured visual 
analysis, randomization tests and other statistical procedures.  

  Keywords     Single-case experimental designs   •   N-of-1 trials   •   Behavioral sciences   • 
  Design   •   Analysis   •   Test interpretation   •   Single-case methodology   •   Non- 
experimental     •   Case description   •   B-phase training   •   Pre-post intervention   •   Biphasic 
design   •   Withdrawal/reversal design   •   Multiple baseline   •   Alternate treatment   • 
  Changing-criterion design  
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        Evolution of the N-of-1 Trial in the Behavioral Sciences 

 In the 25 years between 1985 and 2010, just over 100 articles were published in 
medical journals using N-of-1 methodology (Gabler et al.  2011 ). By contrast, dur-
ing the same period more than 600 articles using single-case experimental designs 
were published in the neuropsychological rehabilitation fi eld alone (  www.psycbite.
com    , accessed 21 February, 2014), and in the even more circumscribed fi eld of spe-
cial education more than 450 such articles were published over approximately the 
same period (1983–2007; Hammond and Gast  2010 ). 

 The behavioral sciences (including clinical, education, and neuro- and rehabilita-
tion psychology) have used single-case experimental methodology to test the effi cacy 
of interventions for many decades. Indeed, Gordon Guyatt, who was interviewed 
about the evolution of the medical N-of-1 trial that occurred in the early 1980s, com-
mented that at that time:

  The department [Clinical Epidemiology and Biostatistics at McMaster University, Canada] 
was multidisciplinary and very tightly integrated. So there were … statisticians and psy-
chologists and people with behavioral backgrounds, physicians and epidemiologists getting 
together on a regular basis. And for a while, one of the psychologists would say, ‘Oh, that 
would be very interesting for an N-of-1 trial.’ And we said, ‘Thank you very much’ and 
would go on. Then at one point it clicked, and we started to get out the psychology literature 
and found three textbooks full of N-of-1 designs from a psychology perspective. … It was 
totally old news (Kravitz et al.  2008 , p. 535). 

   This interview highlights two issues: fi rst, the methodology of the N-of-1 trial 
was already well established in psychology by the time that Guyatt and colleagues 
commenced work with N-of-1 trials, and second, there was not just a single N-of-1 
design but many different types. In what is taken to be the initial, landmark publica-
tion describing a medical N-of-1 trial (a 66-year old man with uncontrolled asthma), 
Guyatt et al. ( 1986 , pp. 889–890) commented that “experimental methods have 
been applied to individual subjects in experimental psychology for over two 
decades, to investigate behavioral and pharmacological interventions. The method 
has been called an ‘intensive research design’, a ‘single case experiment’ or (the 
term we prefer) an ‘N of 1’ study (‘N’ being a standard abbreviation for sample 
size).” In the behavioral sciences, although the term ‘N-of-1’ was used in early work 
(e.g., Davidson and Costello  1978 ; Kratochwill and Brody  1978 ), the descriptor 
‘single-case experimental design’ (SCED) is more commonly used, referring to a 
family of different types of controlled research designs using a single participant. 
Because the ‘N-of-1 trial’ in medicine now refers to a specifi c type of SCED, hence-
forth, in the present chapter we use the broader term SCED to avoid confusion. We 
include the medical N-of-1 trial as a subset of SCEDs, the varieties of which are 
described later in this chapter.

   Several essential features defi ne SCEDs and distinguish them from traditional 
between-group research methodology. These differences are important, because 
they also form the building blocks for designing and implementing scientifi cally 
rigorous SCEDs: 
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 First, in SCEDs the individual serves as his or her own control. Whereas a group 
design compares two or more groups who receive different interventions (which 
may include a non-intervention condition), comparable control is achieved in 
SCEDs by having the  same  individual receive the intervention conditions sequen-
tially in a number of “phases” (this term being comparable to “periods” as used in 
the medical N-of-1 literature). There is a minimum of two types of phases, the 
baseline phase (generally designated by the letter, A) and the intervention phase 
(generally designated by the letter, B). In this way, a SCED involves a controlled 
experiment. There are certain design rules that govern the way in which the inter-
vention (i.e., the independent variable) is manipulated (e.g., only changing one vari-
able at a time) which are described in detail in single-case methodology texts (e.g., 
Barlow et al.  2009 ; Kazdin  2011 ). 

 Second, the outcome (i.e., the dependent variable) in SCEDs is an operationally 
defi ned and precisely specifi ed behavior or symptom that is targeted by the inter-
vention (and hence referred to as the “target behavior”). In group designs, outcomes 
often refl ect general constructs (e.g., social skills) and are usually measured with 
standardized instruments that, ideally, have good psychometric properties. Such 
instruments (at least in the behavioral sciences) often encompass multiple and even 
disparate aspects of the outcome of interest (e.g., an outcome measure for “social 
skills” may include a heterogeneous set of items addressing eye contact, facial 
expression, initiating conversation, response acknowledgement) and the score 
obtained may not capture the specifi city of the particular problem behavior being 
treated. By contrast, the dependent variable used in a SCED aims to provide a 
specifi c, precisely defi ned, behavioral observation (e.g., frequency of initiating 
conversation topics), and indeed often does not employ a standardized instrument 
for measuring the outcome. As a consequence, the researcher needs to demonstrate 
that the data collected on the target behavior have acceptable inter-rater reliability. 

 Third, SCEDs involve frequent and repeated measurement of the target behavior 
in every phase, whereas the outcome variable/s in group designs may be measured 
on as little as two occasions (pre-intervention and post-intervention). The reason for 
multiple measures of the target behavior is to address the variability in behavior that 
occurs in a single individual. In group designs, such variability is overcome by 
aggregating data across participants. Because the target behavior in SCEDs needs to 
be measured repeatedly, it also needs to lend itself well to this purpose and be ame-
nable to frequently repeated administrations (which are often not feasible with 
standardized instruments that may be time-consuming to administer). The exact 
number of measurements taken per phase, however, will also depend on different 
parameters, such as stability of the data (discussed later in this chapter). 

 Fourth, another difference between group designs and SCEDs pertains to exter-
nal validity, specifi cally generalization of the results to other individuals and other 
settings. Traditionally, external validity has been regarded as a special strength of 
group designs (most notably in the randomized controlled trial), and conversely a 
particular weakness of SCEDs – clearly, with a sample size of n = 1, the grounds for 
generalization to other individuals are very tenuous. Nonetheless, these extreme 
views regarding external validity are an oversimplifi cation. It has been observed 
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previously that generalization of results from a group design only applies to indi-
viduals who share similar characteristics to those participating in the study, and 
more specifi cally, the subset of participants in a study who actually improve (gener-
ally, not all participants respond positively to the intervention). Moreover, selection 
criteria for participants in clinical trials are often stringent in order to increase 
homogeneity of the sample and generally people are excluded who have premorbid 
and/or current comorbidities (e.g., in the neuropsychological rehabilitation fi eld: 
alcohol and substance use problems, other neurological or psychiatric conditions, as 
well as severe motor-sensory and cognitive impairments). Restricted selection 
criteria place severe limitations on the capacity to generalize the results to those 
individuals who do not possess such characteristics. 

 On the other hand, the SCED has developed methods that strengthen external 
validity, most commonly through replication (see Horner et al.  2005 ), as well as 
using generalization measures as additional outcome measures (see Schlosser and 
Braun  1994 ). Direct replication of the experimental effect  within the experiment  
(i.e., intra-subject replication) is a key feature of single-case methodology that 
strengthens internal validity, whereas inter-subject replication and systematic 
replication are methods to enhance external validity (Barlow et al.  2009 ; Gast  2010 ; 
Horner et al.  2005 ; Sidman  1960 ). 

 The foregoing provides the parameters of single-case methodology. It is impor-
tant to distinguish this single-case methodology from anecdotal, uncontrolled case 
descriptions that are also reported in the literature. Specifi cally, single-case method-
ology is distinguished by the following cardinal features (Allen et al.  1992 ; Backman 
et al.  1997 ; Perdices and Tate  2009 ; Rizvi and Nock  2008 ):

•    It consists of a number of discrete phases, generally, but not invariably, baseline 
(A) and intervention (B) phases in which the individual serves as his or her own 
control  

•   There is a clear, operational defi nition of the dependent variable (behavior tar-
geted for treatment)  

•   The dependent variable is measured repeatedly and frequently throughout all 
phases using precisely defi ned methods  

•   Measurement and recording procedures are continued until requirements of the 
specifi c design have been satisfi ed  

•   Experimental control is exercised by systematically manipulating the indepen-
dent variable (intervention), manipulating one independent variable at a time and 
carefully controlling extraneous variables.    

 The above defi ning features of SCEDs have been incorporated into methodologi-
cal quality rating scales to evaluate both internal and external validity. It is well 
established that even randomized controlled trials vary widely with respect to their 
scientifi c rigor (in the neurorehabilitation literature see Moseley et al.  2000 ; Perdices 
et al.  2006 ), and the single-case literature also exhibits variability with respect to 
scientifi c calibre (Barker et al.  2013 ; Maggin et al.  2011 ; Shadish and Sullivan 
 2011 ; Smith  2012 ; Tate et al.  2014 ). Over the past 10 years concerted efforts have 
been made in the behavioral sciences to improve the conduct and reporting of SCED 
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research. Standards of design and evidence reported by Kratochwill et al. ( 2013 ) 
draw heavily on seminal work in the area published by Horner and colleagues 
( 2005 ). All of these developments were used by Tate et al. ( 2013 ) in revising their 
methodological rating scale to evaluate the scientifi c rigor of SCEDs. 

 The 15-item Risk of Bias in N-of-1 Trials (RoBiNT) Scale (Tate et al.  2013 ) 
examines both internal validity (7 items) and external validity and interpretation (8 
items), as shown in Table  3.1 . The original impetus to develop the RoBiNT Scale 
(and its precursor the 11-item SCED Scale; Tate et al.  2008 ) was to critically 
appraise the scientifi c quality of SCEDs in the published literature for the purpose 
of rating methodological quality of the studies archived on our PsycBITE database. 1  

1   PsycBITE is a multi-disciplinary database that archives all of the published empirical articles on 
nonpharmacological treatments for the psychological consequences of acquired brain impairment 
and contains more than 4,500 records. Controlled studies (both group and single-case) are rated for 
scientifi c rigor and ranked on the database in terms of their scientifi c quality. 

   Table 3.1    Item content of the risk of bias in N-of-1 trials (RoBiNT) scale   

 Internal validity subscale  External validity and interpretation subscale 

 1. Design: Does the design of the study meet 
requirements to demonstrate experimental 
control? 

 8. Baseline characteristics: Were the 
participant’s relevant demographic and 
clinical characteristics, as well as 
characteristics maintaining the condition 
adequately described? 

 2. Randomization: Was the phase sequence and/
or phase commencement randomized? 

 9. Therapeutic setting: Were both the specifi c 
environment and general location of the 
investigation adequately described? 

 3. Sampling: Were there a suffi cient number of 
data points (as defi ned) in each of baseline and 
intervention phases? 

 10. Dependent variable (target behavior): 
Was the target behavior defi ned, 
operationalized, and the method of its 
measurement adequately described? 

 4. Blind participants/therapists: Were the 
participants and therapists blinded to the 
treatment condition (phase of study)? 

 11. Independent variable (intervention): Was 
intervention described in suffi cient detail, 
including the number, duration and 
periodicity of sessions? 

 5. Blind assessors: Were assessors blinded to 
treatment condition (phase of study)? 

 12. Raw data record: Were the data from the 
target behavior provided for each session? 

 6. Inter-rater reliability (IRR): Was IRR 
adequately conducted for the required 
proportion of data, and did it reach a suffi ciently 
high level (as defi ned)? 

 13. Data analysis: Was a method of data 
analysis applied and rationale provided for 
its use? 

 7. Treatment adherence: Was the intervention 
delivered in the way it was planned? 

 14. Replication: Was systematic and/or 
inter-subject replication incorporated into the 
design? 
 15. Generalization: Were generalization 
measures taken prior to, during, and at the 
conclusion of treatment? 

   Note : the RoBiNT manual, available from the corresponding author, provides detailed description 
and operational defi nitions of the items  
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The specifi c requirements of our research team were to develop a practical, feasible, 
reliable and sensitive scale that evaluated risk of bias in single-case research designs. 
The RoBiNT Scale is designed to be a generic scale, applicable to any type of 
SCED (including the medical N-of-1 trial). It demonstrates very good psychometric 
properties, with excellent inter-rater reliability (all intra-class correlation coeffi -
cients (ICC) for each of the total score and the two subscales for pairs of both novice 
and trained raters are in excess of ICC = 0.86), as well as discriminative validity 
(Tate et al.  2013 ).

   An added feature of the RoBiNT Scale is that the items can be used as a checklist 
to plan the conduct and reporting of single-case experiments and N-of-1 trials. That 
said, recent endeavors have focused specifi cally on developing reporting guidelines 
in the CONSORT tradition for SCEDs in the behavioral sciences literature (Tate 
et al.  2012 ). The guideline, entitled the SCRIBE ( S ingle- C ase  R eporting guideline 
 I n  BE havioral interventions) is to be published soon (Tate et al. accepted). The 
SCRIBE owes its origins to the complementary CONSORT Extension for N-of-1 
Trials (CENT) Statement developed for the medical community (Shamseer et al. 
 2015 ; Vohra et al.  2015 ; see Chap.   14     in this volume). The reason that two sets of 
guidelines are being developed is to cater to the different readership (medical vs 
behavior sciences). In addition, the CENT relates exclusively to the medical N-of-1 
trial, whereas the SCRIBE addresses the broader family of SCEDs.  

    Common Types of Designs Using a Single Participant 

 Perusal of reports in the literature describing a single participant reveals a plethora 
of different types of designs, some of which do not conform to the defi ning features 
of single-case methodology listed earlier in this chapter. Based on our survey of 
the neuropsychological literature reporting on a single participant (Perdices and 
Tate  2009 ), along with our work in classifying more than 1,000 published single- 
case reports archived on PsycBITE, we have mapped the common types of designs 
using individualized data from one or several individual participants. Figure  3.1  
which is taken from our in-house training manual for rating scientifi c rigor of sin-
gle-case designs, was informed by discussion at the CENT consensus conference 
in May 2009, and is slightly adapted from the fi gure published in Tate et al. 
( 2013 ) so that it specifi es the location of the N-of-1 trial. Designs that use a single 
participant can divided into two main classes:

    (a)    those using single-case methodology, some of which involve experimental con-
trol (depicted above the  horizontal line  in Fig.  3.1 ), and others which do not 
have experimental control (viz., the bi-phasic A-B design).   

   (b)    non-experimental designs, which are shown below the  horizontal line .    

  The main varieties of SCEDs are described in the following section. In terms of 
non-experimental designs, these comprise case descriptions, single phase (B-phase 
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training) studies, pre-intervention/post-intervention designs, along with the bi- 
phasic (A-B) design. 

    Case Descriptions 

 Case descriptions are “a description of clinical practice that does not involve 
research methodology” (Backman and Harris  1999 , p. 171). The quintessential 
example of the case description noted by Rizvi and Nock ( 2008 ) is the classic work 
of Freud and Breuer ( 1895 ), the most famous being the case of Anna O.  

    B-Phase Training Studies 

 In B-phase training studies, the target behavior is measured only during the treat-
ment (B) phase. Because these designs lack a baseline (A phase), there is no system-
atic manipulation of the independent variable. Therefore the experimental effect 
cannot be demonstrated, thus abolishing any attempt at experimental control. It is 
therefore not possible to reliably determine the reasons for any change observed in 
the target behavior – it may be the result of treatment or it may not. One might rea-
sonably ask the question as to why such an uncontrolled study that cannot demon-
strate treatment effect is conducted in the fi rst place. B-phase training studies are 
often implemented in situations of clinical emergency where the target behavior is 
at risk of causing harm to the patient or other people (Kazdin  2011 ). In this 
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  Fig. 3.1    Common types of designs using a single participant (Reproduced from: unpublished 
manual for critical appraisal of single-case reports, University of Sydney. Adapted version published 
in Tate et al. ( 2013 ))       
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situation, there may not be suffi cient time to conduct an initial baseline (A) phase 
and there may also be ethical objections to withdrawing the intervention (to revert 
to baseline to demonstrate treatment effect) if there has been amelioration of the 
target behavior.  

    Pre-intervention/Post-intervention Design 

 The pre-intervention/post-intervention design, wherein outcome measures are taken 
before and following (but not during) the intervention, appears to be an application 
of group-design methods to an individual. It does not conform to any of the tenets 
of single-case methodology and, as a research design for a single participant, is very 
weak. Backman et al. ( 1997 ) note that there is very little, if any, control for threats 
to internal validity in these designs. Although there is manipulation of the indepen-
dent variable, the effects of such manipulation are not systematically recorded. That 
is, measures are not taken during the treatment (B) phase and consequently the 
experimental effect cannot be clearly demonstrated because changes in the outcome 
variable may be due to other confounds (e.g., practice effects, history, maturation) 
that have not been controlled. Moreover, in these types of studies, the outcome 
variable/s is usually measured with a standardized generic instrument rather than 
the specifi c and operationally-defi ned target behavior that is to be treated in therapy. 
There is no repeated and frequent assessment of outcome measures during all 
phases; rather assessments are conducted once (or on a small number of occasions) 
only prior to and after the conclusion of treatment.  

    Bi-phasic A-B Design 

 The bi-phasic A-B design can be considered the basic, entry-level design for single- 
case methodology. It is characterized by two phases: in the baseline (A) phase, the 
target behavior is measured repeatedly and frequently, and treatment does not com-
mence until the B phase, in which the target behavior also continues to be measured 
repeatedly and frequently. Yet, because there is no second A phase (i.e., A-B-A), 
there is only one demonstration of the experimental effect and thus little, if any, 
control of extraneous variables. Without a control condition (e.g., a withdrawal or 
reversal phase, additional patients or behaviors that are concurrently examined) it is 
not possible to reliably establish the reason for change in the target behavior. 
Consequently, A-B designs are “more accurately considered a pre-experimental 
design” (Byiers et al.  2012 , p. 401). Such designs cannot provide fi rm evidence to 
establish a causal (functional) relationship between the dependent and independent 
variables, even though it may be possible to verify statistically a change in level, 
trend or variability of the target behavior between the A and B phases.   
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    Varieties of SCEDs in Psychology and Education 
with Examples from the Literature 

 Recent surveys have documented a rich diversity of designs reported in the current 
psychological and educational literature (Shadish and Sullivan  2011 ; Smith  2012 ; 
Barker et al.  2013 ). Barlow et al. ( 2009 ) describe 19 distinct SCEDs that allow 
investigations to be tailored to the diverse and often complex nature of behavioral 
interventions, and meet specifi c challenges in scientifi cally evaluating treatment 
effects. In this section, we review the four major types of SCEDs used in rehabilita-
tion, behavioral and education research. The 19 design varieties described by 
Barlow et al. fi t within the four major design types. 

    Withdrawal/Reversal Designs 

 Withdrawal/reversal designs constitute the ‘basic’ model of SCEDs. In general, they 
consist of a single sequence of alternating baseline (or no-intervention, A) phases 
and intervention (B) phases (see Fig.  3.2 ). Barlow et al. ( 2009 ) offer a comprehen-
sive discussion of the advantages and limitations of the wide variety of withdrawal/
reversal designs, including the more complex variants commonly reported in the 
literature, such as designs with additional A and B phases (e.g., A-B-A-B-A-B), or 
designs incorporating more than one intervention (e.g., A-B-A-C-A, where B and C 
denote different interventions).

   Withdrawal/reversal designs are suitable for investigating interventions that are 
likely to have a reversible effect, so that the target behavior can be expected to return 
to baseline level when treatment is withdrawn. The most obvious examples of such 
interventions are equipment and external aids, such as communication devices, 
memory notebooks, personal digital assistants and so forth. A principal limitation of 
all withdrawal/reversal designs is that they cannot be used to examine interventions 

  Fig. 3.2    Simulated data illustrating an A-B-A-B design       
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that have potentially irreversible effects on the target behavior, such as training the 
participant to use a self-monitoring strategy, which cannot be readily ‘unlearned’ 
when the treatment phase ends. These designs may also be unsuitable in situations 
when withdrawal of treatment might not be clinically appropriate or ethical, particu-
larly if treatment appears to be effective or dangerous behaviors are involved. 
Moreover, if the investigation includes several interventions (e.g., A-B-A-C-A- 
D-A) the effect of intervention order, or interaction between different interventions 
may be diffi cult to interpret. 

 In general, N-of-1 trials in the medical literature are essentially multiple-phase, 
withdrawal/reversal designs, described by Guyatt and colleagues ( 1986 ,  1988 ) as 
the double-blind, randomized, multiple cross-over A-B trial in an individual patient. 
They may include washout periods following an intervention phase in order to 
reduce carryover effects of treatment. In addition, duration of treatment periods 
may be determined a priori in order to allow the expected treatment effects to occur 
(Duan et al.  2013 ). 

 Experimental effect in withdrawal/reversal designs is demonstrated if the level of 
the dependent variable (target behavior) varies in the predicted manner when the 
independent variable (intervention) is systematically introduced and withdrawn 
(i.e., at phase change from A to B, from B to A, etc.). Adequate experimental 
control is achieved when the study design provides at least three opportunities for 
demonstrating the experimental effect (Horner et al.  2005 ; Kratochwill et al.  2013 ). 
The A-B and A-B-A designs fail to meet this criterion. The A-B-A-B design (see 
Fig.  3.2 ) is now regarded as the simplest withdrawal/reversal design offering accept-
able experimental control. 

 Travis and Sturmey ( 2010 ) used an A-B-A-B design to decrease the production 
of delusional utterances in a 26-year old man with “mild intellectual disabilities, 
frontal lobe syndrome, traumatic brain injury, mood disorder, and mania” (p. 745). 
Several years after sustaining his brain injury, this man began to utter delusional 
statements which negatively impacted the relationships he had with his peers in 
the inpatient facility where he lived. During baseline phases, the therapist pro-
vided 10 s of disapproving comment, immediately following the patient uttering 
a delusional statement. The intervention was based on differential reinforcement 
of alternative behavior and extinction. This consisted of withholding attention for 
10 s when the patient uttered a delusional statement and providing 10 s of positive 
verbal reinforcement following contextually appropriate, non-delusional utter-
ances. The behavioral experiment was conducted over 17 sessions with four to 
fi ve sessions per phase, during which data were collected on the target behavior 
each session, and were presented graphically in the report. Compared with base-
line performance, the intervention markedly decreased the rate (per minute) of 
delusional utterances, and increased the rate of non-delusional, contextually 
appropriate statements. Treatment effect was still evident at 6 month, 1- 2- and 
4-year follow-ups.  
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    Multiple-Baseline Designs 

 Many interventions teach new skills (e.g., communication strategies, gait retraining, 
social skills, behavior monitoring), which cannot be readily ‘unlearned’. In this 
scenario, as well as the situation where it is considered unethical to withdraw a suc-
cessful intervention, the multiple-baseline design (MBD) provides an effective and 
ready way by which to test the effi cacy of an intervention. The MBD can also be 
used for interventions that can be meaningfully withdrawn. 

 In MBDs several baselines (legs or tiers) of the dependent variable are measured 
simultaneously. The intervention, however, is introduced across the various tiers in 
a staggered sequence. Thus, at different stages of the experiment some tiers will be 
in the baseline (A) phase and others will be in the intervention (B). There are three 
basic types of MBDs: across behaviors, participants or settings (see Fig.  3.3 ). Onset 
of the initial baseline phase occurs concurrently across all tiers, and onset of the fi rst 
intervention phase is then sequentially staggered over time across the different tiers. 
Each tier generally consists of a simple A-B sequence, but more complex designs 
(e.g., alternating-treatment or multiphasic withdrawal/reversal designs) can also be 

  Fig. 3.3    Simulated data demonstrating a multiple-baseline design across three different settings       
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embedded into each tier (Shadish and Sullivan  2011 ; Smith  2012 ). In the latter 
instance, onset of additional phases is also generally staggered across the tiers.

   MBDs designs are commonly reported in the psychology and education litera-
ture, accounting for more than 50 % of SCEDs (Shadish and Sullivan  2011 ). 
Experimental effect in MBDs is demonstrated when “ change occurs when, and only 
when , the intervention is directed at the behavior, setting or participant in question” 
(Barlow et al.  2009 , p. 202). Adequate experimental control is achieved when the 
design permits the experimental effect to be demonstrated on at least three occa-
sions (Horner et al.  2005 ; Kratochwill et al.  2013 ). This means that in a MBD with 
three tiers, each tier must, at minimum, incorporate an A-B phase sequence. 

The MBD has many strengths, effi ciencies and fl exibility in meeting specifi c 
contingencies of a situation which may cause problems with the classic withdrawal/
reversal (A-B-A-B) design. They are most elegant in addressing replication (MBD 
across participants) and testing for generalization (MBD across settings and behav-
iors). Nonetheless, Kazdin ( 2011 ) has noted some potential diffi culties with the 
MBD. There may be interdependence, particularly in MBD across behaviors, which 
means that when the intervention is introduced at the fi rst tier, carry-over effects 
occur in the behaviors of the second and subsequent tiers which are still in the base-
line phase. There may also be inconsistencies in response across tiers, which intro-
duce ambiguity in interpreting results. In addition, prolonged baselines in the second 
and subsequent tiers may mean that in MBDs across behaviors or participants there 
is a lengthy period before intervention can commence. 

 Feeney ( 2010 ) used an A-B MBD across settings to investigate the effects of a 
multi-component intervention (including addressing environmental context, behavior 
supports and cognitive strategies) for reducing challenging behaviors in two children 
with traumatic brain injury. The intervention was delivered in three classroom 
settings: English Language Arts class, Mathematics class and Science class. In each 
setting, Feeney measured the treatment effect on three behavioral measures: 
(1) frequency of challenging behaviors (defi ned as attempted or completed acts of 
physical aggression such as hitting or pushing), or verbal aggression such as threats; 
(2) intensity of aggression measured on a 5-point scale (0 = no problems, to 4 = severe 
problems) using the sections relevant to aggression of the Aberrant Behavior 
Checklist; (3) percentage of work completed in the classroom. The experiment in 
both children lasted 30 days (the baseline in the fi rst tier being 5 days), and data on 
the target behavior were collected for each of the 30 days and presented graphically. 
For both children, the treatment diminished both frequency and intensity of challeng-
ing behavior and also increased the quantity of work completed.  

    Alternating-Treatment Designs 

 In alternating-treatment designs (ATDs) the relative effect of two, or more, condi-
tions is compared by administering each intervention to the same participant, over 
the same time span in an alternating sequence which can be quite rapid (e.g., within 
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the same day) (Barlow et al.  2009 ). ATDs are particularly appropriate and useful 
when there is a need to identify an effective intervention as quickly as possible (see 
Fig.  3.4 ).

   An initial baseline phase may precede the treatment phase (Morrow and 
Fridriksson  2006 ) and a fi nal “best treatment” phase may also be included in the 
design. The “best treatment” phase refers to the fi nal phase of the experiment where 
the intervention that has been shown to be superior is administered by itself. This 
phase is incorporated into the designs in order to evaluate threats to internal validity 
posed by potential interference associated with multiple interventions. Generally, 
factors such as treatment sequence, setting or therapists are also counterbal-
anced in order to reduce threats to internal validity. Experimental effect is demon-
strated by “iterative manipulation of the independent variable (or levels of the 
independent variable) across observation periods” (Horner et al.  2005 , p. 168). 
Experimental control is demonstrated when measures (levels) of the dependent vari-
able for each intervention do not overlap. 

 ATDs are not suitable for investigating irreversible effects, and there is a risk that 
response generalization from one treatment to another may also occur. Interpretation 
of results may also be problematic due to carry-over effects or interaction between 
treatments. Intervention order may also infl uence outcome and make it diffi cult to 
attribute change in the dependent variable to a particular intervention. 

 Mechling ( 2006 ) used an alternating treatment design to compare the relative 
effectiveness of three interventions to teach three students (aged 5, 6 and 18 years) 
with profound physical and intellectual disabilities (assessed as functioning at lev-
els between 6 and 13 months of age) to use switches to operate equipment. The 
interventions used different types of reinforces (intervention A = adapted toys and 
devices; intervention B = cause-and-effect commercial software; and intervention 
C = instructor-created video programs). The intervention was delivered over nine 
sessions, with sessions occurring 2–3 days per week. Each session lasted 9 min, 
within which the three interventions were administered, in block rotation order, for 

  Fig. 3.4    Simulated data demonstrating an alternating treatment design, comparing two interven-
tions. The treatment phase may be preceded by a baseline phase (e.g., Morrow and Fridriksson 
 2006 ), and/or a best intervention phase may follow the treatment phase       
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3 min each. The dependent variable was the number of times the switches were 
activated. As is common with ATDs, there was no initial baseline phase in the study. 
Intervention C (instructor created video programs) was found to be the most effec-
tive intervention, and the study concluded with a “best treatment” phase, namely 
intervention C for three sessions.  

    Changing-Criterion Designs 

 Changing-criterion designs (CCDs) are a variant of MBDs. In CCDs, an initial 
baseline phase is followed by several intervention phases, each of which serves as a 
‘baseline’ for the subsequent phase (see Fig.  3.5 ). CCDs are useful in the context of 
behavior shaping, when it is unlikely that the desired or expected magnitude of 
change in the target behavior (dependent variable) can be achieved using a one-step 
intervention. Performance criteria increasing in a step-wise manner are determined 
a priori, such that the magnitude of change between consecutive criteria is likely to 
be achievable. The content and structure of the intervention generally remain con-
stant throughout the various intervention phases. Onset of a new phase occurs (i.e., 
the next performance criterion that becomes applicable) when the performance cri-
terion for the current phase is reached. Experimental control is demonstrated by the 
repeated changes in the dependent variable as the criterion for performance is 
changed in a step-wise fashion at the completion of each treatment phase (Hartmann 
and Hall  1976 ).
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   Skinner et al. ( 2000 ) used a CCD to evaluate the effectiveness of a shaping 
program aimed at improving leisure reading persistence in a young adult male 
diagnosed with paranoid schizophrenia. The dependent variable in the study was the 
number of pages read continuously by the participant. Following an initial baseline 
phase, the performance criterion for the fi rst intervention phase was to read one 
page. The criterion was increased by one page at each phase change over the subsequent 
intervention phases, so that by the end of the treatment the patient was required to 
read eight pages. Onset of a new intervention phase occurred when the participant 
had reached the criterion on three occasions during the current phase. The reinforcer 
used in the intervention phases was chosen by the participant, namely earning a 
soft-drink when he read the required number of pages. Sessions (maximum one per 
day) were initiated at the participant’s request throughout the study (he did so on 
76 % of the 38 days he consented to participate in the study). A single, unplanned 
measure of maintenance obtained seven weeks post-intervention showed that the 
patient not only met, but surpassed the eight-page reading criterion.   

    Analysis of SCED Data 

 Compared with analysis of between-group designs data, agreement regarding data 
analysis in the context of SCEDs is less well established. As Smith ( 2012 , p. 511) 
notes: “SCEDs undeniably present researchers with a complex array of method-
ological and research design challenges, such as establishing a representative base-
line, managing the non-independence of sequential observations (i.e., autocorrelation, 
serial dependence), interpreting single-subject effect sizes, analyzing the short data 
streams seen in many applications, and appropriately addressing the matter of miss-
ing observations.” 

 There have been two main approaches to analysis of SCED data: visual analysis 
and statistical analysis. Surveys of studies published in the behavioural sciences 
literature have shown that visual analysis was the predominant method of analysis 
during the 1960-1970s.  By contrast, inferential statistics were used infrequently – 
between 4 % and 9 % of the articles sampled by Kratochwill and Brody ( 1978 ). 
More recent surveys (Barker et al.  2013 ; Smith  2012 ) have found a modest increase 
in the use of statistical techniques, although visual analysis remains the most com-
mon method.  A comparable situation exists in the medical N-of-1 literature 
(Gabler et al.  2011 ). Some authorities suggest that statistical analysis using 
inferential statistics should be seen as complementary to, not a replacement for, 
visual analysis (Davis et al.  2013 ; Smith  2012 ). Randomization tests sit clearly 
within the realm of statistical analysis and are, in our view, a defi ning characteristic 
of the medical N-of-1 trial. For this reason, we discuss them separately from other 
statistical techniques. 
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    Randomization Tests 

 Randomization tests are an important component of the statistical armamentarium 
that can be used to analyze data, and a fundamental aspect of experimental design. 
Yet, the term ‘randomization tests’ is somewhat of a misnomer. It does not refer to 
a specifi c statistical test or the calculation of a particular statistical parameter, but 
rather to the randomization of some aspect of the experimental design. 

 Briefl y, there are three components to randomization in SCEDs. First, either 
treatment can be randomly allocated to time (i.e., to successive pairs of times or 
phases, to either half of the data collection period, or to specifi c blocks of time or 
phases), or the point in time at which treatment begins can be randomly selected 
(Edgington  1980    ). Random allocation in SCEDs helps to control for Type I errors 
and greatly enhances internal validity (Kratochwill and Levin  2010 ), and is considered 
by some to be the hallmark of  true  SCEDs (Barlow et al.  2009 , p. 282). 

 Randomly allocating treatment to time lends itself well to pharmacological inter-
ventions. If allocation is also blinded (which is diffi cult to do in behavioral studies), 
the reliability is further strengthened. A short-coming of this strategy at least for 
behavioral studies, is that some of the possible combinations of treatment sequences 
may not be consistent with the study rationale. Randomly selecting the point at 
which treatment is to commence is perhaps more suitable in the rehabilitation set-
ting but is also applicable in medical N-of-1 trials. Randomization of treatment 
commencement should be done such that the initial baseline contains at least eight 
observations (Edgington  1980 ) and subsequent phases comply with evidence 
standard requirements that all phases should contain at least three data points, 
(Barlow and Hersen  1984 ) and preferably fi ve (Kratochwill et al  2013 ). 

 Second, a statistic is derived from the observed data. The choice of statistic is 
governed by the research question and the data limitations discussed below. For 
instance, if it is expected that treatment will improve the level of the dependent vari-
able, then using a  t -test to compare differences in mean score between phases may 
be appropriate. 

 Third, the selected statistic or index is calculated for all the possible permuta-
tions of the data generated during the randomization process. If nine possible per-
mutations are generated by the randomization process (i.e., allocation of phase B 
commencement between, for example, observations 8 and 16 inclusive), the selected 
statistic is calculated for each of the nine possible data permutations The interven-
tion is deemed to be effective if the probability is <0.05 that the statistic obtained for 
the randomly selected schedule (i.e., the one actually conducted) is greater (or 
lower, depending on the expected effect of the treatment) than the statistic obtained 
for the other possible schedules (see Wampold and Furlong  1981 ). At least 20 per-
mutations (1/20 = 0.05) are needed before randomization provides suffi cient power 
to detect differences that are signifi cant at the 0.05 level. 

 A major limitation of randomization tests is that a larger number of observations 
are required in order to generate suffi cient permutations and thus achieve adequate 
power than if conventional statistical tests were being used. Suffi cient numbers of 
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observations can be readily obtained in medical N-of-1 trials and random allocation 
is generally applied in this setting (Duan et al.  2013 ; Kravitz et al.  2014 ). By con-
trast, randomization is not, regrettably, commonly featured in behavioral SCEDs.  

    Visual Analysis 

 The traditional method of data analysis in SCEDs is visual analysis. It is fundamen-
tal to the meaningful analysis of SCED data and remains the most common approach 
used (Barker et al.  2013 ; Gabler et al.  2011 ; Smith  2012 ). 

 Visual analysis is defi ned as “reaching a judgment about the reliability and con-
sistency of intervention effects by visually examining the graphed data” (Kazdin 
 1982 ; p. 232). Several guidelines for systematizing visual analysis have been 
proposed (e.g., Kratochwill et al.  2010 ; Lane and Gast  2013  – see Table  3.2 ), but 
there is still a dearth of agreed-upon operational decision-making criteria to guide 
the process.  

Some proponents of this approach have argued that it should be the only method 
used because the effect of an intervention should be  clinically signifi cant  and, hence, 
suffi ciently clear in the graphed data so that statistical analysis will not be necessary 
to demonstrate that the intervention has worked.  Clinical  signifi cance is concerned 

   Table 3.2    Standards of evidence for single-case experimental designs (After Kratochwill et al. 
 2010 ,  2013 ) 
 Features of graphed data to be examined within- and between-phases, evaluating the following: 
 1. Level 
 2. Trend 
 3. Variability 
 4. Immediacy of effect 
 5. Data overlap 
 6. Consistency of data patterns across similar phases   

 Procedure for 
visual 
analysis: 

 Step 1:  Scrutinize the fi rst A (baseline) phase to establish that the target behavior has 
been demonstrated to occur and there is an acceptable level of stability 

 Step 2:  Compare data in adjacent phases for level (phase mean), trend (slope of fi tted 
line) and variability 

 Step 3:  Determine immediacy of intervention effect by examining changes in level, 
trend, variability, and degree of overlap between the last three data points in one 
phase and the fi rst three data points in the next phase. Examine patterns of level, 
trend and variability for consistency across similar phases 

 Step 4:  Integrate information yielded in preceding steps to determine if there is 
adequate experimental control. If so, the intervention is deemed to work if data 
in either a treatment or baseline phase do not overlap the actual or extrapolated 
data pattern of the preceding baseline or treatment phase respectively 
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with whether or not an intervention has had a tangible (and supposedly benefi cial) 
impact on the recipient and the way he/she functions and interacts in quotidian life 
(Kazdin  2001 ). An intervention effect might well be statistically signifi cant, but so 
small that it has little or no impact on functional performance and be of little value 
to the recipient of the intervention. 

 As Kazdin ( 1978    ) points out, however, visual analysis has signifi cant shortcom-
ings: “The problem with visual inspection is that those individuals who peruse that 
data may not see eye to eye” (p. 638). First, there are no agreed upon formal criteria 
or decision rules. Inter-rater agreement, even among experienced judges, varies 
between not much above chance (De Prospero and Cohen  1978 ) to very high (e.g., 
Kahng et al.  2010 ), and is poorer for some features of the data, such as change in 
variability or slope, than others, such as change in level or mean (Gibson and 
Ottenbacher  1988 ). Using visual aids (e.g., celeration and trend lines) can increase 
the accuracy of visual judgments (e.g., Stocks and Williams  1995 ), but can also lead 
to misinterpretation by emphasizing the trend at the expense of other important 
features of the data (e.g., level; Brossart et al.  2006 ). 

 Visual analysis can also yield high rates of Type I error (up to 84 %), and the 
reliability of judgments can be confounded by variability in the data, autocorrela-
tion 2  pre-existing linear trends, data cyclicity and effect size (Brossart et al.  2006 ; 
Jones et al.  1978 ). Although at least one study has reported high agreement (86 %) 
between statistical and visual analysis (Bobrovitz and Ottenbacher  1998 ), the two 
approaches are generally discordant, particularly when autocorrelation is high or 
when statistical analyses yield a signifi cant result rather than a non-signifi cant result 
(Jones et al.  1978 ).

       Statistical Techniques 

 A variety of statistical techniques and approaches can be used to analyze SCED data, 
and these have been reviewed elsewhere (Brossart et al.  2006 ; Perdices and Tate 
 2009 ; Smith  2012 ). Techniques include the following: quasi-statistical techniques 
applied to graphed data (e.g., split-middle trend line; standard deviation band), 
randomization tests (described above), time-series analysis (e.g., C-statistic; auto-
regressive integrated moving average, ARIMA), traditional inferential statistics 
(e.g., parametric  t -test; nonparametric Wilcoxon matched-pairs signed-ranks test; 
Friedman two-way analysis of variance), and effect sizes (using nonparametric 
methods, such as percentage of non-overlapping data; standardized mean differences; 
regression models; hybrid nonparametric/regression models, such as Tau – U; and 
multilevel modelling). 

2   Autocorrelation in a series of observations refers to the degree of predictability or lack of inde-
pendence between one observation and the subsequent observation. It is usually expressed as a 
Pearson-Product Moment Correlation coeffi cient between all pairs of consecutive observations. 
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 In contrast to visual analysis, statistical analyses follow a clear-cut set of 
operational rules and utilize replicable quantitative methods. Importantly, statistical 
procedures can provide a direct test of the null hypothesis (which visual analysis 
cannot) using a precisely defi ned signifi cance criterion to determine if the treatment 
effect is reliable. Moreover, effect sizes can be calculated using statistical techniques, 
thus allowing fi ndings from various studies to be synthesized (meta- analysis), 
whereas data pooling is not possible if visual analysis alone is performed. Kadzin 
( 1982 ) suggests that statistical analysis should be used when the following occurs: 
(a) there is a notable trend or variability in the baseline, (b) a new treatment is being 
evaluated, (c) the treatment effect is not well understood, or (d) there is need for 
control of extraneous factors. 

 Yet, there is no “gold-standard” statistical analysis that is universally applicable 
to all and any SCED, nor agreement regarding the way in which effect sizes should 
be interpreted (Smith  2012 ). As is the case for between-group designs, the choice of 
statistical technique in SCEDs is largely dictated by the characteristics of the data. 
For example: (a) if there is a high degree of autocorrelation, parametric techniques 
are inappropriate because they assume independence of measures, (b) some tech-
niques, such as the C-statistic, can have an unacceptable Type II error rate if there is 
a trend in the baseline and/or intervention phase data (Arnau and Bono  1998 ), 
(c) other techniques, such as the binomial test, yield poor control of Type I error 
(Crosbie  1993 ), (d) different methods are differentially sensitive to autocorrelation 
(Brossart et al.  2006 ), (e) techniques based on regression models might be more 
sensitive to changes in slope than changes in mean level across phases, whereas the 
reverse can be true for techniques based on General Linear models (Parker and 
Brossart  2003 ), (f) the size of the data set will preclude the use of some techniques, 
such as (ARIMA) which controls well for autocorrelation and confounders, but is 
only reliable when there are >50 observations (Box and Jenkins  1970 ), (g) in SCED 
data, where fi ve or less observations per phase are not uncommon, violation of the 
assumption of normally distributed data is likely to be so great that parametric 
analyses are rendered inappropriate. 

 An important disadvantage of statistical analysis is that different techniques tend 
to produce different results. For example, the numerical magnitude of effect sizes 
will vary depending on the technique used to calculate them (Parker and Brossart 
 2003 ; Shadish et al.  2008 ). Moreover, there is no agreed-upon metric for interpret-
ing effect sizes calculated for SCED data, nor is there consensus on how they relate 
to effect sizes calculated for between-group investigations (Kratochwill et al.  2013 ; 
Shadish et al.  2008 ; Smith  2012 ).   

    Conclusion 

 This chapter has described N-of-1 methods from the perspective of the behavioral 
sciences. In spite of its established history, however, the family of SCEDs has had a 
chequered course, both in the medical and behavioral sciences. We believe that this 
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is contributed to, in part, by the proliferation of ‘nonSCEDs’ in the published litera-
ture (see Fig.  3.1 ), along with a poor understanding by many researchers and clini-
cians of the principles of the structure, design and implementation of single-case 
methods. Gladly, following the lead of Guyatt and colleagues ( 2002 ) more than 10 
years ago, the medical randomized N-of-1 trial is now deemed Level 1 evidence for 
treatment decision purposes (Howick et al.  2011 ). At the same time, the behavioral 
sciences has also been busy in raising standards of design and evidence (Kratochwill 
et al.  2013 ), providing resources to plan, implement and critically appraise studies 
(Tate et al.  2013 ), and guidance to improve reporting (Tate et al.  2012 ). This recent 
confl uence of events will assist in improving rigor in the conduct and reporting of 
SCEDs and augurs well for their future.     
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    Chapter 4   
 N-of-1 Trials in Medical Contexts 

             Geoffrey     Mitchell    

    Abstract     Clinicians make treatment decisions on a regular basis, and some 
 decisions may result in patients taking treatments for years. This decision-making is 
a core skill of clinicians, and if possible it should be evidence based. The most com-
mon tool to aid this decision making, the RCT, has many problems which can lead 
to a patient being prescribed a treatment that may not work for them. N-of-1 studies 
may be useful tools to assist in making the best decision  possible. This chapter 
argues the case for N-of-1 studies assuming a place in the clinical armamentarium. 
It describes the rationale for and uses of N-of-1 trials, the advantages and limitations 
of N-of-1 trials, and discusses aggregation of N-of-1 trials to generate population 
estimates of effect.  

  Keywords     N-of-1 trial   •   Randomized controlled trial   •   Clinical decision-making   • 
  Personalized care   •   Bias   •   Cross-over studies   •   Aggregated N-of 1 trial  

         Introduction 

 After a doctor has taken a history, examined the patient and possibly ordered and 
reviewed pathology tests and radiological examinations, a decision is made about 
the nature of the presenting problem. From this arises one of the most critical deci-
sions to be made: how to manage the problem. This will often result in a medicine 
being prescribed. But, how does the doctor decide what treatment is best for that 
condition? 

 The following discussion relates to the likelihood of a treatment improving a 
presenting symptom, like pain or nausea. It does not relate to long-term treatments 
aimed at preventing a consequence like a stroke or heart attack. Here randomized 
controlled trials (RCTs) conducted on large populations and with long follow-up 
times are the only way of estimating benefi t.  
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    How Clinicians Make Treatment Decisions 

 Therapeutic decision-making is not easy. Ideally the clinician will utilize published 
evidence for treatment effi cacy, by either knowing the evidence for treatments, or 
searching for it amongst the vast academic literature at his or her disposal. Often 
there are clinical guidelines, which have been developed by expert reference groups 
who have identifi ed and evaluated the literature and made considered recommenda-
tions. However, it is common that there is no credible evidence to guide a specifi c 
situation, and the clinician has to decide on relatively fl imsy grounds. Sometimes 
clinicians choose a treatment on the basis of probable physiological or biochemical 
effect. While appearing logical, the reality may not match the theoretical effect. 
They may also take a “try it and see” approach, either on the basis of published tri-
als, less robust evidence, or intuition. 

    Randomized Controlled Trials 

 Gold standard trial evidence comes from randomized controlled trials (RCTs). 
These are trials where the subjects are allocated a treatment purely by chance. The 
treatments in the trial are the test treatment, and either a comparator treatment in 
common use or a placebo, or dummy medicine. Sometimes the trial involves both 
groups being given the best available treatment, plus either the test treatment or a 
placebo. 

 In RCTs, subjects have an equal chance of being randomly assigned to the test 
treatment or the comparator. There are important reasons for testing a treatment in 
this way. Firstly, if a person is offered a treatment for a problem, they expect to 
observe an effect, whether or not an effect is actually there. This is called the pla-
cebo effect. In clinical practice, if a patient is prescribed a treatment and he or she 
experiences an improvement, it may be the placebo effect where taking a tablet 
leads to a presumed improvement. Alternatively, the observed improvement may 
have occurred, simply because the disease was resolving in line with its natural his-
tory. The illness may spontaneously resolve, as do upper respiratory illnesses caused 
by viruses. 

 Secondly, trials of treatment may demonstrate an improvement that is actually 
due to an unrelated factor. The patient may be taking an “over the counter” treat-
ment, unknown to the doctor, and it might be impossible to tell which treatment, if 
any, was responsible for the resolution. Alternatively, treatment effectiveness may 
be infl uenced positively or negatively by some unrelated issue, termed a confounder, 
like age, gender or smoking status. If the sample size is large enough, randomizing 
the participants should lead to confounders being evenly distributed across the two 
groups, leading their effects on the trial outcome to be negated. The only thing that 
should infl uence the outcome is the test treatment.  
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    Minimizing Bias 

 The whole purpose of RCTs is to try to eliminate the risk of the results being biased 
by something. There are a myriad of types of bias. 

 Some forms of bias (Higgins and Green  2011 ):

    1.    Selection bias. Participants are (consciously or unconsciously) allocated to one 
or other treatment group in the trial on the basis of the likelihood of improvement 
or poor likelihood of improvement, or some other parameters, like age, gender or 
appearance. This is prevented by a selection process that is truly random, like a 
computer generated randomization schedule. The randomization is done by 
someone completely at arms-length to the participants.   

   2.    Performance bias. If those observing the patients are involved in their care, and 
know to which arm the person has been assigned, there is a risk that they may be 
wishing for a positive outcome in the trial, and (hopefully unconsciously) make 
observations in favor of one treatment over another. This is dealt with by blind-
ing the allocation of the treatment to both the treating clinician and the person 
receiving the treatment, so called double blinding. This may not always be pos-
sible. The next best alternative is that the person doing the assessment of effect 
is not the treating clinician, but someone blind to the allocation.   

   3.    Detection bias. This is where the results are derived in a manner in which they 
may be selectively reported. An example might be clinical records of blood pres-
sure. The clinician (usually unconsciously) may record the blood pressure more 
often in a particular group of patients, perhaps on the assumption that it is more 
useful to do so. Such groups might include overweight or obese people com-
pared with normal weight individuals, women on the oral contraceptive pill com-
pared with those not on the pill, and so on.   

   4.    Attrition bias. Here some people drop out of the trial in a differential way. For 
example, the trial treatment may give some people a headache, but the treatment 
is being tested for its ability to reduce their cholesterol levels. If the people who 
drop out are not taken into account in the analysis, a skewed result in favor of 
people who do not suffer headaches will occur. This is countered by so-called 
“intention to treat” analysis, where every person who enters the experiment is 
accounted for, and the characteristics of those who drop out are compared with 
those who stay. Further, a means of accounting for missing data in dropouts is 
devised so they are represented within the trial results.   

   5.    Publication bias. Researchers are (unconsciously) less willing to report trials 
where the test treatment did not work, than those where the treatment was suc-
cessful. Furthermore, journals are more likely to publish trials with positive 
results, than trials reporting no change in outcomes. Thus what is available to the 
clinician making the decision is not the full story. This is countered by the 
requirement to register the trials before commencement, so that interested people 
can use trials registries to track whether all or most of the trials being conducted 
are actually reported in the literature.    
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      Problems Interpreting Trial Data 

 We have shown that there are problems in trial design, which researchers try very 
hard to minimize. However, decision-making is made even more diffi cult by the 
nature of clinical trials.

    1.    The evidence may be from clinical trials that have been conducted in different 
circumstances to that of the patient. Approved medicines have to have support-
ing evidence for a particular condition, a particular dose and a particular form of 
the treatment (for example, tablets, capsules or liquids). The most common issue 
is that the evidence is for a condition that is similar to, but not the same as, the 
patient’s problem. In some cases the trial population is quite different to that of 
the patients. For example, a particular analgesic may have been tested in people 
with postoperative pain. It will be challenging to apply evidence derived from 
this setting to people with chronic pain seen in a physician’s offi ce.   

   2.    Clinical trials often have very restrictive inclusion and exclusion criteria, so that 
the characteristics of the patients where benefi t was displayed may be quite dif-
ferent to the characteristics of the patient in front of the doctor, even if the setting 
is the same as the trial. The classic example of this is where medicines with 
approval for use in adults are used in children. Another situation arises where the 
person’s condition is similar to, but not the same as, the condition for which the 
approval has been obtained. Prescription in these circumstances is called off- 
label usage.   

   3.    The evidence may be inferential, rather than actual trial evidence. This is virtu-
ally always the case in treatments for pregnancy. It is rare indeed for ethics 
approval to be granted for trials of a medicine to be conducted on pregnant 
women, because of the fear of adverse effects on the fetus. All that can be done 
is for studies to be conducted on pregnant animals, usually using doses far in 
excess of those to be applied in humans, looking for adverse effects on the fetus. 
For older medicines, clinical data on use and outcomes in pregnancy that may 
have been collected over many years can be used, but this is observational rather 
than trial based.      

    Randomized Controlled Trials (RCT) 
Report Population Averages 

 Trial data are based on population estimates of effect, but clinical decisions have to 
be made about individuals. 

 Arguably the most important constraint of RCT evidence is that it presents  popu-
lation estimates of effect  – the mean effect of the treatment group is compared with 
that of the control group. However,  within  each of the groups, there will be a range 
of responses, and individuals may well have a contrary response to that of the bulk 
of people in that group. In Fig.  4.1 , one of the intervention values falls within the 
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confi dence intervals of the control group and so the intervention actually had no 
effect. Three individuals in the intervention had such major effects that they fell 
outside of the upper 95 % confi dence interval of the control group. These individu-
als responded so strongly to the comparator treatment (which might be placebo!) 
that they fell within the intervention confi dence intervals – they had a very strong 
control treatment effect.

   To try and overcome the problem of reporting average effects, different measures 
have been derived to help the clinician. These have in common an estimate of the 
 likelihood  that a treatment will work for a given person. Furthermore, because the 
control group did not have access to the intervention treatment, there is no way of 
knowing how they would respond if subjected to the intervention.  

    Cross-Over Studies 

 Cross-over studies involve the subject having both the intervention and treatment 
arms sequentially, and in random order. The main objective is to provide a single 
dataset from each participant in both the intervention and control arms. While it is 
possible to use the intervention and control arms to estimate the intervention 
response in the individual, this is usually not done. The data from a single pair could 
produce a result that does not refl ect the actual participant response, simply by 
chance. Usually, trial data from a crossover study is not analyzed until the entire 
dataset is complete.   

  Fig. 4.1    The distribution of individual results in a randomized controlled trial (RCT).  Blue  values 
are control values,  green  are intervention values. Individual values that fall outside the confi dence 
intervals of the other group have a  black border        
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    N-of-1 Studies 

 N-of-1 studies are double blind, placebo controlled multiple crossover trials 
 measuring immediate treatment effects. They are described in detail in Sect.  1.1 . 
The key differences compared with RCTs are that each participant receives both the 
intervention and comparator treatment in random order, and this is repeated multi-
ple times – ideally at least three times. Each pair, termed a  cycle,  is analyzed. If the 
intervention treatment shows a stronger effect than the comparator in each cycle, 
this is the strongest evidence possible for the intervention in that participant. If the 
majority of cycles demonstrate a benefi t for the test treatment, then the person is a 
probable responder. If more than one cycle favors the comparator, the patient is 
deemed a non-responder to the intervention treatment. This is one way of describing 
the results – there are others (See Chap.   9    ). 

 The trial design overcomes some key limitations of RCTs. In particular, N-of-1 
studies allow all participants to receive both the active and the comparator treat-
ments. Hence individual treatment decisions can be made with more certainty than 
those using RCT information. 

    Uses of N-of-1 Trials 

    Individual Decision-Making 

 For the reasons described above, RCTs have signifi cant limitations. Most trial 
designs cannot estimate the effi cacy of a treatment for an individual. There may be 
situations where this could be quite critical. These include: the treatment in question 
might be very expensive; there may be a signifi cant side effect profi le; or the treat-
ment is controversial. It would be ideal to take such treatments only when a benefi t 
will be obtained. N-of-1 studies have been used to assist in rational decision making 
for individual patients and their clinicians.  

    Example 

 A study has been completed which compares paracetamol with a non-steroidal anti- 
infl ammatory medicine (NSAID), for chronic osteoarthritic pain of large joints 
(Yelland et al.  2006 ). NSAIDS can be very effective as treatment for osteoarthritis, 
but they carry a signifi cant risk of gastro-intestinal bleeding, and of exacerbating 
both heart failure and renal impairment. Paracetamol has a more benign side effect 
profi le, so may be an acceptable alternative so long as the clinical relief obtained is 
acceptable. 

 Each participant had three cycles, comprising 2 weeks of each of paracetamol 
and celecoxib in random order. To ensure blinding, every day they took active 
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paracetamol, they also took placebo celecoxib, and vice versa. Every day they 
 completed a symptom diary. At the end of the 12 week study period, the order 
within each pair was unmasked and the symptom diary data were analyzed. It was 
then possible to determine whether the patient’s arthritis symptom improved with 
the NSAID or whether equal or better relief was obtained with paracetamol (Figs.  4.2  
and  4.3 ).

         What Treatments Have Been Tested 
Using Individual N-of-1 Studies? 

 Some of the treatments which have been tested in this way are found in Table  4.1 . 
The technique has been used in symptom management in cancer treatment and pal-
liative care, chronic non-malignant pain, Attention Defi cit Hyperactivity Disorder, 
natural therapies vs prescription therapy for insomnia, and melatonin for sleep in 
children with ADHD.

   The method can be used for any treatment where the following characteristics 
apply (Nikles et al.  2011 ):

•    The treatment has to be expensive, or have a signifi cant side effect profi le, or is 
controversial (these trials can be complex to set up, and the effort has to be worth 
the cost);  

•   The condition is present at all times and has minimal fl uctuations over time.  
•   The treatment does not alter the underlying pathology, but only treats 

symptoms;  
•   There is a short half-life;  
•   There is rapid onset of therapeutic effect and rapid reversal when the treatment is 

ceased;  
•   There is no cumulative treatment effect.     
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  Fig. 4.2    Effect of non-steroidal anti-infl ammatory medicines vs paracetamol for chronic arthritic 
pain in a responder to paracetamol       
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    N-of-1 Studies Generating Population Estimates of Effect 

 While the initial intent of N-of-1 studies is to provide the strongest possible  evidence 
for the effectiveness of a treatment in an individual, another use has emerged 
(Zucker et al.  1997 ; Nikles et al.  2011 ). This is to provide a population estimate 
comparable in power to a full RCT by aggregating a series of individual N-of-1 tri-
als. The difference between the two trial designs is that in an RCT, the participant 
only receives either the active treatment or placebo/comparator. Potential partici-
pants may baulk at the prospect of receiving the comparator/placebo and withdraw 
or not participate. Since participants receive both test and comparator states, it they 
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  Fig. 4.3    Effect of non-steroidal anti-infl ammatory medicines vs paracetamol for chronic arthritic 
pain in a non-responder to paracetamol       

   Table 4.1    Conditions and treatments where N-of-1 trials have been used by our group   

 Study  Principal author 

 Stimulant therapy for Attention Defi cit Hyperactivity 
Disorder (ADHD) 

 Nikles et al. ( 2006 ) 

 Paracetamol vs celecoxib for chronic large joint arthritis  Yelland et al. ( 2007 ) 
 Paracetamol vs ibuprofen in chronic large joint arthritis  Nikles et al. ( 2007 ) 
 Temazepam vs Valerian for insomnia  Coxeter et al. ( 2003 ) 
 Gabapentin vs placebo in chronic neuropathic pain  Yelland et al. ( 2009 ) 
 Stimulants for fatigue in advanced cancer  Senior et al. ( 2013b ); Mitchell 

et al. ( 2015 ) 
 Pilocarpine oral drops for dry mouth in palliative care  Nikles et al. ( 2013 ) 
 Paracetamol vs placebo in people already on opioids in 
palliative care 

 (Publication in preparation) 

 Stimulants for acquired ADHD in children with acquired 
brain injury 

 Nikles et al. ( 2014 ) 

 Melatonin vs placebo for children with ADHD  (In progress) 
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may be more willing to participate in aggregated N-of-1 trials if they fi nd out 
whether the test treatment works for them. 

 Each participant in an N-of-1 trial contributes multiple datasets (often three or 
more) to each of the intervention and control arms of the trial Therefore, aggregating 
multiple N-of-1 studies is in effect a cluster randomized controlled trial, with the unit 
of the cluster being the individual patient. The number of participants required is far 
less than the equivalent RCT, and the two comparator groups are perfectly matched. 

 This technique can be used for some treatments where the treatment meets the 
characteristics described above. It may be an alternative to RCTs in patient groups 
where conducting a standard RCT is diffi cult or impossible (Nikles et al.  2011 ). For 
example, some populations are so small that there are not enough participants to 
generate the required sample size. This includes rare genetic conditions, rare can-
cers, and infrequent events like brain injury in children. A further scenario involves 
patients who are diffi cult to recruit or to retain in a trial, such as people approaching 
the end of life. 

    Example 

 Adults with advanced cancer frequently have fatigue, which is diffi cult to treat. The 
National Cancer Control Initiative of the USA has recommended stimulants 
(National Comprehensive Cancer  2010 ), but the evidence base is scant. We under-
took an aggregated N-of-1 study of methylphenidate (MPH), which yielded 43 
patients and 84 completed cycles. The equivalent RCT would have required 94 par-
ticipants. The population estimate showed that there was no difference between 
treatment and placebo. However, because each participant contributed data to both 
intervention and control data, a report for each patient was generated. We showed 
that, although there was a negative population fi nding, seven patients had important 
differences favoring MPH over placebo, and one patient had important worsening 
of fatigue on MPH (Senior et al.  2013a ; Mitchell et al. ( 2015 ) (Fig.  4.4 ).

        Clinical Advantages of N-of-1 Trial Design 

 N-of-1 trials produce results that can guide individuals and their clinicians to make 
rational treatment choices. While this is easiest when all three cycles show results in 
favor of the intervention, it is also useful when two of the three interventions favor 
the intervention, but the level of uncertainty rises because of the risk that the results 
could have arisen by chance (Nikles et al.  2000 ). 

 These trials can be complex to establish and run. However, the advantage to the 
patient is more certainty that the treatment will work for them. The patient also has 
the advantage of  not taking  medicines that are known  not  to work, which reduces 
patient costs and the risk of adverse events and drug interactions with the test 
medicine. 
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 N-of-1 trials represent a major shift in the way clinicians could think about 
 treatment decisions. Given the time pressures that most work under, rapid decision- 
making tends to override the benefi ts of certainty that treatments can work by 
conducting an N-of-1 trial. However, treatment decisions can have longstanding 
consequences. The decision to commence stimulant therapy for a child with ADHD 
for example, could lead to years of therapy. To have at the clinician’s disposal a 
means of determining if the treatment is effective or not before the decision to pre-
scribe long-term is made, should lead the clinician to make use of this opportunity. 
This has been borne out in a study of treatment decisions in children with ADHD, 
who underwent N-of-1 trials of stimulant therapy (Nikles et al.  2006 ). Forty-fi ve 
doctors across Australia requested 108 N-of-1 trials, of which 86 were completed. 
In 69 drug-versus-placebo comparisons, 29 children responded better to stimulant 
than placebo. Immediately post-trial, 19 of 25 (76 %) drug-versus- placebo respond-
ers stayed on the same stimulant, and 13 of 24 (54.2 %) non-responders ceased or 
switched stimulants. In 40 of 63 (63.5 %) for which data were available, post-trial 
management was consistent with the trial results. For all types of N-of-1 trials, man-
agement changed for 28 of 64 (43.8 %) children for whom information was avail-
able. 12 months after the trial, 89 % of participants were still adhering to the 
treatment consistent with the trial, with the concordance rate falling from 50 % at 
the time of trial to 38 % (Nikles et al.  2007 ) (Figs.  4.5  and  4.6 ).

    Another use of N-of-1 studies is to assist in determining if an existing treatment 
is working or not. Professor Dave Sackett, one of the founding fathers of evidence 
based practice, established a single patient trial clinic at his hospital. Its purpose was 
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to utilize the method to help solve challenging clinical dilemmas. This clinic arose 
from a case of intractable asthma where the clinicians thought there was a better 
response to one treatment (theophylline) than an alternative one (ipratropium). 
Sackett, using an N-of-1 approach, showed that the patient felt  worse  on theophyl-
line than when not taking it (Sackett  2011 ). The opportunities that such clinics 
could create in terms of higher quality treatment, better decision making, improved 
patient outcomes, and reduced system costs are obvious.  

    Limitations of N-of-1 Trials 

 N-of-1 studies are not a panacea. They are useful only when certain conditions are 
met in the treatment to be tested, as discussed above. They can be complex, and it 
may take considerable setting up to ensure they are done well. If there is access to a 

  Fig. 4.5    Stimulant vs comparator trials in ADHD children – concordance rate from time of N-of-1 
test result       

  Fig. 4.6    Treatment decisions by time after N-of-1 test results received – non-responders       
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service that can set them up for the clinician, this could make it simpler – more like 
ordering a pathology or radiology test. 

 The use of evidence derived from aggregating N-of-1 studies is limited because 
few of these tests have been done. In addition, there is overwhelming acceptance of 
RCTs as the gold standard, and the place of neither individual nor aggregated N-of-1 
studies is not clear in the minds of most clinicians. They are yet to fi nd their place 
in the clinical armamentarium. Finally, there is a perceived risk that the results of 
aggregated N-of-1 studies may not be generalizable. The very characteristic that 
makes them attractive in situations where gathering evidence is diffi cult – small 
participant numbers needed to get adequate statistical power – may lead to the sam-
ple not being representative of the broader population in question. In fact, this is the 
case for all RCTs, particularly of symptom interventions. It is important if possible 
to compare the test population with the characteristics of the broader population in 
question, to try and ensure that the results are generalizable.   

    Conclusion 

 Clinicians make treatment decisions on a regular basis, and some decisions may 
result in patients taking treatments for years. This decision-making is a core skill of 
clinicians, and if possible it should be evidence based. The problem is that the most 
common tool to aid this decision making, the RCT, has many problems which can 
lead to a patient being prescribed a treatment that may not work for them. N-of-1 
studies may be useful tools to assist in making the best decision possible. This chapter 
argues the case for N-of-1 studies assuming a place in the clinical armamentarium. 
Future chapters will look in detail at how this can be done.     
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    Chapter 5   
 Aggregated N-of-1 Trials 

             Geoffrey     Mitchell    

    Abstract     The original purpose of N-of-1 trials is to determine whether a treatment 
works in a person. However, these trials can be considered as mini-randomized 
controlled trials (RCTs), with the person providing multiple datasets to the interven-
tion and control groups. Therefore, several people undergoing the same N-of-1 trial 
can contribute many data sets and this rapidly scales up to the point where the power 
of the trial can equate to a normal RCT, but with far fewer participants. This charac-
teristic means that RCT-level evidence can be derived from populations that are 
almost impossible to gather data from, because of low prevalence conditions, or 
diffi culty in recruiting or retaining subjects. This chapter describes the method in 
detail, along with methodological challenges and limitations of the method.  

  Keywords     N-of-1 trials   •   Randomized controlled trials   •   Methodology sample size   
•   Error types   •   Confi dence intervals   •   Aggregated N-of-1 trial   •   Representativeness   
•   Adverse events   •   Selection bias  

        Clinical Care and Evidence 

 The catch-cry of modern healthcare is that treatments applied should be based on 
evidence of effectiveness. Treatments should be administered only if they have been 
tested and proved not to be harmful, and provide a benefi t. The gold standard 
 treatment in this regard is the randomized controlled trial (RCT). The objective is to 
test a treatment in such a way that the only thing that infl uences the result is the test 
treatment itself, and conditions that may modify the result are neutralized as much 
as possible. These include biases towards or against the treatment, and conditions 
that may confound the result by producing a similar effect as the test treatment, or 
impacting on the treatment outcome in other ways. 

 Participants in an RCT are randomly allocated to one or other of the treatments 
or comparators. The results for each group are then analyzed and group differences 
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are reported. Clinicians use these results to decide whether to use the treatment or 
not, based on these population results. 

 Please note that the following discussion is only relevant to evidence about 
treatment interventions, and not large scale, long term, population-based outcomes. 
Where the outcome is death or a major morbid event, thousand of people have to be 
followed for years to identify a difference in mortality or morbidity between inter-
vention and comparator treatments.  

    The Importance of Sample Size 

 A critical element in determining the success or otherwise of these trials is whether 
a pre-determined sample size is achieved. The sample size is a participant number 
required in order to minimize the risk of random error. 

 There are two types of error (Bland  1995 ). The fi rst (Type 1) is saying a  treatment 
does work when in fact it does not. This is addressed by recognizing that drawing a 
random sample from a pool of like participants may by accident assemble a group 
who do not respond to the test treatment as the population as a whole would. 
Statistical measures are used to estimate the likelihood that the result seen is 
actually the effect of the treatment. Common descriptions of this are the p value and 
95 % confi dence intervals. The p value is in effect the likelihood that this is not a 
true result. Hence the statement p < 0.05, says that the likelihood that this result is 
not representative of the true effect, is less than 5 %. The smaller the p value, the 
lower is the probability that the result has arisen by chance. The term 95 % confi -
dence interval looks similar but is in fact the opposite to p values. It is a positive 
statement of the likelihood that this is a true result. Say a blood pressure treatment 
is tested, and the result is stated as a reduction in systolic blood pressure of 7 mm 
mercury (95 % confi dence intervals (or CI) 4, 10). This means that if the result had 
fallen anywhere between 4 and 10 mm mercury, the reader can be 95 % certain that 
this is a true result. 

 Type one errors are serious because treatments are being applied with the intent 
of improving a situation, and if they are being applied on the basis of trial evidence 
of effectiveness and do not work, a lot of resources are wasted. More critically, 
people may be exposed to the risk of adverse effects of the treatment for no benefi t. 

 The second error (Type 2) is to say that a treatment did not work when in fact it 
did. Here there may be a small difference in effect, which did not reach signifi cance 
(the measures of effect did not reach the pre-determined defi nitions of effective-
ness). The way this error is avoided, is to determine how large the sample should 
be in order to detect a predetermined effect size with a predetermined level of 
 confi dence that the result is true. (This is termed the power of the study). If the trial 
does not reach that sample size, and the result is not signifi cant, the reader cannot 
tell if this because there was really no effect, or that there was an effect and the trial 
was too small to detect it. Therefore the success or failure of a trial can be impacted 
by the success or failure of the trial to reach the predetermined sample size. 
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 Sample size is determined by the size of the probable effect of the intervention. 
If there is an expected large effect size, then the sample size is small. Conversely the 
sample size may be in the hundreds or thousands if the effect or event sought has a 
low prevalence. This is the case for outcomes like deaths or life threatening events 
where to a particular treatment is trying to avoid these. An example might be a treat-
ment to prevent deep venous thrombosis during airline fl ights. Finally, if the impact 
of a limited intervention on a parameter such as quality of life is likely to be small, 
a large sample will be needed to demonstrate it. 

    Diffi culties in Attaining the Predetermined Sample Size 

 It can be very diffi cult to reach the predetermined sample size. There may be 
 stringent inclusion and exclusion criteria, which make most potential participants 
ineligible. It may be necessary to screen many people to fi nd one eligible partici-
pant. Trials may require long recruitment times and very large budgets to achieve 
the sample size, even if the condition is relatively common. 

 There are some situations where achieving the sample size is exceedingly 
diffi cult (Nikles et al.  2011 ). For example, the condition may have a  low prevalence . 
Say a trial is planned where the estimated sample size for an RCT is 250. If there are 
only 500 people in the country with the condition, the recruiters would have to 
recruit half of all eligible people into the trial. This is virtually impossible. 

 There may be conditions where it is very  diffi cult to recruit or retain people . 
Palliative care is the classic example. The subjects are very sick and can deteriorate 
very quickly. Hence relatively small numbers may agree to participate (Davis and 
Mitchell  2012 ). Even if they agree, they may not stay well enough to complete the 
trial, and their data are lost when they withdraw or die. Gate-keepers may limit 
access to potential participants on the basis that the patient is too sick. Formal RCTs 
in palliative care populations often require multiple recruitment sites, signifi cant 
staffi ng and long recruitment time frames to achieve the required sample size 
(Shelby-James et al.  2012 ).   

    Aggregating N-of-1 Trials 

 Individual N-of-1 trials have been described elsewhere in the book (Chaps.   3     and   4    ). 
The characteristics that are so useful in providing information about the effi cacy of 
a treatment in the individual can be used to provide population estimates of effect 
(Nikles et al.  2011 ). An individual N-of-1 study could be considered as a series of 
RCTs in an individual. Each cycle is a double blind, placebo- or comparator- 
controlled trial, repeated multiple times. 

 Therefore, an N-of-1 trial comprising three cycles could be considered as a series 
of three RCTs, where the participants are perfectly matched. If multiple people do 
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the same trial, then it can be considered as a cluster RCT, with the unit of clustering 
being the individual participant. 

 Hence if each person participating does a three cycle N-of-1 trial, they contribute 
three sets of data about the test treatment, and three for the comparator (Fig.  5.1 ). 
Even accounting for a cluster effect, there is a dramatic escalation in the accumulation 
of trial data with the addition of each new person to such a trial.

       Advantages of Aggregated N-of-1 Studies Over RCTs 

    Sample Size 

 There is a real opportunity to generate very high quality evidence in populations 
that are hard to recruit to or to retain, with a much smaller sample size. The impor-
tance of this is hard to overstate. In Australia it has only recently been possible to 
conduct fully powered RCTs in palliative care, due to the development of a national 
multisite clinical trials network in Australia. This has only been possible through 
substantial government funding. Important evidence is being gathered (Hardy et al. 
 2012 ). For many treatments in palliative care, the rationale for using treatments is 
based on evidence in related but more high prevalence populations (e.g. cancer 
patients receiving chemotherapy), by inference using knowledge about physio-
logical mechanisms (e.g. which anti-emetic to use), or guesswork. If credible 
evidence can be generated with small populations, it will improve treatment quality 
in this area. The same can be said for other populations, For example, an N-of-1 trial 
of stimulants in traumatic brain injured children required 50 children providing 
between 118 and 128 completed cycles. The same parallel group RCT required 242 
participants.  
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  Fig. 5.1    Aggregated N-of-1 trials contributing multiple datasets to a virtual randomized con-
trolled trial. Effectively, each participant provides multiple datasets to each side of an RCT       
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    The Arms of the Treatment and Comparator Groups 
are Perfectly Matched 

 The reporting of RCTs always includes description of the characteristics of the 
groups randomized to intervention and control. If most parameters (e.g. proportion 
of females, mean age, smoking status) are similar as evidenced by a non-signifi cant 
difference between the trial groups, it is considered proof that randomization has 
worked. The likelihood that recruitment bias has occurred is considered low. 

 In aggregated N-of-1 trials, because each individual contributes data to both the inter-
vention and comparator sides of the trial, the groups are perfectly matched. This allows 
for a smaller sample size to be required, and removes the possibility of participant bias.  

    Usefulness of Data When Participants Withdraw 

 If a participant drops out part way through an RCT, or is lost to follow-up, those data 
are effectively lost to the trial. This is an expected problem, and the sample size is 
infl ated to account for this. If a patient does drop out, but completes at least one 
cycle of data in an N-of-1 trial, then the completed cycles can be added to the fi nal 
dataset for analysis. The sample size can be described in terms of the number of 
participants required,  and  the number of cycles completed. This reduces the number 
of patients required to be recruited, and shortens the trial and reduces the cost.  

    Participant Receives a Result Immediately 

 Conducting multiple comparisons of test and comparator treatments for each 
participant means that shortly after a participant’s trial has fi nished, a report can be 
generated about the effectiveness of that treatment in that patient. Unlike RCTs, 
where pooled data are available after the trial has closed, each participant gets an 
immediate benefi t from having participated in the trial. He or she and their clinician 
can make an informed treatment choice. Another advantage of being exposed to 
both arms of a trial, is that patients do not have the disincentive that they have a 
chance to be exposed to the control arm of the trial only.  

    The Results Describe What Happens to Everyone Within a Trial 

 The result of a parallel arm RCT is the mean effect and standard deviation of each 
group, and a decision is made about effectiveness based on the difference in effect 
between the groups. No inference can be made about what happens to individuals 
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because any one individual only gets exposed to one arm of the trial. Contrast this 
with the results seen in the aggregated N-of-1 trial. Figure  5.2  shows the results of 
an N-of-1 trial of methylphenidate in fatigue in palliative care patients (Mitchell 
et al.  2015 ). The mean and confi dence intervals of the group are small. However, 
note the variation in individual responses that are in effect hidden within this popu-
lation result.

   N-of-1 studies allow an indication of what happens within a trial. How many will 
fall outside the result as described by the population result, and actually benefi t 
from the test treatment? There will also be some who get worse on the treatment. 

 It could be argued that this is a major weakness of parallel arm RCT results 
where the trial is testing an intervention for a symptom. There may be a case for 
developing a technique where an estimate of the proportion of people who will 
respond is made. This could be done by adding a crossover element to the trial, for 
suitable treatments. The original calculations would be done on the fi rst crossover, 
and the population estimate calculated. The proportions that appeared to respond 
and get worse could be estimated. The trial would report both the population 
response and the estimated proportions who appeared to respond or get worse. 
Because there is only one crossover, the level of precision is not as high as in a 
 multiple crossover design. This suggestion is a pragmatic balance between preci-
sion and the practicalities of lengthening a trial with the added expense and time this 
would entail. 

 Then the discussion between doctor and patient around treatment decisions 
could be couched as follows for a trial with a null treatment effect: “Most people 

  Fig. 5.2    Multiple N-of-1 trials of methylphenidate vs placebo for cancer fatigue. Participants with 
shaded dots show clear improvement, most show no change ( unshaded dots ) and one ( grey dotted 
lines ) is worse. All this is hidden within a single population estimate       
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in the population will not derive a benefi t. However, it is estimated that (say) 
20 % will benefi t, and (say) 5 % will get worse if they try it. Would you consider 
a trial of this treatment where you have those odds of a positive or a negative 
response?” 

 In Chap.   16     we discuss how to analyze aggregated N-of-1 trials.   

    Problems With Aggregated N-of-1 Trials Compared 
With RCTs 

    The Trial Population May Not be Representative 

 While a small sample size allows statistically credible evidence to be gathered, it 
also raises the prospect that the result will not be viewed as credible. The fi rst objec-
tion is that the participant numbers may be unrepresentative of the broader popula-
tion it represents. This is a fair comment, but the same can also be said of a larger 
RCT as well. All that can be done is to describe the cohort as fully as possible. All 
RCTs defi ne their population with the view of showing equivalence between inter-
vention and comparator groups. In a similar way, the researchers should attempt to 
compare the demographics of those selected to participate with the demographics of 
larger cohorts of the same population.  

    Inability to Determine Potential Predictive Factors 
for Responders and Non-responders 

 Assume a trial determines that some people respond to a treatment and not others. 
Two distinct groups therefore exist in the trial population, and it should be possible 
to compare demographic and clinical characteristics of the two groups, looking for 
markers likely to predict response. 

 However, the study is usually powered for the primary outcome – a change in 
a clinical condition like pain. Unless it was powered to identify characteristics, 
there is a risk of Type 2 error when reporting characteristics of responders. If there 
are statistically signifi cant characteristics present in responders with these smaller 
numbers, then they are truly representative of clinical differences between the 
intervention and control group. Then the above argument arises: do these observed 
differences apply to a larger population? 

 The very small participant number runs a similar risk to an underpowered study 
in some people’s minds– does a negative result mean it is not possible to say that it 
truly represents the outcomes for a person to whom the study results could be 
applied, and would a larger sample give a more reliable result?  
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    Inability to Detect Low Prevalence Harmful Side-effects 

 The same sample size problem applies to this issue. Is the sample size big enough 
to detect low prevalence events, as many adverse effects of treatments are? It may 
not be and therefore there is a risk of reporting no adverse events, when the risk of 
a potentially dangerous adverse event may exist. There is no counter to this  problem, 
except to demonstrate a robust process to record and assess any adverse events that 
do occur. Minor adverse events can be recorded, and serious adverse events need to 
be reviewed by an independent drug safety monitoring committee (See Chap.   10    ). 
All that can be done is to state in the discussion that serious side effects may exist, 
but were not observed in the test population.  

    Risk of Selection Bias 

 It is possible that by presenting individual results to the patient and clinician, that the 
clinician may start to think that certain patients will respond to the treatment and oth-
ers will not. They may then present certain patients for recruitment and avoid others. 
For this reason it is ideal to have one person recruiting people and a different person 
presenting the results to the patient and another seeing the completed data and making 
treatment decisions. Obviously this may not be practical. Tests of whether there are 
trends in recruiting responders and non-responders over the course of the trial, to 
detect whether the proportions of each change over the course of the trial, have to be 
conducted if the one clinician is both selecting patients and discussing the trial results. 

 For the same reason it is important that the person generating individual reports 
is not the person analyzing the completed dataset. This is particularly the case if the 
technique of determining an important clinical effect is based on the posterior prob-
ability of effect. The posterior probability fi gure is the one used to decide whether 
the person has responded to a treatment or not, and will constantly change as new 
patient data are added. This requires constant analysis of the data by the researcher. 
Whether or not the participant is considered a responder to the treatment has major 
implications for the patient. It is possible that the reports presented to the patient and 
clinician could be infl uenced by the knowledge of what has been observed in the 
posterior probability of effect.   

    Planning the Trial 

    Determining the Sample Size 

 This is dealt with in Chap.   16    . 
 As with other trials, the most important information required is an estimate of the 

expected difference in effect between the active and comparator treatments, and the 
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expected standard deviation of the effects. These fi gures can be obtained from the 
literature reporting similar studies, or from pilot trials large enough to obtain suffi -
cient data to estimate an effect size. 

 Because the trials are in effect small cluster randomized trials with the unit of 
randomization being the individual, adjustment of the sample size has to take into 
account the highest possible intra-cluster coeffi cient of one. The sample size has to 
be infl ated accordingly. Computer modeling can be used to estimate sample size by 
running multiple simulations of the theoretical trial.  

    Analyzing the Data 

 This is dealt with in detail in Chap.   16    . 
 Standard frequentist statistical techniques can be used to analyze the data. 

Because of the small numbers in the trials, there are numerous potential problems in 
applying these techniques. Most relate to the possibility of erroneous conclusions 
arising from the small sample size. A curious potential problem is the risk that 
confi dence intervals may fall outside normality. For example, the lower limit of the 
confi dence interval for changes in blood pressure might be a negative number. 

 The use of Bayesian statistics can avoid most of these problems. Bayesian statis-
tics express the results as the likelihood that the observed result is true, and have a 
range from 0 to 1. The analysis uses prior evidence of an effect size, available 
through previous published work or pilot data to determine a clinically important 
difference between groups, and with successive trial data added, generates a poste-
rior probability that changes with the addition of more trial data. A fi nal estimate of 
effect is thus created when all the data are considered. As well as generating the 
effect size for the population under study, this estimate can be used to examine an 
individual’s fi ndings and make a judgment about whether the treatment was 
effective or not. Given that probabilities cannot be negative, it is not possible to 
have a credible interval less than 0 or greater than 1. The results are always credible. 
Techniques to analyze normally distributed and non-normally distributed data have 
been described (Nikles et al.  2011 ).   

    Conclusion 

 It may be very diffi cult to generate RCT evidence in populations with a low 
prevalence condition, or where it is diffi cult to recruit or retain participants in a 
study. Normal RCTs are very resource intensive in the latter groups, and practically 
impossible in the former setting. Aggregated N-of-1 trials open fresh opportunities 
to generate high quality evidence about treatment effects in populations like these, 
thereby increasing the likelihood that evidence based treatments will guide clinical 
practice in these settings.     
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Chapter 6
Methodological Considerations  
for N-of-1 Trials

Keumhee C. Carriere, Yin Li, Geoffrey Mitchell, and Hugh Senior

Abstract N-of-1 trials are extremely useful in subject-focused investigations, for 
 example, medical experiments. As far as we are aware, no guidelines are available in the 
literature on how to plan such a trial optimally. In this chapter, we discuss the consider-
ations when choosing a particular N-of-1 trial design. We assume that the outcome of 
interest is measured on a continuous scale. Our discussion will be limited to compari-
sons of two treatments, without implying that the designs constructed can apply to non-
continuous or binary outcomes. We construct optimal N-of-1 trials under various models 
depending upon how we accommodate the  carryover effects and the error structures for 
the repeated measurements. Overall, we conclude that alternating between AB and BA 
pairs in subsequent cycles will result in practically optimal N-of-1 trials for a single 
patient, under all the models we considered without the need to guess at the correlation 
structure or conduct a pilot study. Alternating between AB and BA pairs in a single trial 
is nearly robust to misspecification of the error structure of the repeated measurements.

Keywords N-of-1 trials • Optimal design • Clinical trials • Crossover design •
Residual effects • Direct treatment effect • Error structure • Adaptive trial design

 Introduction

Medicine is an ever-changing science. Clinical trials are employed to conduct
biomedical studies on human subjects to obtain specific answers about the impact 
of drug therapy and related medical interventions or treatments, generating efficacy 
data. The majority of such studies employ randomized controlled trials (RCTs)
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(Armitage 1975; Kenword and Jones 1987; Wei and Durham 1978). One approach
to designing an RCT is the use of optimal experimental designs. An optimal design
is a technique designed to assist a decision maker in identifying a preferable choice 
among many possible alternatives. Among the many RCT designs available, the
most useful and popular design is the crossover design. For example, in a survey 
done in 1980 of numerous studies on the effects of antianxiety drugs on human 
performance, 68 % of the studies used the crossover approach (Brown 1980). It is
still certainly one of the most popular approaches being adopted in many epidemio-
logic and pharmaceutical trials (Figueiras et al. 2005).

To illustrate the logistics of choosing a particular design, we first note that there 
are a number of excellent articles on optimal designs in the RCT literature. See for
example Cheng and Wu 1980; Carriere 1994; Carriere and Huang 2000; Liang and
Carriere 2009; Laska and Meisner 1985; (Afsarinejed and Hedayat 2002; Kunert 
and Stufken 2002, 2008). However, most of these designs, if not all, focus on
 optimizing the treatment effect for an average patient. The average patient is a 
construct – a virtual person who responds to the intervention by the mean of the 
population’s responses. Individuals enrolled in a trial will respond better or worse 
than, or simply differently from the average patient. The available optimal designs 
are not adequate when studying individual-based treatment effects is desired.

Multi-crossover single-patient trials, known as N-of-1 trials, are often employed 
when the focus is to make the best possible treatment decision for an individual 
patient. From a clinician’s perspective, having clear evidence of the value of one 
treatment over another (or no treatment) is far more useful than knowing the average
response. The average response gives the clinician the probability that a treatment 
will be effective, whereas N-of-1 trials give far more certainty about whether the 
treatment for the patient sitting in front of them will work or not.

The simplest two-treatment N-of-1 trial uses the AB (or BA) sequence for treat-
ments A and B; this treatment sequence has one crossover pair over two treatment 
periods. Each period is chosen to be of sufficient length for the treatments being
tested to show an effect. Two periods (such as AB or BA) constitute a single cycle
in a N-of-1 trial. As the patient becomes his or her own control, N-of-1 trials provide 
individual-based clinical evidence for the treatment effect, free of between-patient 
variations. With the rising cost of patient care, N-of-1 trials have the potential to be 
extremely useful, as they can minimize clinic visits and time on suboptimal treat-
ments (Greenfield et al. 2007; Guyatt et al. 1986; Kravitz et al. 2004; Larson 1990; 
Nikles et al. 2005). To obtain stable estimates of the treatment effect, we desire to
replicate such evidence for each patient. The question is then how many such cycles 
are desirable and what is the optimal order of treatment administration. Quite
 naturally, designing an N-of-1 trial involves deciding on the number of cycles and 
proper sequencing of treatments in order to plan the study optimally to achieve 
the trial objectives. The literature is lacking in providing these guidelines for 
constructing optimal N-of-1 trials. A recent book on N-of-1 trials also leaves the 
choice of an ideal design to the clinician, while suggesting various possible designs 
to consider (Kravitz et al. 2014).
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 The Number of Cycles and Sequences

For two-treatment experiments, a general N-of-1 trial can have multiple AB or BA 
crossover pairs called a cycle, in a sequence of treatments for within-patient com-
parisons. Hence, the number of periods, p, is a multiple of 2 and it is desirable to 
have more than two of these pairs or cycles for a stable estimate of a treatment 
effect. Typically, possible sequences to consider rapidly increase with increasing p 
in multi-period designs. For example, N-of-1 trials with three cycles and therefore 
p = 6 would require considering 26 = 64 treatment sequences before we could deter-
mine the optimal treatment sequence (s). Since it is only feasible to use a small set
of cycles, we aim to determine the optimal sequences, while ensuring that each pair 
of periods consists of two distinct treatments. Therefore, such sequences as 
AAABBA or AAAABA are unlikely to be used in N-of-1 trials as AA are not two 
distinct treatments. In addition, we may consider block effects due to AB or BA, 
treating these as independent entities, which makes those sequences unsuitable to 
consider. Eliminating unsuitable sequences among 2p for N-of-1 trials, we are left 
with 2p/2 distinct sequences to consider for p-period 2-treatment N-of-1 trials for 
p/2cycles. For example, a study with 6 periods (3 cycles) will be left with 8 distinct
sequences to consider for a 6-period 2-treatment N-of-1 trial. In this example, an 
individual patient would be randomized to only 1 of the 8 possible sequences of 
treatment order.

There are many optimal repeated measurement designs available in the literature 
(Cheng and Wu 1980; Hedayat and Yang 2003). However, due to the special condi-
tions mentioned above, these N-of-1 trial designs cannot be optimally derived from 
the existing designs. It is known that the two-treatment design (AB, AA) and their
duals (BA, BB) is found to be universally optimal for two-period experiments, with
the duality defined as the sequence that switches A and B with the same effect. 
Similarly, it is known that the two-sequence design ABB and its dual BAA and 
the four-sequence design (ABBA, AABB) and their duals (BAAB, BBAA) are optimal
for three- and four-period experiments, respectively (Carriere 1994; Laska and
Meisner 1985).

Straight application of this two-treatment optimal design literature with A to AB 
and B to BA would suggest that optimal N-of-1 trials can use the 4 sequence design 
with ABBA, ABAB and their duals for two within-patient comparisons, the 2 
sequence design with ABBABA and its dual for three within-patient comparisons, 
and the 4 sequence design with ABBABAAB, ABABBABA and their duals for four 
within-patient comparisons. It is not yet known whether all of these sequences are 
indeed optimally equivalent so that each sequence is optimal for each individual 
patient for 4, 6 and 8-period N-of-1 trials. Further, applying the results from the 
literature would require at least two patients to utilize these existing designs, as 
the optimal design uses at least two sequences and is unsuitable for N-of-1 trials. In 
this Chapter, we show that not all sequences in these repeated measurement designs
are optimal for N-of-1 trials for estimating individual-based treatment effects.

6 Methodological Considerations for N-of-1 Trials
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Ideally, when aggregated, the series of N-of-1 trials that are optimal for individual 
patients can also provide an optimal estimate of the treatment effects for the average 
patient. For example, in a multi-clinic setting in three AB pair six-period N-of-1 
studies, all eight possible sequences ( 2 86 2/ )=  have been used, i.e., ABABAB, 
ABABBA, ABBAAB, ABBABA and their duals to estimate both individual- based 
and average treatment effects (Guyatt et al. 1990). However, it is not known whether
each of these eight sequences is optimal for individual patients. Further, it is not 
known whether a collection of the optimal and not-so-optimal N-of-1 trials will lead 
to optimal designs for estimating the average treatment effects. In the next Sections,
we discuss how these do not lead to optimal aggregated N-of-1 trials for estimating 
the treatment effects for the average patient. We first discuss issues arising due to the 
repeated nature of these experiments.

 Residual Treatment Effect

The main attraction of crossover designs is that the subject provides their own 
 control, as measurements are taken repeatedly from the same subject using different 
treatments. If the treatment effects lasting beyond the given period are equal, they 
can provide efficient within-subject estimators of direct short-term treatment effects 
by removing between-subject variations.

However, there is one critical issue plaguing these repeated measurement designs 
and preventing them being popular despite their practical appeal. It is because they 
suffer from a long-standing controversy regarding residual treatment effects that 
last beyond the given period. N-of-1 trials are no exception. Sometimes referred to
as the carryover effect, the residual effect is the effect of a previous treatment that 
carries over into the subsequent treatment periods. Thus, the effect of a treatment in 
a given period can be carried over to influence the responses in a subsequent period. 
Often, the residual effect of a treatment may be ignorable after two periods. 
However, the residual effect between the responses over two consecutive treatment 
periods may not be assumed to be negligible. A “washout” period placed between 
treatment periods could reduce the carryover effects, but a long washout period may 
increase the risk of drop-outs. Also, there is no guarantee that it completely removes 
the residual effects. Therefore, careful planning is important, as the nature of the 
carryover effect may be such that the N-of-1 trial method is not feasible (Bose and 
Mukherjee 2003; Carriere and Reinsel 1992; Kunert and Stufken 2002).

Nevertheless, the presence of residual effects does not invalidate the use of cross-
over designs. Rather it is the inequality of the residual effects of each treatment that 
may be causing the controversies. If the residual effects are equal for the treatments, 
then this has an effect in a statistical sense as if the residual effects do not exist, 
because they cancel out mathematically.

Despite the concern over residual effects, ethicists apparently have less of a
 problem with self-controlled designs such as crossover designs than with com-
pletely randomized or parallel-group designs (Carriere 1994). For example, when a
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trial involves treatments for patients with life-threatening conditions, it is almost 
beneficial to adopt these self-controlled designs. In parallel-group placebo- 
controlled studies, a group of sick patients is randomly allocated to a placebo or 
active group, with a 50 % chance of receiving a placebo or ineffective treatment for 
one or more periods of time, making them unethical for obvious reasons.

The way this is overcome in researching critical conditions depends on which of 
the following scenarios the researcher is addressing; either

 1. The test treatment is given in addition to a proven or acceptable treatment in 
order to avoid a patient having to receive placebo alone, or

 2. If the best known treatment has been shown to fail, only then considering a 
placebo- controlled design.

In the first scenario, the trial is: best treatment plus test intervention, compared 
with best treatment plus placebo. The second scenario is: test treatment vs placebo 
in a constrained population. Ethically either is acceptable. However, both alterna-
tives raise interesting practical questions. The first is that if the proven treatment is 
effective, then the test treatment can only offer incremental effects. These are likely 
to be smaller, and therefore a larger sample size will be required to detect a  clinically 
significant difference. Further, this design will not give information about the effi-
cacy of the treatment on its own in the condition under consideration. In the alterna-
tive case of testing in the presence of failed proven treatments for a subset of 
patients, the potential participant pool will be far smaller, which may cause the pro-
posed trial to be impractical to perform. Of course, test treatment vs placebo trials 
are ethically acceptable in critical conditions where there is currently no proven 
effective treatment.

In the literature, various models have been proposed to accommodate carryover 
effects. We will introduce and discuss the two most popular models in the next 
Section: (A) a model with a first-order residual effect and (B) a model with self and
mixed carryover effects.

 Models for N-of-1 Trials to Account for Carryover Effects

The most widely read statistical paper on the use of crossover experiments in clinical 
trials was published in 1965 by Grizzle, where the responses are modeled as:

Response = overall mean 
+ period effects 
+ sequence effects 
+ direct treatment effects 
+ residual treatment effects 
+ measurement error.

Aside from the obvious overall mean effect and period effects, sequence effects may 
be present due to treatments given in a different order to patients, because some patients 
will be given AB or BA or some other order. While the primary objective is to study the 
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direct treatment effects, their effects may not be unique due to the unequal residual 
treatment effects. Crossover design models have typically assumed that the treatments
assigned to subjects have lasting effects on their responses to treatments in subsequent 
periods. A two-step approach has been used quite extensively where the unequal 
residual effects are first estimated and tested for significance before proceeding to 
estimate the direct treatment effects (Carriere 1994; Kunert and Stufken 2008).

 Model with a First-Order Residual Effect

When it is assumed that the carryover effects last for only one period, this is known 
as a first-order residual effect model. In such a model, no interaction is assumed 
between the treatment administered during the current period and the carryover 
effects from the previous period. This interaction gives rise to the second-order 
residual effect. Hence, the model under this assumption is basically equal to the Eq.
(1), where the term for the residual treatment effects is just the first-order residual
effects, which last for only one more period of the treatment administration.

 Model with Self and Mixed Carryover Effect

Taking the treatment and period interactions into account, Kunert (Kunert and 
Stufken 2002, 2008) presented an alternate model with self and mixed carryover
effects. The self carry-over effect occurs when the treatment administered in the 
current and the previous period is the same; alternatively, if two different treatments 
are administered between the periods, it is known as a mixed carryover effect. The 
model under this assumption is more elaborate. From the Eq. (1), the term for the
residual treatment effects will be split and be replaced with the following two terms:

• +Self carryover effects (if a preceding treatment is the same as the current one)
• +Mixed carryover effects (if the preceding treatment is not the same as the 

current one).

Optimal designs are highly model dependent. These effects are assumed to exist 
unless proven insignificant and therefore a reasonable effort should be made to 
separate them for an unbiased estimation of the direct treatment effects. Sometimes,
however, it is simply practically impossible to accommodate all effects in the model. 
With N-of-1 trials, not all of these effects can be included in the model. Because we 
are dealing with just one subject and p responses in total, the period effects cannot 
be accommodated.

Repeated responses from a subject can be correlated and also involve measurement 
errors. The most popular structures may be to consider the pair of measurements as 
being equally correlated. Such a simple structure may work in designs with small
numbers of periods. In N-of-1 trials with at least 4 periods, we may need to consider 
an auto-regressive structure, as the correlations may diminish gradually as the 
pair of measurements comes farther apart in their treatment periods. Here, the 
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correlation is assumed large for a pair of measurements from two adjacent periods 
and decreases as the time between the two period increases. Some modification is
possible by assuming them to be uncorrelated if they are more than two periods 
apart. See related discussion in Carriere (1994).

 Design Parameters for N-of-1 Trials

In this section, we characterize N-of-1 trials in a small number of design parameters. 
Within each crossover pair AB and BA, the two treatments are to be different but, for 
two consecutive crossover pairs, the treatments assigned to the second period in the 
previous pair and the first period in the latter pair can be different or the same.

If an AB pair is followed by a BA pair, as in ABBA (or its dual, BAAB), we refer
to the design as having an alternating pair in the sequence. Therefore, the sequence 
ABAB does not have an alternate cycle. The performance of an N-of-1 trial is 
related to how the pairs AB and BA alternate. By denoting s as the number of AA 
and BB and m as the number of AB and BA in a treatment sequence, we define 
h s m= − . There are p −1  subsequences with a length of 2 in a p-period sequence. 
For example, for N-of-1 design with p = 8, ABABBABA, there are seven subse-
quences AB, BA, AB, BB, BA, AB, and BA. Here, s = 1 and m = 6, and h = −5. 
Table 6.1 shows the relationship between these design parameters for each of the 
eight possible eight-period sequences.

In the next section, we will see that sequences with the same h values have the 
same design properties. For instance, all three sequences ABABBAAB, 
ABBAABAB, ABBABAAB and their duals have h =−3, and contain the same 
amount of information about parameters of interest for this design. Hence, if this is 
the optimum value, the 8-period N-of-1 trial can use any one of these three sequences 
and their duals. Here, we immediately see from Table 6.1 that not all of the 8 
sequence N-of-1 trials used elsewhere are optimal N-of-1 trials. Therefore, it is 
important to deliberate what the optimal N-of-1 trials are by examining how these 
cycles and pairs are organized.

Table 6.1 Sequences for p = 8 with corresponding design parameter values

h Sequence Alternation s m

−7 ABABABAB 0 0 7
−5 ABABABBA
−5 ABABBABA 1 1 6
−5 ABBABABA
−3 ABABBAAB
−3 ABBAABAB 2 2 5
−3 ABBABAAB
−1 ABBAABBA 3 3 4

Note: s is the number of AA and BB and m is the number of AB and BA in a treatment sequence 
with h = s-m
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 Optimal N-of-1 Trials

Typically, we are interested in estimating the direct and carryover treatment effects, 
while all others are treated as nuisance and secondary parameters. We build designs 
to this end. Due to the special nature of the design and the correlated data, we first
consider how one could approach the data analysis. When data are obtained from an 
N-of-1 design, there are various ways to approach data analyses in order to gather 
any beneficial treatment evidence for the patient.

One is to observe effects between successive trial conditions, as shown in 
Fig. 6.1. Once the series of differences are observed, it would involve the usual 
repeated measures data analytic technique to plan and analyze them (Cantoni 2004; 
Davidian et al. 2009; Liang and Zeger 1986).

Alternately, one can observe and analyze treatment differences from each pair, as 
shown in Fig. 6.2. The same strategy of a longitudinal and repeated measures data 
analysis method as the first approach applies here, as the N-of-1 trial data were 
replaced by differences from successive pairs. The paired differences are simply 
regarded as repeated measurements, and more data simply means a better precision 
for the treatment effect (Carriere and Huang 2000). Such repeated measurements
can be analyzed using various parametric and nonparametric methods (Liang and
Zeger 1986; Senn 2002).

The third way to look at these N-of-1 trials data is similar to the first approach, 
but differs in that it holds the judgment or decision of a beneficial treatment effect 
for the given patient till the end of the trial, by using likelihood methods (Kravitz 
et al. 2014). As it analyzes the entire data set based on the employed model, the
Type I error probability is minimized while possibly making multiple interim 
analyses and decisions. This is another consideration, discussed in this chapter in 
the development of optimal N-of-1 trial design. Such a model-based general
approach could be more efficient than the first two approaches analyzing each cycle 
separately within each patient (Carriere 1994; Kravitz et al. 2014).

In this chapter, we recognize that N-of-1 designs deal with small samples, and thus 
we discuss an optimal strategy to collect the data based on the model by construct-
ing an optimal design rather than specific data analysis strategies. To do so, we first 
need to define the information matrix under a particular model, which will contain 
information about all parameters of interest under the assumed model. More details 

Fig. 6.1 Analysis of successive trial conditions in a six period N-of-1-design
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about an information matrix are found in much of the design literature, for example, 
Carriere and Reinsel (1993). Then, the optimal design for a set of parameters of
interest is constructed using various optimality criterion. We use the D-optimality,
which finds the optimal design by maximizing the determinant of the information 
matrix. See also Cheng and Wu (1980) and Kiefer (1975). Carriere (1994) and
Carriere and Huang (2000) describe a practical approach to find optimal designs.

For N-of-1 trials, the optimal sequence is completely determined by h, as noted 
in the previous section and therefore, is much simpler to construct than previously. 
One could also find the optimal design that simultaneously optimizes all parameters 
of interest or the one that optimizes the carryover effects under the constraint that it 
optimizes the direct treatment effects. We note that the approach can also apply to 
find optimal designs for estimating some linear combinations of the parameters of 
interest. See also Carriere and Reinsel (1993). Since we are primarily interested in
the optimal estimation of the direct treatment effects, we do not consider these 
cases. We summarize important results based on a D-optimality criterion in the next
subsections (Carriere and Reinsel 1992).

 Under the Traditional Model

Under the traditional model, we consider the error structure to be equally correlated
between two measurements within the patient. We find the optimal design to consist 
of pairs of AB and BA appearing alternatively throughout the trial. Therefore, we 
find the following result.

Result 1 The optimal N-of-1 trial for estimating both the direct and residual effects is 
the one sequence design that consists of pairs of AB and BA appearing alternately.

For example, the optimal designs for N-of-1 trials with 4, 6, and 8 periods are the 
one sequence designs, ABBA, ABBAAB, and ABBAABBA, respectively. One 
could switch A and B to obtain a dual sequence with the same effect.

Fig. 6.2 Analysis of results from each successive pair in a six period of N-of-1 design
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Repeated measures may be correlated highly when they are close together in 
time, while they may be negligible when they occur at a distance in time. One possible 
model for such a situation is to consider auto-regressive errors, accounting for 
 correlation of measurements between two adjacent periods to be stronger than those 
far apart. It turns out that to discuss designs with auto-regressive errors, we need to 
consider whether the treatment given in the first and last periods are the same or not. 
However, the optimal designs are still determined by the value of h, and in general, 
the optimal design is to alternate AB and BA cycles as above.

 Under the Model with Self and Mixed Carryover Effects

We also considered the model with self and mixed carryover effects. The optimal 
design was constructed by obtaining information matrices for the relevant parameters. 
Unlike the previous case, the optimal designs for estimating the direct treatment
effect are not the same as those for residual effects.

The optimal design for estimating the direct treatment effect is the sequence with 
only AB pairs, such as ABABABAB. Although it may be of less interest, the  optimal 
sequence for estimating the self carryover effect is to alternate between AB and BA 
pairs, while the optimal sequence for estimating the mixed carryover effect is to 
repeat the AB pair with no alternation. We summarize our findings in Result 2.

Result 2 The optimal N-of-1 trial for estimating the direct treatment and mixed 
carryover effect is the sequence with only AB pairs with no alternation, such as 
ABABABAB, while the optimal N-of-1 trial for estimating the self carryover effect 
is the sequence with AB and BA alternating throughout the trial.

 Numerical Comparison

Although we constructed the optimal designs, it would be of interest to determine 
the practical benefit of having followed specific guidelines in adopting the optimal 
clinical trial design. To appreciate the practical performance of the optimal N-of-1 
trials we constructed, we compare the efficiencies of some selected designs in 
estimating the treatment and carryover effects under the two models. We limit the 
comparison to the cases with independent and equi-correlated errors.

Recall that the optimal N-of-1 trials are either to alternate between AB and BA 
pairs or simply to repeat AB pair in a sequence. Under the traditional model, the
optimal N-of-1 trial uses ABBAAB and ABBAABBA for 6 and 8 period experiments, 
respectively. We refer to them as S63 and S83. Under the self and mixed effects
model, the optimal N-of-1 trial is to use ABABAB and ABABABAB for 6 and 8 
period experiments, respectively, which we refer to as S61 and S81. Some other
sequences are also considered, as defined in Table 6.2.
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Table 6.2 tabulates the variances of the treatment effects for 8 period N-of-1 
trials under the two models. Table 6.2 reveals that the effects of choosing a specific 
sequence under the self and mixed carryover effect model are rather minimal. 
Careful examination also reveals that the optimal sequence for all three (direct and
residual carryover) treatment effects simultaneously is the same as that under the
traditional model.

Specifically, Table 6.2 shows that the optimal individual-based N-of-1 trials are 
S63 and S81 for estimating the direct treatment effects under respective models, as
expected. However, there are no real practical differences among various N-of-1 
trials under the self and mixed model. Under the self and mixed carryover model,
although S81 repeating AB pairs in each cycle is optimal for estimating the direct
treatment effect, it does not allow estimation of self carryover effects, making S63
and S83 preferable. Therefore, for robust and optimal N-of-1 trials it is recom-
mended to use a sequence alternating between AB and BA pairs, such as S63 and
S83, under all models.

In summary, it appears that there is no discernable or sizable advantage to distin-
guish among the two models and possibly various error structures. The above com-
parison remains true under both independent and equi-correlated error structures.

Overall, S63 and S83 for single N-of-1 trials seem to be the best under both
models. They are optimal for estimating direct treatment and mixed carryover 
effects. Further, they are optimal for estimating both the treatment and carryover 
effects under the traditional model.

Table 6.2 also shows that increasing the number of periods from 6 to 8 will result 
in an efficiency gain of 0.173/0.127 = 36 % under the traditional model, while the 
gain is not as substantial under a complex model.

In general, we suggest that alternating AB and BA pairs in sequence will result 
in a nearly optimal design, if not the optimal one, under all models we considered, 
for estimating individual effects in N-of-1 trials.

Table 6.2 Numerical illustration of various 6- and 8-period N-of-1 trials

Traditional Self/mixed

Sequence h var(t) var(g) var(t) var(s) var(m)

S61: ABABAB −5 1.208 1.500 1.208 NE 1.500
S62: ABABBA −3 0.242 0.300 1.250 3.000 1.500
S63: ABBAAB −1 0.173 0.214 1.214 1.714 1.714
S64: ABBABA −3 0.242 0.300 1.250 3.000 1.500
S81: ABABABAB −7 1.146 1.333 1.146 NE 1.333
S82: ABABBABA −5 0.229 0.267 1.167 2.667 1.333
S83: ABBAABBA −1 0.127 0.148 1.150 1.600 1.400
S84: ABBABAAB −3 0.150 0.174 1.147 1.647 1.412

Note: Entries are relative variances for a direct treatment effect t, a first-order carryover effect g, a 
self carryover effect s, and a mixed carryover effect m, under the traditional and self/mixed carry-
over effects models. S61-S64 are 6-period N-of-1 trials and S81-S84 are 8-period N-of-1 trials
with the order of cycles as given
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 Adaptive Trial Design

Adaptive designs are gaining popularity in recent years. Liang and Carriere (2009)
outline how one could plan response adaptive designs utilizing outcomes in a given 
experiment while achieving multiple objectives. For example, clinicians may wish 
to achieve good estimation precision, effective treatment of patients, or cost effec-
tiveness (Carriere and Huang 2000). Recently, Liang, Li, Wang, and Carriere (Liang
and Carriere 2009) extended their approach to binary responses. For N-of-1 trials,
designs can be found by updating AB or BA pairs successively as the trial  progresses. 
Such objectives as maintaining a balance or counterbalancing between AB and BA
pairs as suggested by Kravitz et al. (2014) can also be considered. A Bayesian
framework may be the most natural for adaptive design and decision- making. 
However, not much attention has been given to finding optimal designs for binary 
data in the literature, and further research is needed.

 Discussion

N-of-1 trials are extremely useful in subject-focused investigations, for example, 
medical experiments. As far as we are aware, no guidelines are available in the 
literature on how to plan such a trial optimally. In this Chapter, we construct optimal
N-of-1 trials under various models depending upon how we accommodate the 
carryover effects and the error structures for the repeated measurements. We also 
suggest constructing optimal aggregated N-of-1 trials for both the individual and 
average patients.

A straight application of the two-treatment optimal design results in the literature 
with A to AB and B to BA can result in an inferior design unsuitable for individual 
patient treatment care. We showed that not all of the suggested sequences are opti-
mal to be used in N-of-1 trials. Further, they may not be optimal for estimating 
effects at the average level. For example, when p = 4, the literature gives ABBA and 
AABB and their duals as the optimal design. Applying this result to 8-period N-of-1 
trials, we would need to consider at least four sequences, ABBABAAB, ABABBABA 
and their duals. However, we showed that none of these four sequences are optimal 
for N-of-1 trials for p = 8.

For the traditional first-order residual effects model with uncorrelated and equal- 
correlated errors, the optimal N-of-1 trial design is to use the sequence consisting of 
alternating AB and BA pairs. We can use its dual sequence with the same effect. 
For example, the optimal 8 period N-of-1 trial design is to use ABBAABBA or 
BAABBAAB under equal or uncorrelated errors. For the self and mixed effect 
model, the optimal N-of-1 trial uses the sequence consisting of only AB pairs. If self 
and mixed carryover effects are a concern, the optimal 8 period N-of-1 trial is 
ABABABAB for estimating the direct treatment effects. Hence, once again we find 
that optimal designs are strongly model dependent. It would depend on how we 
accommodate the residual effects and what type of errors are practically feasible.
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Surprisingly, however, the results do not change by very much in practice with
adopting not so optimal sequences, as we examined in Section “Optimal N-of-1
Trials”. A numerical calculation of the estimation precision using several 6- and 
8-period designs revealed the actual performance of a particular design, giving us 
practical guidelines. Overall, we conclude that alternating between AB and BA 
pairs in subsequent cycles will result in practically optimal N-of-1 trials for a single 
patient, if not the optimal, under all the models we considered without the need to 
guess at the correlation structure or conduct a pilot study. Alternating between AB 
and BA pairs in a single trial is nearly robust to misspecification of the error 
structure of the repeated measurements.

Lastly, we suggest that when an experiment has been carried out with the optimal
N-of-1 trial and additional patients are accrued in the trial, we can plan and aggre-
gate these N-of-1 trials optimally by allocating the same number of patients to its 
dual sequence by reversing the treatment order, thereby optimizing the trial for both 
the individual and average patients.
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    Chapter 7   
 Randomization, Allocation Concealment, 
and Blinding 

             Hugh     Senior    

    Abstract     Of major concern in N-of-1 trials, common to any epidemiological 
approach, is the introduction of bias and confounding. These factors may modify 
the size of the treatment estimate or shift the treatment estimate away from its true 
value. The methodological approaches of randomization, allocation concealment, 
and blinding are employed to prevent or minimize confounding and bias in trials. 
This chapter provides defi nitions and describes the various methods of randomiza-
tion, allocation concealment, and blinding that can be adopted in N-of-1 trials. In 
addition, the chapter details the roles of specifi c research staff and the information 
required for the reporting of N-of-1 trial blinding methods in medical journals.  

  Keywords     N-of-1 trial   •   Randomization   •   Allocation concealment   •   Blinding   • 
  Single-blind   •   Double-blind   •   Triple-blind   •   Bias   •   Confounding   •   Allocation 
sequence  

        Introduction 

 N-of-1 trials are cross-over trials with multiple cycles where each patient receives 
both the intervention and control treatments. Randomization in N-of-1 trials, as in 
other trial designs, aims to minimize confounding and selection bias. The process of 
randomization in N-of-1 trials involves the random selection of the order of treat-
ments for each patient. Allocation concealment is a process of concealing the allo-
cation sequence from the investigator responsible for recruiting patients. It prevents 
investigators from infl uencing the assignment of treatment to a patient and thus 
prevents selection bias. Blinding is the process of keeping investigators, patients 
and other researchers unaware of the assigned treatments within an N-of-1 trial to 
minimize ascertainment bias. Ascertainment bias occurs if the results and conclu-
sions of a trial are infl uenced by knowledge of the trial medication each participant 
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is receiving. Assessments of subjective outcomes are especially prone to 
 ascertainment bias (Schulz and Grimes  2002b ). 

 This chapter defi nes and describes the methods of randomization, allocation con-
cealment and blinding in N-of-1 trials, along with the roles of key research staff and 
the minimum information required for reporting trial methods in relation to ran-
domization, allocation concealment and blinding in medical journals.  

    Randomization in N-of-1 Trials 

 In N-of-1 trials, randomization aims to provide a sequence of treatments that are 
balanced to minimize confounders, including those that are time dependent, which 
could potentially modify the treatment estimate. Randomization not only controls 
for confounding, it also prevents selection bias by randomly selecting the sequence 
of treatments independent of the investigator and patient. A bias is a systematic 
error which can lead to an estimated treatment effect deviating in one direction from 
the true value (Friedman et al.  1998 ). 

 The typical N-of-1 trial design with two treatments is composed of three cycles, 
where in each cycle the patient is assigned a pair of treatments (e.g., AB or BA). 
Within each cycle, the order of treatments (e.g. drug A (intervention) or placebo B 
(control)) is randomly allocated and each cycle has identical time periods. This 
methodological approach ensures a counterbalance between treatments within each 
cycle and across the trial to minimize any imbalance in potential confounding 
factor(s) including those that are time-dependent. This is especially true of aggre-
gated N-of-1 trials as time dependent confounding factors are more completely bal-
anced across treatments, as compared to individual N-of-1 trials, due to all possible 
allocation sequences being incorporated into the model. 

 For a three cycle cross-over design which is counterbalanced within each cycle, 
where the order may be, for example, AB,BA,AB; eight allocation sequences are pos-
sible. Unlike traditional parallel randomized clinical trial where a patient is random-
ized to one of two treatment groups (A or B), in N-of-1 trials, the patient is randomized 
to an order of treatments, namely, the allocation sequence. Operationally, the study 
statistician would randomly select from the full set of allocation sequences using sim-
ple randomization methods to produce a randomization list for the trial. The statisti-
cian may employ tables of random numbers or random functions on statistical software 
or calculators to produce a randomization list (Roberts and Torgerson  1998 ). 

 The statistician would provide the randomization list to a colleague. Dependent 
on the allocation concealment method (see section below on allocation conceal-
ment), the colleague will either be a pharmacist, or data manager (e.g. if using 
centralized computer randomization) or an independent investigator (e.g. if alloca-
tion is provided using opaque envelopes). 

 When reporting the trial fi ndings in published works, information on the method 
used to generate the random allocation sequence must be detailed in the manuscript 
(Schulz et al.  2010 ).  
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    Allocation Concealment in N-of-1 Trials 

    Defi nition and Purpose of Allocation Concealment 

 Allocation concealment is “a technique used to prevent selection bias by concealing 
the allocation sequence from those assigning participants to intervention groups, 
until the moment of assignment. This procedure prevents researchers from (uncon-
sciously or otherwise) infl uencing which participants are assigned to a given inter-
vention group” (CONSORT  2015 ). 

 A selection bias is a bias introduced to the study outcomes if an investigator who 
recruits patients is made aware of the allocation sequence the patient will receive, 
and either uses this knowledge to exclude or discourage some patients from partici-
pating in the trial based on their prognosis or delays the patient’s allocation until a 
more preferable allocation sequence arrives (Elkins  2013 ).  

    Allocation Concealment Methods 

 Inadequate or unclear allocation concealment methods can lead to an infl ated 
 estimate of treatment effects of up to 40 %, potentially leading to biased fi ndings 
and healthcare recommendations (Gluud  2006 ; Herbison et al.  2011 ; Juni et al. 
 2001 ; Kjaergard et al.  2001 ; Moher et al.  1998 ). In these traditional parallel group 
trial designs, inadequate concealment has led to selection bias, the bias that 
 randomization aimed to prevent, as the allocation is no longer randomly assigned, 
leading to prognostic differences between groups. Consequently, the allocation 
sequence in an N-of-1 trial must be strictly concealed from the recruiting investiga-
tor to prevent any foreknowledge of the sequence. The risk of selection bias is less 
in an N-of-trial design compared to a traditional trial design as it uses a “within 
subject” study design, where each patient receives both the intervention and control. 
However, it is good research practice to ensure allocation concealment for all trial 
designs, and it is a requirement of the CONSORT statement on the reporting of tri-
als (Schulz et al.  2010 ). 

 There are number of methods to provide adequate allocation concealment. These 
include the use of sequentially numbered envelopes, pharmacy controlled alloca-
tion, and central randomization (Schulz and Grimes  2002a ). 

 The Envelopes method to conceal allocation employs “sequentially numbered 
opaque sealed envelopes” (SNOSE) which contain the allocation. The envelopes are 
prepared by an independent agent, sealed, and provided to the recruiting 
investigator(s) (Elkins  2013 ). However, the envelope method is criticized as being 
susceptible to manipulation by holding the envelopes to a bright light to see the next 
allocation, or opening the envelope prior to assigning the patient (Viera and 
Bangdiwala  2007 ; Hewitt et al.  2005 ). Additional safeguards to improve the enve-
lope method are to (i) ensure envelopes are identical in appearance and weight, (ii) 
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number the envelopes in advance, (iii) place pressure sensitive or carbon paper 
inside the envelope to record the patient’s name onto an assignment card thereby 
creating an audit trail, (iii) insert a material such as cardboard or tinfoil in the enve-
lope that is impermeable to bright light and (iv) ensure the envelopes are opened 
sequentially only after the patient’s details are written on the face of the envelope 
(Schulz and Grimes  2002a ; Viera and Bangdiwala  2007 ). 

 More trial designs including N-of-1 trials are using pharmacy controlled alloca-
tion to ensure allocation concealment. Eligible patients are registered into the trial 
by the recruiting investigator. The investigator provides the patient with a prescrip-
tion for the trial medications, which the patient takes to the pharmacy. The pharma-
cist prepares and dispenses the trial medications in numbered containers (for 
example, week 1, week 2…) according to a pre-prepared numbered randomization 
list that lists the next allocation sequence. The pharmacist writes the patient’s details 
alongside the next allocation sequence on the randomization list. This method also 
ensures the pharmacy can provide unblinding in the case of an emergency (see later 
in this chapter). In some trial designs such as community N-of-1 trials, the prescrip-
tion may be emailed/faxed to the pharmacy, who will prepare the trial medication 
according to the randomization list and courier the medication containers to the 
patient at home, workplace or community pharmacy. Investigators must ensure the 
pharmacy is provided with and follows standard operating procedures for random-
ization and allocation concealment. 

 Centralized computer systems that can be accessed through a remote computer 
via the internet or by telephone (through an “Interactive Voice Response System”) or 
fax/e-mail are a popular method of randomization and allocation concealment. This 
method is especially useful for multisite trials. This method ensures allocation con-
cealment by only assigning the next allocation sequence for an individual if the 
patient is eligible and enrolled in the study. In an N-of-1 trial, the central computer 
will provide a number of a sequence which is next in the randomization list. This 
number is provided to the pharmacy who dispenses medications according to the 
sequence of medications assigned denoted to that number. In a common N-of-1 trial 
design where two treatments are randomly allocated in three cycles, for example, AB 
BA AB, there are 2 3  = 8 possible sequences (namely, ABBAAB, ABABAB, ABBABA, 
ABABBA, BABAAB, BAABAB, BABABA, BAABBA). The pharmacy will be pro-
vided with a number from 1 to 8 by the centralized computer system with each num-
ber denoting a specifi c sequence. An additional advantage of the centralized computer 
system of treatment allocation is that the system also monitors allocation conceal-
ment though time stamps and electronic logs (Viera and Bangdiwala  2007 ).  

    Reporting Allocation Concealment 

 Reporting of the mechanisms of allocation concealment in journal articles has his-
torically been poor. In evaluations of the quality of reporting, 50–70 % of trial 
reports did not include suffi cient information to determine if the allocation 

H. Senior



85

concealment methods were adequate (Clark et al.  2013 ; Hewitt et al.  2005 ). The 
CONSORT statement on reporting of trials states that investigators must provide 
information on the mechanism used to implement the random allocation sequence 
including the description of any steps taken to conceal the sequence prior to assign-
ing the trial medications (Schulz et al.  2010 ).   

    Blinding of N-of-1 Trials 

    Defi nition and Purpose of Blinding 

 Blinding (also known as “Masking”) is a process that attempts to ensure that those 
who are blinded are unaware of the treatment group (e.g. active drug or placebo) for 
the duration of the trial (Schulz and Grimes  2002b ). Those who are blinded may 
include participants, investigators, assessors who collect the data, data safety 
 monitoring boards, and statisticians (Schulz and Grimes  2002b ; Viera and 
Bangdiwala  2007 ). 

 Blinding ensures that the participants, investigators and assessors are not 
 infl uenced by their knowledge of the intervention, thereby minimizing  ascertainment 
bias (Schulz et al.  1995 ,  2002 ; Schulz and Grimes  2002b ; Forder et al.  2005 ). 

 In N-of-1 trials, blinding reduces the likelihood that participants will bias any 
physical or psychological responses to therapy (e.g. quality of life or pain levels) 
due to their preconceived perception of the value of treatment, and the reporting of 
side effects (Schulz and Grimes  2002b ; Matthews  2000 ; Friedman et al.  1998 ). As 
participants in an N-of-1 trial receive both the control and intervention therapies 
during the trial, concerns that do occur in traditional trials that are minimized by 
blinding may be less relevant. These include participants seeking adjunct therapies 
or withdrawing from the trial as they are dissatisfi ed with being randomized to a 
placebo control. 

 For investigators, blinding reduces the infl uence of the knowledge of the inter-
vention on their attitude and advice to participants, patient management, their likeli-
hood of differentially adjusting the dose or administering co-interventions, or 
differentially guiding participants to withdraw (Schulz and Grimes  2002b ; Viera 
and Bangdiwala  2007 ; Matthews  2000 ). Blinding reduces the likelihood that asses-
sors (which may be the investigator and/or another health professional) will differ-
entially assess an outcome based on their knowledge of the assigned treatment 
(Viera and Bangdiwala  2007 ). 

 Please note that the term “investigators” in describing blinding is a term broadly 
assigned to the trial team, which may include among others the trial designers, trial 
recruiters, assessors, and health care providers treating the participant (Schulz and 
Grimes  2002b ).  
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    Types of Blinding 

 Blinded trials can be of three types, namely single or double or triple blind. The 
reader should note that these terms do not have clear defi nitions and are often 
reported incorrectly in the literature. 

 Commonly, in a single-blinded trial, the participant (or sometimes the investiga-
tor) is unaware of the treatment assignment, but everyone else involved is. In some 
cases, this can refer to a situation where the participant and the investigator know 
the treatment assigned, whereas the assessor is blinded (Schulz and Grimes  2002b ). 
A single-blinded trial may be the best approach if there is a clear rationale that the 
investigator must keep the participant blind to reduce bias, but their knowledge is 
critical for the participant’s health and safety (Friedman et al.  1998 ). Alternatively, 
if the intervention is actually delivered by a clinician, and the N-of-1 trial is for the 
purpose of guiding treatment decisions, it may not be practical to blind the clinician. 
The disadvantage of the single-blind is that the investigator may consciously or 
subconsciously bias the study by biasing data collection, or differential prescription 
of concomitant therapy or differential patient management (Friedman et al.  1998 ). 

 In a double-blinded trial, the participants, investigators and assessors are blinded 
throughout the trial (Schulz and Grimes  2002b ). As already stated, a double-blind 
approach eliminates or minimizes the risk of bias in the trial. In a double-blind and 
a triple blind (see below) trial it is important that there is a procedures for blinding 
when assigning the interventions, and that a separate body who can be unblinded, 
such as an “Independent Data Monitoring Committee” (see Chap.   10     on Adverse 
Events), are responsible for assessing the data for any adverse effects and benefi t 
(Friedman et al.  1998 ). 

 A triple-blinded trial has the same characteristics as a double-blind trial with the 
addition that those who adjudicate the study outcomes are also blinded (Schulz and 
Grimes  2002b ; Forder et al.  2005 ). This can be achieved by ensuring the data moni-
toring committee are not provided with the identity of the groups, instead, they are 
assigned a code such as group A and B. This approach assumes the data monitoring 
committee could be biased if the randomization status was known to them in their 
assessment of adverse effects or benefi t. Some investigators feel this may impede 
the ability of the committee to perform their tasks of safeguarding participants by 
looking at individual cases (Friedman et al.  1998 ). This is a decision which needs to 
be made during the design of the trial in consultation with the data monitoring com-
mittee. If a triple-blinded trial is chosen, the data monitoring committee should have 
the option to break the blind if the direction of an observed trend in group A or B 
requires a further unblinded investigation (Friedman et al.  1998 ). Some trials blind 
the study statistician to reduce bias during analysis again by assigning the dummy 
codes of A and B to the trial groups (Matthews  2000 ). The groups only become 
unblinded at the end of the analysis for reporting purposes. 

 Utilizing a double or triple blind is highly recommended in N-of-1 drug trials to 
determine drug effi cacy.  
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    The Role of the Placebo in Blinding and the Placebo Effect 

 A placebo is a pharmacologically inactive agent used in the control group of the trial 
(Schulz et al.  2002 ). It is used in trials where the investigator is not assessing the 
effectiveness of a new active agent against an effective standard agent. Indeed, it is 
more ethically sound not to provide a placebo control if an effective standard agent 
exists to act as the control. However, even if a standard agent is used as a control, 
investigators may include placebos by using the double-dummy method for blind-
ing (see the following section). The use of a placebo agent is critical for achieving 
trial blindness. 

 The use of a placebo not only maintains a blind, but it also excludes the “placebo 
effect” in the trial. The placebo effect occurs when an inactive agent is administered 
to a patient, but this has a benefi cial effect on the attitude of participants, thereby 
producing a response (Schulz and Grimes  2002b ; Matthews  2000 ). The placebo 
effect occurs both in the control group and the intervention group, therefore, the 
provision of a placebo balances the placebo effect across the trial groups (Schulz 
and Grimes  2002b ). 

 In some trials, investigators may involve an active placebo, rather than an inac-
tive placebo. An active placebo contains substances that will produce the symptoms 
or side effects that will occur in the active intervention agent, thereby ensuring the 
blind is not broken as these effects otherwise would identify the active investiga-
tional agent (Schulz and Grimes  2002b ). Most placebo-controlled trials use an inac-
tive placebo.  

    Drug Matching for Placebos 

 To ensure a blinded trial, the placebo control agent and the intervention agent must 
be similar. 

 This is especially important in cross-over trials including N-of-1 trials where 
participants receive both the control (e.g. placebo) and intervention agents. The trial 
agents must be similar in appearance (size, shape, color, sheen, and texture) 
(Friedman et al.  1998 ). It may be necessary to also ensure that the taste (and odor) 
is the same using masking agents. It is good practice to pre-test the similarity of the 
trial agents by asking a group of independent observers not involved in the trial to 
see if they can observe any differences (Friedman et al.  1998 ). 

 The most common method for drug matching in trials, and to reduce trial costs, 
is to over-encapsulate the trial agents. Over-encapsulation is the process of placing 
trial tablets or capsules in a hard gelatin capsule and backfi lling with an inactive 
excipient to produce identical capsules. When an investigator decides to produce 
drug matches by over-encapsulation they must consider the size of the fi nal capsule 
and whether this will be diffi cult to swallow for participants who have swallowing 
diffi culties, such as older people, stroke patients, and young children.  
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    The Double-Dummy Method for Blinding Non-placebo Trials 

 If a new trial agent is to be compared against an effective standard agent as control, 
and these two agents are dissimilar in characteristics, blinding can still be achieved 
using the double-dummy method (Schulz and Grimes  2002b ). The investigators 
will need to ask the pharmaceutical companies who manufacture the drug to supply 
matching placebos, or have matching placebos prepared by a pharmacy. If a partici-
pant is randomized to the intervention agent, they would be prescribed the interven-
tion active agent and a control inactive placebo. Vice versa, if a participant is 
randomized to the control agent, they would be prescribed the control active agent 
and an intervention inactive placebo. This approach will enact a double blind as 
participants and investigators are unable to distinguish which agent is an active 
agent or an inactive placebo. For example, in a set of N-of-1 trials to compare the 
non-steroidal anti-infl ammatory drug celecoxib with paracetamol for osteoarthritis, 
to maintain a blind, patients who were randomized to active celecoxib within a trial 
period, were administered active celecoxib and an inactive placebo that was identi-
cal to active paracetamol to be taken simultaneously. Alternatively, those random-
ized to active paracetamol, were administered active paracetamol and an inactive 
placebo that was identical to active celecoxib to be taken simultaneously (Yelland 
et al.  2007 ).  

    Assessing If Blinding was Successful 

 It is possible to assess the success of blinding by asking participants, investigators 
and assessors in a N-of-1 trial during each period of a cycle whether they believe the 
control or intervention agent was administered. If these individuals are more accu-
rate than chance in identifying an agent, then the trial may not have a successful 
blind (Schulz and Grimes  2002b ). In a common N-of-1 trial design where two treat-
ments are randomly allocated in three cycles, for example, AB BA AB, there are 
2 3  = 8 possible sequences. Therefore, the chance an individual will be able to guess 
the exact sequence is one in eight.  

    Unblinding Procedures 

 All blinded trials must have unblinding processes for individual participants, espe-
cially for a “Data Monitoring Committee” to access benefi t and safety of the trial, 
and also for doctors to be able to identify what agents an individual is prescribed in 
a medical emergency (Matthews  2000 ). In many cases, the participant can be 
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withdrawn from the trial medication without breaking the blind. Unblinding 
 procedures may involve an individual or group (e.g. trial pharmacy) other than the 
trial investigator to ensure the investigator and participant can remain blinded. If a 
 participant or investigator is unblinded, this must be noted as a protocol deviation/
violation. For additional information on unblinding procedures, see Chap.   10    .  

    Providing Individual Trial Reports and Maintaining the Blind 

 One major advantage of N-of-1 trial designs over other trial designs is that at the end 
of the trial for an individual participant, the individual’s data can be analyzed and a 
report prepared on the effectiveness of the intervention compared to control, for a 
clinician to consult with the patient on whether to continue with trial medication 
under routine care (see Chap.   9    ). However, if the study is a set of N-of-1 trials, a 
problem arises, as even though an individual patient has fi nished the trial and a report 
has been generated, other participants are still to be recruited or are still being fol-
lowed in the trial by the same investigator. Clinicians could possibly perceive a pat-
tern of treatment effect in certain sorts of individuals, whether that is a true observation 
or not, thereby risking ascertainment bias. The challenge is how to produce a report 
for an individual during a live trial while maintaining the blind of the remaining par-
ticipants and the investigators. A procedure adapted by our research group is to have 
the unblinded statistician provide the individual analyses and send the report data to 
an independent academic clinician, who will prepare the report and send it to the 
patient’s doctor for consultation. If the statistician is also blinded, the statistician can 
conduct an individual data analysis using dummy codes and send the blinded indi-
vidual fi ndings to the academic clinician not involved in the trial to unblind and 
prepare the individual patient’s report. Another strategy is to have one investigator 
responsible for the analyzing and reporting the trial results to the patient, and a dif-
ferent investigator recruiting and conducting assessments for the trial.  

    Reporting of Blinding in Publications 

 For many journals, the extent of blinding must be reported according to the 
CONSORT statement on reporting trial fi ndings (Schulz et al.  2010 ). Information 
must be provided on who was blinded, the methods of blinding, on what character-
istics the control and intervention agents were matched, where the randomization 
schedule was held, if individuals or the trial were unblinded at any stage, and how 
the success of the blind was assessed (Schulz and Grimes  2002b ; Viera and 
Bangdiwala  2007 ).   
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    Conclusion 

 Investigators should dedicate adequate time and resources to prepare a trial protocol, 
prior to study commencement, that details the procedures of randomization, alloca-
tion concealment and blinding. In N-of-1 trials, this should also include the prepara-
tion of the individual patient report for the patient’s doctor for consultation while 
maintaining the blind for those who remain in the trial. 

 The implementation of these procedures during the trial will ensure the preven-
tion or minimization of confounding and bias, and accordingly their infl uence on 
the estimate of the treatment effect, to allow reporting of accurate and credible 
fi ndings.     
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    Chapter 8   
 Data Collection and Quality Control 

             Hugh     Senior    

    Abstract     To achieve a reliable data set for analysis that complies with the protocol, 
a system of clinical data management (CDM) is critical. CDM is the planning and 
process of data collection, integration and validation. This chapter provides a synop-
sis of the key components of CDM which need to be considered during the design 
phase of any trial. Topics addressed include the roles and responsibilities of research 
staff, the design of case report forms for collecting data; the design and develop-
ment of a clinical database management system, subject enrolment and data entry, 
data validation, medical coding, database close-out, data lock and archiving. An 
additional section discusses the rationale behind trial registration.  

  Keywords     Data management   •   Validation   •   Case report forms   •   Trials   •   Missing 
data   •   Database   •   ICH-GCP   •   Enrolment   •   CONSORT   •   Adverse events   •   Source 
data   •   Data validation   •   Logic check   •   Data discrepancies   •   Medical coding   •   Trial 
registration  

        Introduction 

 Data management is an essential component in clinical trials to ensure that data that 
are analyzed are reliable and statistically sound (Krishnankutty et al.  2012 ). Clinical 
data management (CDM) aims to ensure high quality data by minimizing errors and 
missing data to ensure a reliable dataset for analysis (Krishnankutty et al.  2012 ). 
CDM is the process of collection, integration and validation of data in a clinical 
trial. High quality CDM ensures that data collected for analysis is accurate and 
complies with the protocol-specifi ed requirements (Krishnankutty et al.  2012 ). 

 The main purpose of this chapter is to provide a synopsis of CDM for N-of-1 
trials. For larger scale trials including multinational trials or trials evaluating inves-
tigational products for the purpose of registration of a new product, we refer the 
reader to the guidelines by the working group on data centers of the European 
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Clinical Research Infrastructures Network (ECRIN), and websites of relevant 
country- specifi c regulatory authorities. Throughout the chapter, we provide refer-
ences to the guidelines on the conduct of clinical trials produced by the International 
Conference on Harmonization (ICH) (International Conference on Harmonisation 
 2015 ), specifi cally, the guideline E6 which provides guidance on good clinical 
practice (GCP). 

 The chapter will describe the roles and responsibilities of members of the CDM 
team, and the various procedures including quality control required in CDM. Further, 
the rationale for and the procedure of trial registration is described at the end of the 
chapter.  

    Roles and Responsibilities of CDM Team Members 

 The size of a CDM team in a small study depends on the budget and the scope of the 
project. Often, research staff such as project managers may need to take on addi-
tional CDM roles. 

 The CDM team members are typically data managers, database programmers/
designers, medical coders, clinical data coordinator, data entry associate and a qual-
ity control associate (Krishnankutty et al.  2012 ). 

 The investigators also have a critical role in CDM in ensuring data quality by 
collecting data that are accurate, complete and verifi able. 

 The data manager oversees the entire CDM process and liaises with the study 
researchers and project manager (also known as the clinical research coordinator). 
They are responsible for preparing the data management plan which describes the 
database design, data entry, data tracking, quality control measures, serious adverse 
event (SAE) reconciliation, discrepancy management, data extraction (including 
assisting the statistician in preparing data sets for analysis) and database locking. 
They approve all CDM activities (Krishnankutty et al.  2012 ; McFadden  2007 ). 

 The database programmer/designer performs case report form (CRF) annotation, 
creates the database, and programs and tests the data validation system. Further, 
they design data entry screens including access via the web for data entry 
(Krishnankutty et al.  2012 ; McFadden  2007 ). 

 The medical coder codes the data for medical history, medications, co- 
morbidities, adverse events, and concomitant medications (Krishnankutty et al. 
 2012 ). The clinical data coordinator is responsible for CRF design, CRF completion 
guides, a data validation plan (DVP) and discrepancy management (Krishnankutty 
et al.  2012 ). 

 Quality control associates check accuracy of data entry and conduct audits of the 
data for discrepancies (Krishnankutty et al.  2012 ). 

 Data entry associates track CRFs and perform data entry into the database 
(Krishnankutty et al.  2012 ).  
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    Designing Case Report Forms (CRFs) 

 ICH-GCP states that “all clinical trial information should be recorded, handled, and 
stored in a way that allows its accurate reporting, interpretation, and verifi cation” 
(ICH E6 Section 2) (International Conference on Harmonisation  2015 ). To comply 
in a trial there must be standardized operating procedures for data collection, 
processing and storage. 

 Case Report Forms (CRFs) are printed, optical or electronic documents designed 
to record all of the protocol-required information to be reported to the sponsor on each 
trial subject (ICH-GCP E6) (International Conference on Harmonisation  2015 ). 

 The CRFs must seek data that are specifi ed in the protocol, and any data that are 
required by regulatory bodies. 

 The types of CRFs required in a clinical trial may include the following forms: 
screening/eligibility form, demographics, randomization form, medical history, 
physical examination and vital signs, concomitant/ concurrent medications, key 
effi cacy endpoints of the trial and other effi cacy data, adverse events, and laboratory 
tests. If using validated questionnaires in a CRF, the CRF should maintain the integrity 
of the questionnaire to maintain validity. 

 CRFs must be written and formatted to be user-friendly and self-explanatory 
(Krishnankutty et al.  2012 ). Most CRFs seek data that requires multiple-choice 
responses including yes/no responses, pre-coded tables, validated questionnaires or 
Likert scales, which allows data being collected across subjects to have the same 
terminology and to be easily combined (Liu et al.  2010 ). Generally, if free-text is 
being sought, it is kept to the minimum, with the exception of the recording of 
adverse events. 

 Thought also needs to be given to by whom and when data are to be collected, 
for example, if baseline data include both cardiology department data and medical 
imaging department data, then it may be better for separate CRFs for each depart-
ment instead of requiring each department to complete a section of the same form 
(McFadden  2007 ). 

 Often the data collected are conditional on a previous question. For example, if a 
response is “Yes” for a medical history of diabetes, additional information may be 
sought through dependent questions on insulin use or diet, but only for those who 
responded with a yes. These series of questions are termed conditional data fi elds 
(Liu et al.  2010 ). 

 All CRFs should contain a header with the trial identifi er and name, site number, 
and the subject identifi cation number stated. They should also contain a section at 
the end of the form for the investigator/subject who completes the CRF to sign and 
date the form. The signature should match those authorized to complete CRFs 
according to the study signature log. CRFs should have version information in the 
footer along with page numbers (X of Y). The version number should be the most 
recent and be the version that has been ethically approved and listed on the version 
control log. It is also helpful to name the form in the header, for example Form A 
may be the screening or enrolment form, Form X may be the adverse event form etc. 
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Each question or item in a CRF needs to be numbered to facilitate communication 
regarding data queries between the CDM and investigators and make forms easier 
to follow for the user. 

 It is the responsibility of the investigator who completes the CRFs to ensure the 
accuracy, completeness, legibility, and timeliness of the data reported to the sponsor 
in the CRFs and in all required reports (ICH E6 Section 4) (International Conference 
on Harmonisation  2015 ). This includes ensuring the header and all sections of the 
CRF are complete, all adverse events and serious adverse events are recorded, and 
any data discrepancies are amended. 

 Pre-testing of study procedures, CRF completion and study measurements prior 
to the trial going “live” ensures that procedures are performed according to standard 
operating procedures and the forms are understandable, usable and have good fl ow 
(McFadden  2007 ). It allows any amendments and associated ethical approvals to be 
made before the fi rst patient is enrolled. 

 With each CRF, the form should have an accompanying CRF completion 
guideline, often on the front page of the CRF, which provides details on the fi lling 
of the form. The CRF completion guidelines will also include clear defi nitions for 
specifi c variables, for example, a clear clinical defi nition of a standard drink, or 
moderate exercise. Diagnostic defi nitions of medical conditions must be clear, for 
example, one clinician may consider systolic blood pressure of >130 mmHg as 
hypertension, whereas another considers it to be >140 mmHg (Liu et al.  2010 ). 
Further, different diagnostic laboratories may have different criteria to defi ne normal 
values for a laboratory test. The sponsor/researchers should obtain from each labo-
ratory in a trial a list of normal values and ranges. Further, the units of measurement 
for a variable in a CRF should be consistent with the laboratory standards accepted 
by the major laboratories to avoid any unnecessary conversions. The completion 
guideline may contain calculations for the conversion between units. 

 Often CRFs are annotated, where on the CRF the variable names are written next 
to the spaces where the investigator writes in the data. Annotated CRFs provide a 
link between the database and the questions on the CRF allowing the CDM team 
and statistician to know where data is located on a database for each question in a 
specifi c CRF.  

    Design and Development of a Clinical Data Management 
System 

 To ensure quality CDM, the CDM team in collaboration with the project manager 
should develop a Data Management Plan (DMP), which describes the data management 
procedures including listing roles and responsibilities of personnel, a fi nal set of 
CRFs, design of the database, data entry procedure, data query rules, query handling, 
quality assurance including audit trail checks, electronic data transfer rules,  database 
backup and recovery, archiving, database security, procedures for database locking 
and unlocking, and reports (Ohmann et al.  2011 ). 
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 The development of CDM should begin in the early stages of a study. The database 
is created on the basis of the protocol-derived CRFs. The types of data including 
number of decimal points and units should be clear from the CRFs when developing 
the database. 

 Databases have to be designed to allow the linking of multiple database records 
for an individual subject, by including a unique subject number for each record 
(McFadden  2007 ). On the database, subjects must be de-identifi ed, where each 
subject is given a unique subject number that serves as the subject identifi er within 
the database (Liu et al.  2010 ). 

 When developing the database, the designer has to defi ne the database to comply 
with the study objectives, intervals, visits, users with different levels of access, 
 different sites and subjects. 

 Depending on the requirements of the project and the study budget, there is a range 
of software available to create a database from MS excel, MS access, open source soft-
ware (TrialDB, OpenClinica, openCDMS, PhOSCo), to specialized software (Oracle 
clinical, Redcap, Clintrial, eClinical suite) among others. As a rule, these software 
packages are designed to comply with regulatory requirements for conducting clinical 
trials, but it is the responsibility of the sponsors to confi rm this assumption. 

 If the purpose of a study is to provide evidence for regulatory approvals of new 
medications or new indications, the database must comply with ICH-GCP and 
country-specifi c regulations, and we recommend the employment of an experienced 
clinical data manager. For these studies, it is imperative to ensure that the software 
allows an audit trail of all activity in the database (Krishnankutty et al.  2012 ). 

 Security of the database is paramount, and most software allows the data manager 
to allocate access of users to only the parts of the database to which they are required 
to access according to roles and responsibilities, thereby preventing any unauthorized 
access or changes to the database. The data manager must maintain a list of individuals 
who are authorized to have access and make changes to the data. Further, the database 
must be constructed in such a way to ensure the safeguarding of any trial blinding. 

 If a database user enters data, most software provides an audit trail by recording 
the changes made, the user’s details, and the date and time of the change 
(Krishnankutty et al.  2012 ). Further, the database must have a system of automatic 
backups to ensure data preservation. 

 With all CDM, it is important to develop a system to maintain quality control of the 
data during all stages of the trial. ICH-GCP states that “Quality control should be applied 
to each stage of data handling to ensure that all data are reliable and have been processed 
correctly” (ICH-GCP E6 Section 5) (International Conference on Harmonisation  2015 ).  

    Subject Enrolment and Data Entry 

 After subjects have provided informed consent, and prior to the collection of data, 
subjects are enrolled into a clinical trial using an “enrolment form”. The enrolment 
form is used to screen subjects for eligibility into the trial using the inclusion and 
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exclusion criteria as stated in the ethically approved protocol. If a subject is not 
eligible, the reasons for the ineligibility must be retained to allow reporting of the 
trial according to the CONSORT statements for reporting trials (Schulz et al.  2010 ). 
If eligible, the subject is randomized into either the intervention or control arm of 
the trial and provided with a unique subject number. At this time, the contact details 
of the subject should be collected on a separate contact details form, along with 
details of a next of kin who does not live with the subject, to allow follow-up. The 
subject number must be recorded on this form, and the form stored separately to the 
CRFs or any other documents containing patient medical information or data. CDM 
may be involved in randomizing subjects after enrolment by providing a randomiza-
tion service either electronically or via telephone/fax using randomization lists or 
programs. 

 An additional form required for all trials is a ‘serious adverse event (SAE) report 
form’. Refer to the chapter on SAEs (Chap   10    ) for more information on the type of 
data to collect and the processes for the evaluation and reporting of SAEs. 

 Data in clinical trials can be collected using either a paper CRF (p-CRF) or an 
electronic CRF (e-CRF). For some N-of-1 trials, data are collected on p-CRFs fol-
lowed by data entry into the database by research staff. The p-CRFs are completed 
by the investigator, and sometimes the subject (which is termed  patient reported 
outcomes ), according to the completion guidelines (Krishnankutty et al.  2012 ). In 
contrast, e-CRFs allow data to be entered directly into the database through a 
 computer at the study site. 

 The e-CRF method of data entry, also called remote data entry, has advantages 
over p-CRFs in that data are entered sooner, there is no risk of loss of forms, data 
discrepancies can be raised and resolved more quickly, and the chance of transcrip-
tion error is less (Krishnankutty et al.  2012 ). However sponsors need to consider if 
potential sites have access to computers with high-speed internet access and the cost 
of using e-CRFs (Liu et al.  2010 ). Mobile phone technology is also developing as a 
tool for remote data entry. For smaller studies as often occurs with N-of-1 trials, 
data collection on p-CRFs followed by entry to a centralized study database is most 
likely to be the most cost-effective method. 

 Many fi elds in a CRF for a clinical trial require the abstraction of data from a 
source document. Source documents contain “source data” which are defi ned as “all 
information in original records and certifi ed copies of original records of clinical 
fi ndings, observations, or other activities in a clinical trial necessary for the recon-
struction and evaluation of the trial” (ICH-GCP E6 Section 1) (International 
Conference on Harmonisation  2015 ). The major exception where CRF recorded 
data will not have a source are those CRFs that contain data completed by the sub-
jects, and the data have not been transcribed by the investigators onto separate CRFs 
(Liu et al.  2010 ). 

 A source document can include original documents, data and records (e.g., 
hospital records, clinical and offi ce charts, laboratory notes, memoranda, subjects’ 
diaries or evaluation checklists, pharmacy dispensing records, recorded data from 
automated instruments, copies or transcriptions certifi ed after verifi cation as being 
accurate copies, microfi ches, photographic negatives, microfi lm or magnetic media, 
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X-rays, subject fi les, and records kept at the pharmacy, at the laboratories and at 
medico-technical departments involved in the clinical trial) (ICH-GCP E6 Section 
1) (International Conference on Harmonisation  2015 ). 

 On the CRFs, subjects must be de-identifi ed. Each subject is given a unique sub-
ject number that serves as the subject identifi er within the database (Liu et al.  2010 ). 
It is a sound idea to also record the subject’s initials on the CRFs along with the 
unique subject number. Identifi ers that should be separate from the CRFs and 
database are names, addresses, email addresses, contact phone numbers, social 
security numbers or equivalent, medical record numbers, and photos (Liu et al. 
 2010 ). Specifi cally, this is any information where there is a reasonable basis to 
believe the information can identify the individual. 

 The requirement of de-identifi cation of subject’s data is re-iterated in ICH-GCP, 
which states that “the confi dentiality of records that could identify subjects should 
be protected, respecting the privacy and confi dentiality rules in accordance with the 
applicable regulatory requirements”(ICH E6 Section 2) (International Conference 
on Harmonisation  2015 ). 

 The subject’s name and initials will appear on a subject log along with the unique 
subject number and this log is stored separately to the CRFs and the database. The 
subject log and a contact details form should be available for the verifi cation of 
source documents and subject follow-up (Liu et al.  2010 ). 

 After completion of a CRF, if an investigator wishes to make a correction or 
change to a CRF, they should put a line through the original data without obscuring 
the original entry, write the new data alongside, date and initial the change (and the 
initials should match those in the signature log), and provide an explanation for the 
change. This applies to both written and electronic changes or corrections (ICH E6 
Section 4) (International Conference on Harmonisation  2015 ). Most CDM com-
puter software automatically records any changes made on electronic CRFs includ-
ing the identity of the investigator, the original data, and date and time of the change. 

 Submission of study data to the CDM team may be by mail, courier, fax or elec-
tronically (Liu et al.  2010 ). Timely submission is critical to ensure deadlines for 
data entry are met (Liu et al.  2010 ) and data validation can occur. SAE report forms 
are usually required within 24 h of the investigator becoming aware of an SAE. CRFs 
can be submitted when completed or at specifi ed intervals depending on the process 
for verifi cation of source documents at the site (Liu et al.  2010 ). 

 To minimize the risk of transcription errors, data are often entered from p-CRFs 
into e-CRFs using double data entry, often by two operators separately. Any dis-
crepancy is checked and resolved, leading to a cleaner database (Krishnankutty 
et al.  2012 ). With single data entry, the data operator must double-check that the 
data entered matches exactly the data on the p-CRF, and retain the p-CRFs in the 
subject folder. 

 According to ICH-GCP, every clinical trial must have a designated staff member 
who will monitor trial activities, called a clinical research associate (CRA) or a 
study monitor. One role of a CRA is monitoring data entry into a CRF to ensure 
completeness of data. The CDM team tracks CRFs to ensure data is collected at the 
right assessment point, to check for missing pages on CRFs or illegible data, to raise 
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data discrepancies to the investigator seeking resolution, and to ensure data completeness, 
timeliness and accuracy. 

 An important role of the CRA is to conduct a site visit to ensure that data recorded 
on a CRF which has been derived from a source document is consistent with the 
source document, and if inconsistent, the discrepancy is explained by the investiga-
tor (ICH-GCP E6 Section 4) (International Conference on Harmonisation  2015 ). If 
there are any data on a CRF where there is a discrepancy between the data entry in 
the CRF and the source document, the CRF needs to be corrected to match the data 
in the source document or an explanation provided as to why the CRF is correct.  

    Data Validation 

 To ensure the quality of data in a database, data validation occurs throughout data 
collection. Data validation is the process of testing the validity of the data against 
protocol specifi cations (Krishnankutty et al.  2012 ). The project manager must 
provide the CDM team with an edit specifi cations list which describes which data 
are to be checked and queried, and this is programmed into the database. If the 
investigators are not using a database with edit checking capabilities, they will have 
to conduct edit checks manually prior to any data entry of a CRF. 

 Edit check programs test each variable with a logic condition specifi c for the 
variable. All edit check programs are tested with dummy data before the database 
goes live to ensure they are working (Krishnankutty et al.  2012 ). Any discrepancy 
that occurs between the logic condition and the variable will raise a data query. The 
types of discrepancies may include missing data that must be entered, data that is 
not consistent with other data recorded on the forms, data out of range (range 
checks), and protocol deviations (Krishnankutty et al.  2012 ; Liu et al.  2010 ). 

 Examples of edit checks include checking if eligibility criteria are met prior to 
randomization, and checking that variables like height and weight are within a cer-
tain range. Edit checks need to be logical. It may be that a person may be taller than 
the range, as the subject is more than the pre-specifi ed two standard deviations 
above the population mean height. This discrepancy would be resolved by respond-
ing that the height is correct. 

 With e-CRFs, many of the edit checks can occur immediately, raising data que-
ries as data are entered into the database. Other data queries will be raised as data 
validation processes are conducted at regular intervals, and the investigator will 
resolve any queries after logging into the system (Krishnankutty et al.  2012 ). 
Further, data queries may be logged on a study report or data clarifi cation form 
derived from the database which the project manager, CDM team and investigator 
can access to ensure the investigator resolves queries quickly. 

 The CDM team are responsible for data quality checks to identify missing, illog-
ical and inconsistent data both automatically in batches, and manually. Manual 
checks will review the CRFs for any missed discrepancies such as laboratory data 
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or medical records recorded on a CRF suggesting an adverse event has occurred, but 
this event is not recorded on the serious adverse event or adverse event forms.  

    Management of Data Discrepancies and Study Reports 

 Query resolution requires the investigator to review the discrepancies, investigate 
the reason for the discrepancy, and resolve the discrepancies based on documents 
(Krishnankutty et al.  2012 ). Alternatively, the discrepancy may be declared by the 
investigator to be unresolvable. There are two purposes of this process, the cleaning 
of the data and the gathering of evidence for any “irresolvable” discrepancies in the 
database (Krishnankutty et al.  2012 ). 

 When a data query is raised, the investigator will enter the correct data or explain 
the reasons behind the discrepancy (Krishnankutty et al.  2012 ). An important role 
of the project manager and/or CDM team is to regularly review all discrepancies to 
ensure they are resolved (Krishnankutty et al.  2012 ). Once a discrepancy is resolved, 
it no longer will appear on a data clarifi cation report (Krishnankutty et al.  2012 ). 

 To assist with the management of data discrepancies and overall project management 
by the project manager, the CDM team and the investigators, the study database can 
be utilized to generate study reports. The most common study reports are patient 
accrual, missing data, missing forms, forms entered per month, adverse events, 
scheduled visits, and inconsistent or invalid data.  

    Medical Coding 

 Often data are collected in clinical trials that require medical coding, which is a 
process of classifying disease sub-types, medical procedures, medical terminologies 
and medications. In large scale trials, the coding will be entered directly into the 
database by a qualifi ed medical coder. However, in smaller studies with limited 
resources, the research or CDM team will have to assign a person with appropriate 
medical knowledge to conduct the medical coding using a medical dictionary and 
knowledge of the hierarchy of classifi cations in medical coding to allow coding 
within proper classes. The types of data that may require medical coding to allow 
counts in statistical analysis include disease sub-types, medical procedures, and 
medications. 

 Common dictionaries for coding include the Medical Dictionary for Regulatory 
Activities (MedDRA) for coding of adverse events, medical history, medical terms; 
the WHO Adverse Reactions Terminology (WHOART) for the coding of adverse 
events, and the WHO Drug Dictionary Enhanced (WHO-DDE) (Krishnankutty 
et al.  2012 ; Liu et al.  2010 ). The dictionaries to be used for coding must be specifi ed 
in the protocol. 
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 Medical coding classifi es medical terminology on CRFs to achieve data consistency 
and subject safety, thereby ensuring that even though the same adverse event may 
be described differently by different investigators, or investigators record different 
drug trade names for the same medication, the data is coded correctly according to 
a uniform standard (Krishnankutty et al.  2012 ).  

    Database Close-Out, Data Lock and Archiving 

 Prior to database close-out, a fi nal data quality check and validation is made to 
ensure there are no discrepancies remaining that have not been assessed to be “irre-
solvable”. All study activities are completed including medical coding and data 
cleaning procedures, and external data is reconciled (Ohmann et al.  2011 ). Datasets 
required by the study statistician are fi nalized (Krishnankutty et al.  2012 ). After 
data-lock, no data can be changed in the database. Upon approval of the steering 
committee, the database is locked and the data is extracted for data analysis 
(Krishnankutty et al.  2012 ). 

 After data extraction, the database is archived. The data may be archived along 
with essential documents on CDs/DVDs. The length of archiving of essential docu-
ments can range between 2 to 15 years. If there is a marketing application, ICH- 
GCP requires archiving for a minimum of 2 years after the approval of application, 
or if no marketing application is made, records must be archived for 2 years after the 
end of the trial (ICH-GCP E6 Section 4) (International Conference on Harmonisation 
 2015 ). Sponsors and researchers must be aware of the regulations and guidelines on 
retention of records for their specifi c local and national regulatory bodies, for exam-
ple, in trials involving children in Australia the period of retention can be 28 years. 
If documents are archived off-site due to space constraints, then a record of the loca-
tion of the records must be kept by the sponsor or researcher (Liu et al.  2010 ).  

    Registering a Clinical Trial in a Trial Register 

 From July 2005, the International Committee of Medical Journal Editors (ICMJE) 
adopted a policy (De Angelis et al.  2005 ) that all member journals will only consider 
a trial for publication if it has previously undergone registration in a trial registry. 

 N-of-1 trials are not exempt from this position of the ICMJE. A clinical trial is 
defi ned by the ICMJE as “any research project that prospectively assigns human sub-
jects to intervention or comparison groups to study the cause-and-effect relationship 
between a medical intervention and a health outcome” (De Angelis et al.  2005 ). 

 The purpose of a trial registry and the policy statement of the ICMJE is the sub-
stantial under-reporting of the fi ndings of clinical trials. Under-reporting of clinical 
trials potentially leads to a bias of the overall knowledge of the effect of a medical 
intervention, leading to over-estimates of benefi t and under-estimates of harm 
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(McGauran et al.  2010 ; Chalmers et al.  2013 ) Under-reporting of trials occurs both 
within commercially sponsored trials and academic trials (Chalmers et al.  2013 ). 

 In clinical practice, evidence for interventions that will have an impact in many 
cases does not arise from a single trial, but from the collective body of evidence, as 
assessed by a systematic review and meta-analysis. As such, selective reporting 
misrepresents the true effectiveness of a medical intervention and negatively impacts 
on both clinical guidelines and practice. Registering trials prior to the conduct of a 
trial, places the awareness of the trial in the public domain. 

 An additional important ethical consideration is that subjects who volunteer for 
a clinical trial do so because they assume that they are advancing medical knowl-
edge. This places an obligation on the trial sponsor and investigators not to betray 
this trust (Chalmers et al.  2013 ; De Angelis et al.  2005 ) This responsibility is clearly 
stated in the Helsinki declaration that states that “Every clinical trial must be regis-
tered in a publicly accessible database before recruitment of the fi rst subject”(World 
Medical Association  2008 ). In some countries, clinical trials must be registered to 
comply with policies from funding bodies or legislation (including the European 
Commission, and the US Food and Drug Administration). 

 Clinical trials can be registered in ICMJE approved registries (International 
Committee of Medical Journal  2015 ) or within the WHO registry network (World 
Health Organization  2014 ). A trial only needs to be registered once, although some 
investigators may register a trial in more than one country depending on specifi c 
funders’ or countries’ policies and regulations.  

    Conclusion 

 At the end of the hard work of seeking funding, preparing and conducting a clinical 
trial to answer an important research question, ideally researchers will have pro-
duced an accurate and complete database for analysis. The phenomenon of ‘garbage 
in, garbage out’ (GIGO) applies to clinical trials. Databases that are incomplete and/
or inaccurate increase the risk of biased fi ndings. To avoid the GIGO phenomenon 
in N-of-1 trials, it is imperative to engage a clinical data management system that 
adopts well-designed and user-friendly CRFs and databases, a data validation and 
CRF tracking system, an audit trail, and clinical monitoring.     
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    Chapter 9   
 Individual Reporting of N-of-1 Trials 
to Patients and Clinicians 

             Michael     Yelland    

    Abstract     This chapter offers a very practical account of the reporting of N-of-1 
trials to patients and clinicians, using trials for chronic pain conditions as models 
which may be applied to many other forms of N-of-1 trials. It draws from the 
author’s experience in managing N-of-1 trials comparing celecoxib with extended 
release paracetamol for chronic pain and osteoarthritis and comparing gabapentin 
with placebo for chronic neuropathic pain .  Reporting the results of N-of-1 trials to 
patients and health care professionals requires considerable planning to make 
reports user-friendly and an effi cient tool for clinical decision making. Decisions 
need to be made about key elements of the report, how to order them with the most 
important summary elements fi rst followed by detailed results, and how to set 
thresholds for clinically important changes. The inclusion of tables and graphs in 
reports should improve readability. An example of an individual report is provided.  

  Keywords     N-of-1 trials   •   Reporting   •   Results   •   Threshold   •   Quantitative analysis   • 
  Qualitative analysis   •   Clinically important change   •   Clinical response   •   Threshold   • 
  Minimal detectable change   •   Adverse event   •   Overall response  

        Aim of Reporting 

 The reporting processes of N-of-1 trials can be viewed as analogous to reporting on 
other investigations in medicine, for example radiology reports. There is a need to 
describe what was done, the results that arose from the investigation and fi nally the 
interpretation of the results in the form of a summary or conclusions.  
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    What Should Be Reported? 

 Decisions must be made about the elements of the trial that are essential to report. 
Key elements of the report may include:

•    Patient details  
•   Description of the trial – medications compared; order of medication periods; 

marker joint/region; date of report  
•   Conclusion/summary of overall response  
•   Summary of outcomes used to determine the overall response  
•   Use of other medications during the trial  
•   Success of blinding  
•   Detailed results of the individual outcome measures, including graphs and/or 

tables of relevant data points.    

 The results we reported were a mix of quantitative outcomes and qualitative 
outcomes. See Fig.  9.1  at the end of this chapter for an example of the report that we 
generated. The quantitative outcomes included mean scores of numerical rating 
scales with ranges of zero to ten on which the severity of symptoms, functional loss 
(Yelland et al.  2007 ; Yelland et al.  2009 ) or sleep disturbance (Yelland et al.  2009 ) 
were rated. In arriving at these means, we omitted the fi rst week of data from each 
two week period to negate any carry-over effects from the preceding period.

   The qualitative outcomes included medication preference between the current 
period and the preceding period and a summary of adverse events during treatment 
periods. Medication preference was recorded as a preference for one of the two 
medications or no preference. Adverse events were listed and tallied for each period.  

    How Should the Data Be Presented? 

 Reporting the results of N-of-1 trials should be in a format that suits the needs of the 
‘consumers’ of the trial service, namely the patient and their health care profes-
sional. Their needs may differ, with some wishing to just read the ‘headlines’ or 
conclusions, and others wishing to read the fi ne details that underlie these conclu-
sions. For this reason we chose to put the conclusions very early in the report, 
directly after the description of the order of medication periods within the trial. 

 The raw data from treatment periods can be reported in graphical, tabular or 
descriptive formats depending on its nature. Data from washout periods where a 
carry-over effect may apply can be omitted. For quantitative data collected on a 
daily or weekly basis, we used graphs of scores over time. The means of scores for 
each treatment period were presented in a table to allow easy comparison between 
treatment periods (Fig.  9.1 ). 

 The qualitative data on medication preferences and description of adverse events 
were presented in tabular format.  

M. Yelland
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  Fig. 9.1    Deidentifi ed report of a patient who completed an individual medication effectiveness 
test or N-of-1 trial on celecoxib versus sustained-release paracetamol for osteoarthritis.           

Name: XXXXX
IMET: Celecoxib 200mg vs Extended-release

ID: XXX Paracetamol 665 mg
Sex: Z Dates of IMET: DD-MM-YY to DD-MM-YY
DOB: DD-MM-YY Marker joint/region: ZZZ

ZZZZZ Date of report: DD-MM-YY

Medication Diary:
1st Pair Week 1-2 Celecoxib

Week 3-4 Paracetamol SR

2nd Pair Week 5-6 Celecoxib
Week 7-8 Paracetamol SR

3rd Pair Week 9-10 Celecoxib
Week 11-12 Paracetamol SR

CONCLUSION

OUTCOME TREND

MEAN DIFFERENCE 
BETWEEN 

PARACETAMOL AND 
CELECOXIB

PROBABLILITY 
DIFFERENCE IS 
DETECTABLE 
BY PATIENT

PAIN SCORES Paracetamol better 0.4 6% *
STIFFNESS 
SCORES Paracetamol better 0.2 <1%*
FUNCTIONAL 
SCORES Paracetamol better 0.5 Nil †

Dr Michael Yelland (Chief Investigator, IMET Service) Date 

 †
PREFERRED MEDICATION: The patient expressed a preference for paracetamol in the second pair of comparison 
periods, but no preference in the other two pairs of periods.

ADVERSE EVENT PROFILE: The patient reported no adverse events during the IMET.

USE OF OTHER TREATMENT: The patient used no additional pain medication during the IMET.

BLINDING OF MEDICATIONS:  The patient correctly guessed that she was taking paracetamol in one period and 
celecoxib in another period, but incorrectly guessed she was taking celecoxib in another period.

There were small differences in pain, stiffness and functional scores favouring paracetamol over 
celecoxib throughout the IMET, but none of these differences was detectable by the patient. There 
was no consistent preference for either medication and no adverse events or use of extra analgesics 
with either medication. Overall there was no difference in the response to paracetamol and 
celecoxib.

PAIN, SLEEP INTERFERENCE AND FUNCTIONAL SCORES: These scores were recorded on 0 to 10 scales 
daily throughout the IMET. The mean differences between medications for each outcome and the probability that 
these changes were detectable and clinically important are given below. Note a 50% probability signifies pure 
chance and 100% signifies certainty.

PROBABILITY 
DIFFERENCE IS 

CLINICALLY 
IMPORTANT

<1% *

Nil *

*Minimum detectable difference for pain and stiffness is 1.0(J Rheumatol 2000;27(11):2635-41). Minimum clinically important difference for pain and 
stiffness is 1.75 (Pain 2001;94(2):149-58 & J Rheumatol, 2001. 28(2): p. 427-30).

Minimum detectable difference for function is 2.(Physical Therapy, 1997. 77(8): p. 820-9). Minimum clinically important difference for function is not known.
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Fig. 9.1 (continued)

DETAILED RESULTS

PAIN, STIFFNESS AND FUNCTIONAL SCORES

Week Medication Medication Guess
Average pain 

score*

Average 
stiffness 
score^

Average 
functional 

score~

Pre-IMET Celecoxib N/A 2 5 4.40

Week 1-2 Celecoxib Unsure 3.00 2.71 2.75

Week 3-4 Paracetamol SR Unsure 1.57 1.86 2.40

Week 5-6 Celecoxib Unsure 1.57 1.71 2.20

Week 7-8 Paracetamol SR Celecoxib 1.71 2.00 2.25

Week 9-10 Celecoxib Celecoxib 1.86 1.71 2.40

Week 11-12 Paracetamol SR Paracetamol SR 1.57 1.71 1.80

*0 = No pain, 10 = Extreme pain
^0 = No stiffness, 10 = Extreme stiffness
~0 = Unable to complete activity, 10 = Able to perform activity at pre-arthritis level

PREFERRED MEDICATION AND ADVERSE EVENTS

Week Actual Medication Preferred medication
No. of adverse 

events

Week 1-2 Celecoxib 0

Week 3-4 Paracetamol SR 0

Week 5-6 Celecoxib 0

Week 7-8 Paracetamol SR 0

Week 9-10 Celecoxib 0

Week 11-12 Paracetamol SR 0

Details of adverse events

N/A

Unsure

Paracetamol

Both the same

N/A

N/A

N/A

N/A

N/A

GRAPHS

*0 = No pain, 10 = Extreme pain

0

1

2

3

4

5

6

7

8

9

10

Pre-IMET Weeks 1-2 Weeks 3-4 Weeks 5-6 Weeks 7-8 Weeks 9-10 Weeks 11-12

Celecoxib Paracetamol SR Celecoxib Paracetamol SR Celecoxib Paracetamol SR

PAIN
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    Defi ning Response for Each Outcome 

 Defi ning what constitutes a response for each outcome can present some challenges. 
This is in part because of the different ways outcomes are recorded and in part 
because the threshold for response varies from individual to individual. With quan-
titative outcomes, the traditional way of defi ning differences in population trials is 
to test for statistical signifi cance of the difference between the mean change over 
time for two groups of participants. In single patient datasets, the diffi culties with 
using inferential statistics with a threshold of signifi cance of 0.05 % or 5 % have 
been discussed elsewhere in this book in the section on analysis. Bayesian methods 
are more appropriate for calculating and expressing differences in response to treat-
ment within the individual (Zucker et al.  1997 ). In Bayesian statistics results are 
expressed as the probability that a nominated trend is present, e.g. there is an 87 % 

Fig. 9.1 (continued)

^0 = No stiffness, 10 = Extreme stiffness

~0 = Able to perform activity at pre-arthritis level, 10 = Unable to perform activity

NOTE A HIGHER SCORE INDICATES MORE DIFFICULTY PERFORMING FUNCTION
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probability that pain scores on drug A are lower than on drug B. This is more 
 informative than reporting whether or not the difference in outcomes met a prede-
termined threshold of statistical signifi cance. 

 Nonetheless, it is desirable to have some method of setting a threshold for a dif-
ference in response between treatments over the course of each trial. This will allow 
comparisons between individuals in a series of N-of-1 trials. For this some guidance 
may be found in the literature on minimum clinically important differences (MCID), 
minimum clinically important change (MCIC) and minimum detectable change 
(MDC). These will have been derived for some outcomes from mean results in 
population based clinical trials and so may not represent what an individual patient 
regards as important or detectable. This could be determined prospectively in con-
sultation with the patient with a question such as “ What is the minimum percentage 
improvement in your (insert outcome) that would make this treatment worthwhile? ” 
(Yelland and Schluter  2006 ). 

 The MCID which is defi ned as “the smallest difference in score in the domain of 
interest which patients perceive as benefi cial and would mandate, in the absence of 
troublesome side effects and excessive cost, a change in the patient’s 
management”(Jaeschke et al.  1989 ). This can be calculated by the differences 
between groups in a clinical trial. In the case of the MCIC, it is calculated by the 
differences within individuals in a clinical trial (Bombardier et al.  2001 ). Many 
methods of estimating these values exist (Copay et al.  2007 ). The commonest are 
‘anchor-based’ methods that compare change scores in key outcomes over time with 
an anchor of the retrospective assessment of global response by the patient. For 
example, the MCIC for pain may be the mean change in pain scores of those who 
regard themselves as ‘much better’. Alternatively it may be the difference in mean 
change scores between those who rate their improvement as ‘much better’ and ‘very 
much better’ from the remainder who did not do as well as this. 

 The other way of estimating clinically important changes is by using distribution 
methods.(Copay et al.  2007 ) One distribution method is based on the effect size, 
which is calculated by subtracting the mean of the scores at baseline from the mean 
of the scores at the follow-up point and then dividing this difference by the standard 
deviation at baseline. 

 An effect size of 0.5, described as ‘moderate,’ seems to correlate best with MCIC 
calculated by anchor based methods. However standard deviations can vary 
 considerably from sample to sample, so some prefer other distribution-based methods 
that use the standard error of the mean (SEM) to calculate what is called the ‘mini-
mum detectable change’(MDC). The SEM provides a measure of within-person 
change that is less dependent on a specifi c sample because it incorporates both the 
standard deviation and the reliability. The MDC is equivalent to one SEM and repre-
sents the minimum change that is reliably detected by patients (Copay et al.  2007 ). 

 In our chronic pain trials, we reported both the MCID and the MDC for pain, but 
used the MDC to defi ne a response. Using the published MDC of 1.0 for pain scores 
(Dworkin et al.  2008 ), a defi nite response was defi ned as an adjusted mean absolute 
difference ≥1.0, a probable response as a difference of ≥0.5 but <1.0, and differ-
ences of less than 0.5 as no response. 
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 For categorical outcomes a different method of defi ning the threshold for a 
response is needed. For example, the medication preference within each compari-
son has three possible responses – a preference for drug A, a preference for drug B 
or no preference. We defi ned a defi nite response a preference for one medication in 
all 3 comparisons, a probable response as a preference in 2 comparisons and no 
response as a preference in 1 comparison or none. 

 Yet another method is necessary for undesirable outcomes, such as adverse 
events. While it is possible to develop elaborate scoring systems for adverse events 
that take into account the number, frequency and severity of adverse events, for the 
sake of simplicity we chose to defi ne responses based on the numbers of events in 
each treatment period. Here, a defi nite response was defi ned as fewer events on one 
medication in all three comparisons, a probable response as fewer events in two    
comparisons and no response as fewer events in no comparisons or one comparison. 
The weakness of this approach is that it does not recognize the difference in ‘both-
ersomeness’ of adverse events. It may be more informative to get the patient to clas-
sify their adverse events by their bothersomeness into ‘minor’, ‘moderate’ or ‘major’ 
and create an algorithm that incorporates this when defi ning a response.  

    Defi ning an Overall Response 

 A statement on the overall response conveniently provides a single result that sum-
marises the trial outcomes for the patient and clinician and is also useful in report-
ing on series of N-of-1 trials in scientifi c papers. However it should not necessarily 
be the one measure that determines future treatment decisions. Defi ning an overall 
response requires the aggregation and integration of the results from several out-
comes into a single result. This is not an easy task as it is necessary to make a 
judgment about the relative value of each outcome. This may be at odds with the 
relative value of each outcome for individual patients. Symptom relief may be the 
most important outcome for a highly symptomatic patient, whilst absence of 
adverse events may be more important to one who has suffered a lot of adverse 
events in the past. We dealt with this dilemma in the celecoxib-paracetamol trials 
by creating an aggregate response variable, composed from the fi ve outcomes 
weighted equally (Yelland et al.  2007 ). Each outcome was arbitrarily defi ned on a 
5-point scale from −2 favouring celecoxib to +2 favouring paracetamol. An indi-
vidual with aggregate response absolute value ≥6 was considered a defi nite 
responder, a value ≥3 but <6 was considered a probable responder, and a value <3 
was considered a non-responder. 

 Equal weightings were assigned to each outcome here in the belief that it was 
impossible to have a valid system of weighting each outcome. However there is now 
an emerging science of discrete choice experimentation that allows determination of 
an average value patients place on different attributes when making health related 
decisions. This could conceivably be used to determine the relative value of out-
comes in a series of patients undertaking N-of-1 trials. These relative values could 
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be used to design more representative methods of creating aggregate scoring  systems 
(Ryan  2004 ). Alternatively, it would be better for the individual to assign a relative 
value to each outcome on a score of 0 to 10 and factor this into the calculation of the 
aggregate score.  

    Reporting to the Patient and the Health Care Professional 

 As the essence of N-of-1 trials is to inform clinical decision-making, timely report-
ing of results to the patient and health care professional is essential. This involves a 
responsive system for analyzing results and preparing and fi nalizing reports before 
sending them out. We undertook to send out reports within two weeks of receiving 
the fi nal results from the patient. They were faxed and posted in the period from 
2000 to 2005, but since then more effi cient and secure electronic methods of trans-
mission have become available. 

 A decision should be made about what treatment, if any, is continued whilst 
awaiting the results. In the gabapentin-placebo trial (Yelland et al.  2009 ), we contin-
ued the supply of gabapentin for the patient until they had discussed the result with 
their doctor. After this discussion we sent a brief questionnaire to both the patient 
and doctor enquiring about medication decisions arising from the trial. Patients 
were subsequently followed up by telephone at 3, 6 and 12 months to look at con-
cordance with these treatment decisions.  

    Conclusion 

 In summary, reporting the results of N-of-1 trials to patients and health care profes-
sionals requires considerable planning to make reports user-friendly and an effi cient 
tool for clinical decision-making. Decisions need to be made about key elements of 
the report, how to order them with the most important summary elements fi rst fol-
lowed by detailed results, and how to set thresholds for clinically important changes. 
The inclusion of tables and graphs in reports should improve readability. 
Transmission of reports to patients and their health care professionals should be 
done very soon after completion of the trial when the results are most useful for 
clinical decision–making.     
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Chapter 10
Assessing and Reporting Adverse Events

Hugh Senior

Abstract The safety of subjects who volunteer to participate in clinical trials is  
paramount. The (ICH-Good Clinical Practice) guidelines assert that ‘the rights, 
safety, and well-being of the trial subjects are the most important considerations and 
should prevail over interests of science and society’. This chapter describes the inter-
nationally accepted standard of the ICH-GCP guidelines. It introduces important 
clinical research terminology, and provides definitions of various types of adverse 
events, describes the roles and responsibilities of investigators and sponsors, and the 
processes needed to promote safety through the assessment, recording, evaluating 
and reporting of adverse events during the design and conduct of clinical trials.

Keywords Adverse events • Adverse drug reactions • ICH-GCP • SUSAR • Ethics
• Data monitoring • Case report form • Causality • Seriousness • Expectedness

 Introduction

To ensure mutual acceptance of clinical data, representatives of industry, academia 
and Governmental and non-Governmental health organizations have developed and 
agreed on a set of guidelines for the conduct of clinical trials. Three regions were 
represented in discussions, namely, the European Union, the United States and
Japan, as well as the World Health Organization, Canada, Australia, and the Nordic 
Countries. The guidelines are known as the ICH-GCP (ICH-Good Clinical Practice) 
guidelines. ICH-GCP is the recognized standard internationally for the conduct of 
clinical trials, including N-of-1 trials.

The guidelines provide the minimal ethical and scientific standard regarding the 
design, conduct, and reporting of clinical trials involving human participants. The 
guidelines can be found on the official ICH website (International Conference on 
Harmonisation 2015).
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It is paramount that all investigators involved in clinical trials are trained in and 
are fully aware of the guidelines. An essential guideline is the efficacy guidelines, 
denoted by the letter ‘E’, especially ‘E6’, which is the guideline addressing Good
Clinical Practice (GCP), the last version of which was in May 1996. GCP is defined
as ‘a standard for the design, conduct, performance, monitoring, auditing, record-
ing, analyses, and reporting of clinical trials that provides assurance that the data 
and reported results are credible and accurate, and that the rights, integrity, and 
confidentiality of trial subjects are protected’.

Investigators working with specialist and vulnerable populations should also be 
trained in and be aware of other guidelines. In addition, trial investigators must also 
be aware of their national, local and institutional regulatory requirements for the 
conduct of clinical trials.

An important aspect of the E6 guideline is the set of standards on the ethical and
safe conduct of trials, including the assessment and reporting of adverse events 
(AE). Under ICH-GCP, ‘the rights, safety, and well-being of the trial subjects are
the most important considerations and should prevail over interests of science and 
society’ (E6, 2.3).

The following glossary provides definitions on the types and seriousness of 
adverse events, and of other important terminology required for the understanding 
of the assessment and reporting of AEs.

 Definitions and Terminology

 Definitions of Adverse Events and Adverse Drug Reactions

 Adverse Event (AE)

Any untoward medical occurrence in a patient or clinical investigation subject 
administered a pharmaceutical product and which does not necessarily have a causal 
relationship with this treatment.

An adverse event (AE) can therefore be any unfavorable and unintended sign
(including an abnormal laboratory finding), symptom, or disease temporally associ-
ated with the use of a medicinal (investigational) product, whether or not related to 
the medicinal (investigational) product.

 Serious Adverse Event (SAE) or Serious Adverse Drug Reaction 
(Serious ADR)

According to the ICH Expert Working Group (ICH Harmonised Tripartite Guideline
2003) a serious adverse event or reaction is any untoward medical occurrence that 
at any dose:
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• Results in death,
• Is life-threatening (the term “life-threatening” in the definition of “serious” refers 

to an event/reaction in which the patient was at risk of death at the time of the 
event/reaction; it does not refer to an event/reaction which hypothetically might 
have caused death if it were more severe),

• Requires inpatient hospitalization or results in prolongation of existing
hospitalization,

• Results in persistent or significant disability/incapacity,
• Is a congenital anomaly/birth defect,
• Is a medically important event or reaction.

Medical and scientific judgment should be exercised in deciding whether other
situations should be considered serious, such as important medical events that might 
not be immediately life-threatening or result in death or hospitalization, but might 
jeopardize the patient or might require intervention to prevent one of the other out-
comes listed in the definition above. Examples of such events are intensive treat-
ment in an emergency room or at home for allergic bronchospasm, blood dyscrasias 
or convulsions that do not result in hospitalization, or development of drug depen-
dency or drug abuse.

 Adverse Drug Reaction (ADR)

In the pre-approval clinical experience with a new medicinal product or its new
usages, particularly as the therapeutic dose(s) may not be established, all noxious
and unintended responses to a medicinal product related to any dose should be con-
sidered adverse drug reactions.

The phrase, responses to a medicinal product, means that a causal relationship 
between a medicinal product and an adverse event is at least a reasonable possibil-
ity, namely, the relationship cannot be ruled out.

Regarding marketed medicinal products, the definition of an adverse drug reac-
tion is: a response to a drug which is noxious and unintended and which occurs at
doses normally used in man for prophylaxis, diagnosis, or therapy of diseases or for
modification of physiological function.

 Unexpected Adverse Drug Reaction and Suspected Unexpected Serious 
Adverse Reaction (SUSAR)

According to the ICH Expert Working Group, (ICH Harmonised Tripartite Guideline
2003):

An Unexpected Adverse Drug Reaction is an ADR whose nature, severity,
specificity, or outcome is not consistent with the term or description used in the 
local/regional product labelling (e.g. Package Insert or Summary of Product
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Characteristics) and therefore should be considered unexpected. When a Marketing
Authorization Holder (MAH) is uncertain whether an ADR is expected or unex-
pected, the ADR should be treated as unexpected.

An expected ADR with a fatal outcome should be considered unexpected unless
the local/regional product labelling specifically states that the ADR might be associ-
ated with a fatal outcome (ICH Harmonised Tripartite Guideline 2003).

If an unexpected adverse drug reaction is a Serious Adverse Drug Reaction, it is
deemed to be a Suspected Unexpected Serious Adverse Reaction (SUSAR). To 
be denoted as a SUSAR, according to the Central Committee on Research Involving
Human Subjects (CCMO) in the Netherlands (Central Committee on Research
Involving Human Subjects (CCMO) 2015), it must meet three criteria, namely:

 1. The event must be serious, that is to say that irrespective of the dose the event:

• Is fatal, and/or
• Is life-threatening for the research subject, and/or;
• Makes hospital admission or an extension of the admission necessary, and/or
• Causes persistent or significant invalidity or work disability, and/or
• Manifests itself in a congenital abnormality or malformation.

 2. There must be a certain degree of probability that the event is harmful, and an 
undesirable reaction to the medicinal product being researched, regardless of 
the administered dosage. In other words, there is an adverse reaction.

3. The adverse reaction must be unexpected. That is to say, the nature and severity 
of the adverse reaction are not in agreement with the product information as 
recorded in the Summary of Product Characteristics (for an authorized medici-
nal product) and the Investigator’s Brochure (for an unauthorized medicinal
product).

 Other Useful Terminology

 Investigator

A person responsible for the conduct of the clinical trial at a trial site. If a trial is 
conducted by a team of individuals at a trial site, the investigator is the responsible 
leader of the team and may be called the principal investigator.

 Sub-investigator

Any individual member of the clinical trial team designated and supervised by the 
investigator at a trial site to perform critical trial-related procedures and/or to make 
important trial-related decisions (e.g., associates, residents, research fellows). See
also Investigator.
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 Sponsor

An individual, company, institution, or organization which takes responsibility for 
the initiation, management, and/or financing of a clinical trial.

 Institutional Review Board (IRB)/Institutional Ethics Committee (IEC)

An independent body constituted of medical, scientific, and non-scientific mem-
bers, whose responsibility is to ensure the protection of the rights, safety and well- 
being of human subjects involved in a trial by, among other things, reviewing, 
approving, and providing continuing review of the trial protocol and amendments 
and of the methods and material to be used in obtaining and documenting informed 
consent of the trial subjects.

 Independent Data-Monitoring Committee (IDMC) (Data and Safety 
Monitoring Board, Monitoring Committee, Data Monitoring Committee)

An independent data-monitoring committee that may be established by the sponsor 
to assess at intervals the progress of a clinical trial, the safety data, and the critical 
efficacy endpoints, and to recommend to the sponsor whether to continue, modify, 
or stop a trial. The IDMC is also denoted as a data and safety management commit-
tee (DSMC) or board (DSMB).

Investigator’s Brochure

A compilation of the clinical and nonclinical data on the investigational product(s) 
which is relevant to the study of the investigational product(s) in human subjects.

 The Recording and Evaluation of Adverse Events

The sponsor is responsible for the ongoing safety evaluation of the investigational 
medicinal product(s). Please note, in small studies or academic-led studies, the 
sponsor may also be an investigator.

The sponsor must arrange systems and written standard operating procedures 
(SOPs) to ensure quality standards are met in the identification, documentation,
grading, archiving and reporting of adverse events, and provide these SOPs to all
study investigators.

Study investigators and research staff must routinely and prospectively identify
any individual adverse events, record these on an adverse event case report form 
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(CRF), and evaluate and report the adverse event to the sponsor for evaluation. The
investigator needs to evaluate the seriousness and causality between 
the  investigational medicinal product(s) and/or concomitant therapy and the adverse 
event.

The sponsor is responsible for retaining detailed records of all adverse events 
reported by investigator(s) and performing an evaluation with respect to serious-
ness, causality and expectedness.

 Assessment of Seriousness, Causality and Expectedness 
of Adverse Events

 Seriousness

The reporting investigator makes the judgment as to whether the event is serious 
according to the definition of serious adverse event and serious adverse drug reac-
tion (European Commission 2011).

 Causality

The reporting investigator usually determines whether there is a reasonable possi-
bility of a causal relationship. All adverse events judged by an investigator or spon-
sor as having a reasonable suspected causal relationship to the investigational 
medicinal product(s) qualify as adverse reactions.

If the investigator does not provide information on causality, the sponsor 
should consult the investigator for an opinion. The sponsor should not downgrade 
a causality assessment given by an investigator. If a sponsor disagrees with an 
investigator, both opinions should be provided within reports (European
Commission 2011).

 Expectedness

Assessment of expectedness is usually done by the sponsor according to a reference
document such as (a) the investigator’s brochure for a non-authorized  investigational 
medicinal product, or (b) the summary of product characteristics for an authorized 
medicinal product.
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 Reporting of Adverse Events

 Serious Adverse Events

All serious adverse events (SAEs) should be reported immediately to the sponsor
except for those SAEs that the protocol or other document (e.g. Investigator’s
Brochure) identifies as not needing immediate reporting (ICH E6).

The immediate reports should be followed promptly by detailed, written reports. 
The immediate and follow-up reports should identify subjects by unique code num-
bers assigned to the trial subjects rather than by the subjects’ names, personal iden-
tification numbers, and/or addresses. The investigator should also comply with the 
applicable regulatory requirement(s) related to the reporting of unexpected serious
adverse drug reactions to the regulatory authority(ies) and the IRB/IEC (ICH E6).

 Suspected Unexpected Serious Adverse Reactions (SUSARs)

Cases of adverse drug reactions that are both serious and unexpected are subject to
expedited reporting. The reporting of serious expected reactions in an expedited
manner varies among countries. Non-serious adverse reactions, whether expected
or not, would normally not be subject to expedited reporting (ICH E2D).

The sponsor should expedite the reporting to all concerned investigator(s) and
institutions(s), to the IRB(s) and IEC(s), where required, and to the regulatory
authority(ies) of all adverse drug reactions (ADRs) that are both serious and unex-
pected (ICH E6).

Such expedited reports should comply with the applicable regulatory
requirement(s) and with the ICH Guideline for Clinical Safety Data Management:
Definitions and Standards for Expedited Reporting (ICH E6) (ICH Expert Working
Group 1994).

The sponsor should submit to the regulatory authority(ies) all safety updates and 
periodic reports, as required by applicable regulatory requirement(s) (ICH E6).

The sponsor shall inform all involved investigators of relevant information about 
SUSARS that could adversely affect the safety of subjects.

 Minimum Criteria for Reporting a SUSAR

SUSARs must undergo expedited reporting. At the time of initial reporting informa-
tion may be incomplete. As much information as is possible should be collected for 
the initial report. It should at a minimum report the following: (a) a suspected inves-
tigational medicinal product, (b) an identifiable subject (e.g. study subject code 
number, age, sex), (c) an adverse event assessed as serious and unexpected, and for
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which there is a reasonable suspected causal relationship, (d) an identifiable reporter, 
and (e) a study protocol number where applicable.

The sponsor should report further relevant information as follow-up reports, and 
in certain cases, it may be appropriate to conduct follow-up of the long-term out-
come of a particular reaction. Follow-up reports must provide all the appropriate
information required for an adequate analysis of causality.

In blinded (masked) trials, as a general rule treatment codes should be broken for 
that specific subject by the sponsor before reporting a SUSAR to competent authori-
ties and ethics committees.

Types of information reported to determine causality can include the description 
of the reaction, criteria for assessing seriousness, signs and symptoms, specific 
diagnosis of the reaction, onset date and time of the reaction, stop data and time or 
duration of the reaction, dechallenge and rechallenge information, diagnostic tests 
and laboratory data, setting, outcome including recovery and sequelae relatedness 
of product to reactions and events (ICH-E2D). For a fatal outcome a cause of death,
relevant autopsy or post-mortem findings, should also be reported.

 Reporting Non-serious Adverse Events and/or Laboratory 
Abnormalities

Adverse events and/or laboratory abnormalities identified in the protocol as critical 
to safety evaluations have to be reported to the sponsor according to reporting 
requirements and timeframes in the study protocol. The sponsor must keep detailed 
records of all adverse events reported to him/her by the investigator(s) (European
Commission 2011).

 Conclusion

In conclusion, all researchers must ensure that the rights, safety, and well-being of 
the trial subjects are the most important considerations, and these prevail over inter-
ests of science and society. Guidelines such as ICH-GCP amongst others, along 
with regulatory bodies and committees, provide the standards and framework for 
this to occur, and for the safety of subjects to be monitored by the sponsor and inde-
pendently of the sponsor by IDMCs, IRBs, IECs and Governmental agencies. By
centralizing and standardizing the reporting of events to the sponsor, this allows the 
sponsor and others to have an overall perspective of the rate and types of events 
across sites. It allows the sponsor to monitor sites with high adverse event rates 
more closely, to make any protocol amendments to improve safety, and to collate 
and publish adverse events so that the safety profile of the medication within sub-
populations can be reported in addition to the effectiveness of the test drug.
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    Chapter 11   
 Research Ethics and N-of-1 Trials 

             Andrew     Crowden     ,     Gordon     Guyatt     ,     Nikola     Stepanov     , and     Sunita     Vohra    

    Abstract     Some N-of-1 trials are conducted as part of clinical care, others are 
developed as research. For those that are research, unless they are deemed exempt 
from formal review, a relevant Human Research Ethics Committee or Institutional 
Review Board should review specifi c projects before they are approved. N-of-1 tri-
als should also be authorized by institutions before commencing. The level of risk 
to the patient/participant should guide and determine whether a particular project is 
exempt from review, subject to a low/negligible risk review, or should be reviewed 
by a full committee. Research ethics reviewers must develop a heightened ethical 
sensitivity toward ensuring that a misguided approach to N-of-1 review does not 
occur. Clinical researchers, institutions and research review committees, should rec-
ognize the continuum of clinical care and clinical research, in order to set and act 
from explicit standards which are consistent with the clinical practice – clinical 
research continuum.  
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        Introduction 

 The same ethical values that underpin clinical care also underpin clinical research: 
respect for human beings, research (or clinical) merit and integrity, justice, and 
benefi cence. The specifi c values that are the foundation for ethical relationships 
between researchers and research participants are intrinsically connected to widely 
acknowledged values for effective ethical therapeutic relationships between clini-
cians and patients. The weight placed on particular values in clinical care and 
research may, however, differ depending on the context. Researchers and research 
reviewers, for instance, tend to place a higher value on respect for persons and 
autonomy, and therefore focus on the consent process and associated documenta-
tion (Appelbaum et al.  1987 ; Faden et al.  1986 ; Stepanov and Smith  2013 : Stepanov 
 2014 ). This necessitates ensuring that potential participants are provided with infor-
mation and consent forms that clearly articulate the justifi cations for the proposed 
research, including its scientifi c merit and integrity (Kerridge et al.  2013 ). While the 
standards applied to the delivery of clinical care and the conduct of research may 
appear to be growing more divergent over time, in practice the boundary between 
clinical care and clinical research often cannot be clearly differentiated (Lewens 
 2006 ; Kottow  2009 ). 

 Perhaps there is no better illustration of the close connection between clinical 
practice and clinical research than that evidenced by recent developments in innova-
tive N-of-1 trials (Guyatt  1996 ). Analysis of the ethical dimensions of these trials is 
pertinent and instructive. We will begin this brief exploration of the ethics of N-of-1 
trials and the nature of the relationship between clinical care and clinical research 
by highlighting certain aspects from the N-of-1 trials story.  

    Reducing Bias in Clinical Research and the Development 
N-of-1 Trials 

 To ensure accurate results, one needs methods of inquiry that reduce potential bias 
(Keech et al.  2007 ). Medical history is littered with misleading results. Many once 
popular, but now discarded treatments, were previously thought to be effective, but 
are now known to be useless or harmful (Brignardello-Petersen et al.  2014 ). 
Accordingly, the last 50 years has seen the development of increasingly sophisti-
cated strategies for minimizing bias in establishing intervention effectiveness and 
thus avoiding misleading results. 

 Even the most rigorously conducted randomized trials are limited by variability 
in patient responses. Positive trials do not mean that every patient benefi ts. Clinicians 
recognize this variability in response and conduct traditional trials of therapy in 
which they offer an intervention to patients and then monitor patients’ response. 
Such conventional trials of therapy may, however, result in misleading conclusions 
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because of natural history (the patient may be destined to improve irrespective of 
therapy); placebo effects; patients and physicians’ expectations; and the patients’ 
desire to please. 

 Applying the same safeguards by applying, to trials of therapy in individual 
patients, strategies such as randomization and blinding common in large Randomized 
Control Trials (RCTs) can reduce bias that results in misleading inferences. 
Psychologist researchers have long used such methods in what they have called 
‘single case’ or ‘single subject research’ (Tate et al  2013 ). When applied to real-life 
treatment decisions, clinical epidemiologists called the strategy ‘N-of-1 Randomized 
Trials’, N-of-1 denoting that each randomized trial involved only a single patient. 
Today we tend to call them N-of-1 trials, and they may occur in one patient, a series 
of patients, with varying designs (with or without blinding or randomization), and 
as part of clinical care or research. 

 In general terms, the most commonly used N-of-1 design is based on multiple 
pairs of active/placebo, high/low dose, or fi rst drug/alternative drug combinations, 
the order of each pair determined by random allocation. When N-of-1 trials are 
undertaken as part of clinical care, the clinician and patient enter a partnership. The 
clinician and patient monitor treatment targets (usually directed at specifi c patient 
complaints or symptoms) in a blinded fashion, on a regular predetermined schedule 
(Guyatt et al.  1986 ; Gabriel and Normand  2012 ). N-of-1 trials pose an ideal setting 
for patient-centered care, as patients can help determine the outcomes of greatest 
interest to them, and participate in recording their status on these outcome mea-
sures. The trial continues as long as the patient and clinician agree that they need 
more information to get a defi nitive answer regarding the effi cacy, superiority or 
side effects of the treatment, or until the patient or clinician decides, for any other 
reason, to end the trial.  

    Ethics and N-of-1 Randomized Trials 

 The ethical implications of N-of-1 trials became evident when early developers of 
N-of-1 trials considered the circumstances in which to conduct such a trial. A typi-
cal experience is outlined in the following case: 

 Susan, an experienced clinician, faces Derek, a patient suffering from chronic 
obstructive pulmonary disease who remains with troubling dyspnea despite treat-
ment with inhaled tiotropium, inhaled steroids, and as-needed inhaled salbutamol. 
Susan considers adding an oral theophylline, but notes that it is often associated 
with adverse effects, and that though randomized trials have shown that on average 
it reduces dyspnea in such patients, there is considerable variability in patient 
response. Susan decides to prescribe theophylline (evidence shows will help some, 
but not all the patients, to whom it is offered). Derek, the patient before her may be 
one of those who benefi t, or one who receives no symptom relief but only treatment 
side-effects.  How might Susan handle the situation?  
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 One option would be to prescribe theophylline and leave it at that. For treatments 
such as theophylline in COPD where RCTs have shown overall benefi t, clinicians 
adopting this approach can at least be confi dent that on balance, their patients are 
more likely to benefi t than not. However, when trial results suggest large variability 
in response to treatment, or when patients differ substantially from those enrolled in 
the available randomized trials, the benefi t for the individual patient will be uncer-
tain. Thus, rather than simply prescribing therapy, the clinician may choose to con-
duct a conventional trial of therapy. If that trial shows apparent benefi t, the 
intervention (typically a drug) is continued; if not, it is stopped. 

 Physicians who are aware of the aforementioned sources of bias may not, however, 
be satisfi ed with conventional trials of therapy. N-of-1 trials potentially minimize the 
bias of a conventional trial of therapy, allowing much greater confi dence in inferences 
regarding individual benefi t and may result in changes in treatment decisions up to 
35 % of the time (Guyatt et al  1986 ). Thus, because the conclusion for treatment 
choice will be far less likely to be spurious, clinicians such as Susan in the scenario 
above, may decide it is in their patient’s best interest to conduct an N-of-1 trial. 

 Having made this judgment, how should the clinician proceed? Susan could 
explain the uncertainties regarding the treatment decision to Derek. If Derek under-
stands the concept of an N-of-1 trial, is competent to understand potential risks and 
benefi ts, and is willing to be involved, Susan and Derek, in partnership, can plan and 
conduct an N-of-1 trial. 

 Or can they? Should Susan apply to a Human Research Ethics Committee or 
Institutional Review Board for approval? Should the institution authorize the 
research? Is authorization required from any other body such as a government health 
department (often these are location specifi c, for example the  Therapeutic Goods 
Administration  in Australia, or in Canada,  Health Canada )?  

    Human Research Ethics Committees, Review Boards 
and N-of-1 Trials 

 When investigators at McMaster University proposed the fi rst N-of-1 trials in the 
early 1980s, their Institutional Review Boards (IRB) didn’t see the need for research 
ethics review. The McMaster IRB viewed N-of-1 trials as ‘optimal clinical care’ and 
not research. 

 Subsequent experience has been varied. Some IRBs or Human Research Ethics 
Committees consider N-of-1 trials to be research, while others conclude that they 
can be either research or clinical care. If the primary goal is to test treatments for the 
purpose of contributing to further knowledge about how to manage and treat a con-
dition in average patients, then the N-of-1 trial may be most appropriately consid-
ered research. However, if the primary goal is to improve the care of the individual 
patient, then the N-of-1 trial may be appropriately considered clinical care (Punja 
et al.  2014 ). What is the correct view? At what point do clinical activities become 
research? Are N-of-1 trials research? 
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 N-of-1 trials illustrate the difference between the standards we set for clinical 
care and the standards we set for research. The difference would not be a problem if 
there were a clear boundary between clinical and research activities. Systematic 
clinical observation, continuous quality improvement and clinical research are over-
lapping activities. These activities are on a continuum and the ethical standards we 
apply should refl ect that continuum. 

 As an illustration of the continuum between quality improvement efforts and 
clinical research consider the following. A clinician wishes to monitor the extent to 
which she is successful in achieving full vaccination for all children in her practice. 
No one is likely to suggest that she is conducting research, or that she had better 
appear before an institutional review board or risk subsequent censure from her col-
leagues when her clandestine research activities are brought to light. What if she 
wishes to conduct her monitoring in collaboration with a number of colleagues with 
one goal: to ultimately compare how well each of them is doing? What if, as a 
group, these physicians negotiate with the local public health department for a pub-
lic health nurse to help them establish registries of their patients with systematic 
reminders to help achieve full vaccination? What if they now monitor, in a before- 
after fashion, the extent to which the intervention of the health department improved 
the vaccination rate? Finally, what if the group decides to publish the results of their 
experience, in the hopes that they might be benefi cial to others? At what point in this 
series of possible activities related to vaccination does the transition from quality 
assurance not requiring research ethics oversight to a research activity requiring 
such oversight occur? 

 As we have previously noted, the specifi c values that are the foundation for ethi-
cal relationships between researchers and research participants are intrinsically con-
nected to widely acknowledged foundational values for effective ethical therapeutic 
relationships between clinicians and patients. These values include respect for 
human beings, research (or clinical) merit and integrity, and justice and benefi cence 
(Beauchamp and Childress  2001 ). These values tend to be applied at a higher 
standard in research, and the ranking of particular values may differ depending on 
the context. Whether one considers Susan’s proposed N-of-1 trial the delivery of 
optimal clinical care (requirement only that the patient understands and consents) 
versus research (the necessity for review by a human research ethics committee or 
IRB), illustrates the nature of the problem. 

 Most of us recognize that we must treat all rational beings, or persons, never 
merely as a means, but always as ends. There are strong reasons to accept some ver-
sion of Immanuel Kant’s famous formula for humanity, the so-called ‘consent prin-
ciple’. Sometimes clinicians may fi nd that consent seems too demanding. However 
in most cases, clinicians agree that it is wrong to act in ways to which a person 
might not rationally consent (Parfi tt  2013 ). 

 In relation to a proposed clinical practice intervention, or a choice about partici-
pation in a research project, it is generally accepted that the patient or potential 
participant should make a decision. Relevant information is disclosed by the 
 clinician/researcher. If patient participants are competent to understand the informa-
tion, they can voluntarily choose to make an informed decision about whether to 
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accept treatment or participate in the research project. Good in theory, but what 
about practice? Let’s return to Susan, our clinician, Derek her patient, and their 
N-of-1 trial partnership. 

 If Susan had decided to undertake a conventional trial of therapy believing it 
would benefi t Derek, she would obtain consent in her usual way and begin. For most 
clinicians, this would be implied consent only. In other words, the clinician would 
suggest the intervention and, in the absence of objections from the patient, write the 
prescription and presume that the patient will proceed accordingly. However, for 
good reasons, she has chosen to conduct a trial of therapy in partnership with Derek 
in a much more rigorous manner, with the idea of reaching a more trustworthy 
assessment of benefi t. In one view, apparently, by being more rigorous and explic-
itly involving the patient in the decision, the clinician, rather than conscientiously 
discharging her ethical responsibilities, is taking on additional ones. 

 Clinicians considering N-of-1 trials have to think carefully about their intent. 
If they are trying to improve the individual patient’s care, then the N-of-1 trial can 
be conducted as part of clinical practice. If their intent is to develop knowledge to 
benefi t others (i.e. their primary intent is research), this may infl uence what patients 
are offered or how their outcomes are measured. Under these circumstances, in 
order to obtain research approval and institutional authorization before the therapy 
can begin they must write a research protocol and complete an ethics application as 
well as meeting any other local site authorization requirements. A research ethics 
review board will consider the proposal, the consent procedure, and scrutinize other 
relevant underlying values. 

 As John Lantos has rightly claimed, a researcher is evaluating therapy, while a 
clinician who conducts a conventional trial of therapy makes her inferences, because 
of the biases we have previously noted, based on very imperfect information. It does 
seem odd that Susan (a responsible clinician who understands the principle of 
evidence- based practice) requires external review and regulation because she chose 
to be more responsible in ascertaining what is best for her patient than colleagues 
who would conduct conventional far less rigorous trials of therapy (Lantos  1994 ). 
This is the double standard on consent to treatment/research that may frustrate 
clinicians and potentially disadvantage patients. The clinician who is prepared to 
admit uncertainty about therapy, and address a need to for safeguards against bias, 
is subject to more stringent rules than clinicians who don’t. 

 We regard this double standard as illogical and indefensible. The onus must be 
on us all to ensure that participation in N-of-1 trials, or indeed any clinical care 
procedure, is not always presented as a high-risk endeavor (Evans    et al.  2013 , 
p. 166). The double standard anomaly is most obvious in the consent example. 
The double standard anomaly is also relevant to other key values. For example, merit 
and integrity, justice, benefi cence, like respect for persons, are all reviewed and 
regulated in a more robust manner in a research context. Clinical researchers are 
aware of this anomaly. Research approving and authorizing bodies should be too. 

 This brings us to the last key issue with N-of-1 trials. How should they be 
reviewed? Should N-of-1 trials be exempt from research ethics review, or not? 
The answer to this question is as expected – it depends! 
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 Refl ecting on the differences between clinical care, quality improvement and 
human research is a useful exercise prior to undertaking an N-of-1 trial. Some 
N-of-1 trials may not need research ethics review, while others do. For instance, an 
N-of-1 trial done in the clinical context may not be research any more than the con-
ventional trial of therapy. If the intent is identical, the only difference may be that 
the former is more rigorous and likely to lead to accurate inferences and the latter is 
less rigorous and more likely to lead to spurious inferences. 

 Deciding whether an N-of-1 trial requires a formal research ethics review is 
dependent primarily on potential risks and benefi ts, and how those risks and benefi ts 
are conveyed to prospective participants. We know that the research ethics review 
process, including by relevant bodies like ethics committees, considers factors such 
as the robust nature of the evidence used to predict actual and potential participant 
risks, the quality of the literature review; and the reported outcomes of any studies 
that informed the design of the N-of-1 study being reviewed. Novice N-of-1 
clinician researchers will benefi t from consulting a relevant N-of-1 user guide. 
For instance the Agency for Healthcare Research and Quality’s  Design and 
Implementation of N-of-1 Trials: A User’s Guide  provides useful checklists 
(Kravitz and Duan  2014 ). 

 It is not surprising that it has become more common internationally for the spe-
cifi c level of risk to participants to determine the type and comprehensiveness of 
research ethics review that is required. In Australia, national guidelines and ‘best 
practice’ have determined that it is the assessment of risk, the likelihood for harm, 
discomfort or inconvenience that should determine the type of review that is required 
for a particular project. In this regard N-of-1 trials are treated the same as any other 
research project. If risk is low, they may be exempt from review. N-of-1 trials that 
are exempt would include those projects that are conducted strictly to optimize 
treatment for the individual. Such trials may require institutional site assessment 
and authorization, but not research ethics approval. Where risk assessment indicates 
that the research has low risk or even negligible risk, an N-of-1 project is not usually 
reviewed by a full research ethics committee, though some form of expedited review 
is often employed. 

 Different nations may have different requirements, and researchers and clini-
cians have legal and ethical obligations to make themselves familiar with the 
requirements in their jurisdiction, and to comply with those standards. Some N-of-1 
trials will be higher than minimal risk, or more than the risk related to everyday life. 
Still the key issue is whether they are at higher risk than the real alternative, which 
is the conventional trial of therapy. 

 When compared to N-of-1 trials, the risks to the patient of conventional trials of 
therapy or just handing out treatment without monitoring will always be greater. 
We cannot think, in this comparison, of an N-of-1 trial situation where beyond 
minor discomfort there may be a real increased risk to participants of physical, 
psychological, social, economic or even legal risk. 

 There may however be risks to non-participants including distress to family 
members that should be considered. For example focuses on ethical sensitivity 
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and considered care are important, especially when indigenous people are 
involved (Crowden  2013 ). However again, it is likely that conventional therapy 
will have greater risk than N-of-1 trials.  

    Conclusion 

 Some N-of-1 trials are conducted as part of clinical care, others are developed as 
research. For those that are research, unless they are deemed exempt from formal 
review, a relevant Human Research Ethics Committee or Institutional Review Board 
should review specifi c projects before they are approved. N-of-1 trials should also 
be authorized by institutions before commencing. The level of risk to the patient/
participant should guide and determine whether a particular project is exempt from 
review, subject to a low negligible risk review, or should be reviewed by a full 
committee. 

 Research ethics reviewers must develop a heightened ethical sensitivity toward 
ensuring that a misguided approach to N-of-1 review does not occur. They must 
ensure that the identifi ed double standards between clinical care and clinical 
research do not persist. Clinical researchers, institutions and research review com-
mittees, should recognize the continuum of clinical care and clinical research, in 
order to set and act from explicit standards which are consistent with the clinical 
practice – clinical research continuum. We should recognize that N-of-1 trials are a 
better ethical alternative when compared to conventional therapy. The notion that 
optimal clinical practice in the form of an N-of-1 clinical trial requires greater over-
sight than usual suboptimal clinical practice is indefensible.     
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Chapter 12
Statistical Analysis of N-of-1 Trials

Kerrie Mengersen, James M. McGree, and Christopher H. Schmid

Abstract This chapter discusses some techniques for exploratory data analysis and 
statistical modelling of data from N-of-1 trials, and provides illustrations of how 
statistical models and corresponding analyses can be developed for the more 
 common designs encountered in N-of-1 trials. Models and corresponding analyses 
for other designs, perhaps involving different nesting of treatments, order and 
blocks, can be developed in a similar manner. The focus of this chapter is on con-
tinuous response outcomes, that is, numerical response data. The chapter is pre-
sented in tutorial style, with concomitant R code and output provided to complement 
the description of the models. Mixed effects models are also discussed. Such mod-
els can be extended to account for a variety of factors whose effects can be consid-
ered as random draws from a population of effects. A taxonomy of relevant statistical 
methods is also presented. This chapter is aimed at readers with some background 
in statistics who are considering an analysis of data from an N-of-1 trial in the R 
package.

Keywords Correlated measurements • Exploratory data analysis • Goodness-of-fit
• Linear models • N-of-1 trials • Nonparametric methods • Statistical modelling •
The R-package • Treatment effects

 Introduction

Once data from an N-of-1 trial have been collected, they need to be analyzed. The 
methods and models adopted for analysis will depend on the way in which the trial 
has been designed and the aim of the analysis.
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The purpose of this chapter is to review a range of statistical approaches for a 
typical, single N-of-1 trial. In order to enhance the practical applicability of the 
methods presented here, we focus on a simulated study that is similar to that used 
by Schmid and Duan (2014), and provide details of the analysis in the statistical 
software package R. For further reading, the reader is directed to Chap. 16, which 
deals with the aggregated analysis of many N-of-1 trials.

 Simulated Case Study

Suppose that the trial aims to evaluate an outcome associated with two treatments. 
The patient is exposed to each treatment in six blocks (replicates). An example 
dataset for this study is given below (Table 12.1). It involves six blocks of two time 
periods each during which the patient receives each treatment in randomized order. 
We note that the statistical techniques implemented in this chapter are not specific
to the particular design of this N-of-1 trial, meaning they could be applied to  analyze 
data from a range of different experimental designs.

There are a few ways to set up the data in the software package R. Two of these 
are as follows.

• Open R and specify a working directory that identifies the location for the data
and the results. For example, in Windows, if the location is a folder called 
‘ example’ within the folder ‘trials’ on the C drive of the computer, this would be 
achieved with the command:

setwd(“C:/trials/example”)

Table 12.1 Simulated case study example dataset

Time period Block Treatment Order Outcome

1 1 1 1 31
2 1 2 2 35
3 2 1 2 28
4 2 2 1 39
5 3 1 1 32
6 3 2 2 39
7 4 1 2 36
8 4 2 1 37
9 5 1 1 38
10 5 2 2 41
11 6 1 2 39
12 6 2 1 39
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• Option 1:
Type the data in an Excel spreadsheet and save it as a csv file, say “data.csv”, in
the ‘example’ directory. Then read the file into R as an object called ‘egdat’, say,
using the command:

   egdat = read.csv(”data.csv”)
   egdat = data.frame(egdat)
   attach(egdat)

• Option 2:
If the dataset is sufficiently small, type it directly into R:

   time = seq(1,12)
   block = c(1,1,2,2,3,3,4,4,5,5,6,6)
   treat = rep(c(1,2),6)
   order = rep(c(1,2,2,1),3)
   outcome= c(31,35,28,39,32,39,36,37,38,41,39,39)
   egdat = data.frame(time, block, treat, order, outcome)
   attach(egdat)

Attaching the data frame allows you to reference the variables inside it without 
having to also reference the data frame. Now check the number of rows and col-
umns of egdat and what data are in it:

   dim(egdat)
   egdat
   head(egdat)

By default, any numbers that appear within the dataset will be considered within 
R as numeric. For variables that are actually factors, such as ‘block’, it is impor-
tant to set these as factor variables. This can be achieved for the appropriate 
variables as follows:

   block = as.factor(block)

The output of the command ‘head (egdat)’ shows data from the first six observa-
tions would be

       time block treat order outcome
   1    1     1     1     1      31
   2    2     1     2     2      35
   3    3     2     1     2      28
   4    4     2     2     1      39
   5    5     3     1     1      32
   6    6     3     2     2      39
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 Taxonomy of Statistical Methods

Schmid and Duan (2014) provides details of a range of statistical methods used for 
 analysis of N-of-1 trials. These methods are represented as a decision tree in 
Fig. 12.1. This chapter elaborates on some of these approaches. Note that other 
related methods, such as the treatment alone model using a t-test, or an ordered 
categorical model for scaled outcomes, may also be appropriate, depending on the 
design, data and the intended inference.

 Exploratory Analysis

It is useful to conduct a preliminary evaluation of the data, using plots and summary 
statistics. Plots of the data can be obtained using the following R commands.

   par(mfrow=c(1,2))
   plot(as.numeric(block[treat==1]),outcome[treat==1],
   type="l", ylim=c(25,45),xlab="Block",ylab="Outcome",main="(a)")
   lines(block[treat==2],outcome[treat==2], lty=2)
   legend(3,45,c("'-'  Treat=1","'--' Treat=2"))
   plot(outcome[treat==1], outcome[treat==2],
   xlim=c(28,41), ylim=c(28,41),xlab="Outcome for treatment
   1",ylab="Outcome for treatment 2",main="(b)")
   lines(c(30,41),c(30,41))

Fig. 12.1 Decision tree of statistical methods for analysis of N-of-1 trials
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The resultant plots are shown in Fig. 12.2 and are described as follows. The left 
hand panel shows the outcome values for the two treatments (1: solid line; 2: dotted 
line), for each block (indicated on the horizontal axis). It appears that treatment 2 is 
better than treatment 1, although the magnitude of this improvement is not clear and 
appears to depend on the block and/or time.

The right hand panel shows the six pairs of outcome values plotted by treatment 
(1: horizontal axis; 2: vertical axis). The solid line indicates where the outcome for 
treatment 1 would be equal to the outcome for treatment 2. All of the points are 
above this line, indicating that treatment 2 is better than treatment 1.

It is important to note that the plot does not take into account other variables such 
as order. Similar plots could be drawn to visually evaluate the association and effect 
of order on the outcome.

It is also interesting to plot a histogram and an empirical density of the outcome, 
see Fig. 12.3. Although not shown here, one could ‘color’ (or otherwise identify) the 
histogram bars to indicate the outcomes associated with different time periods, 
blocks, treatments and order. This can facilitate a general evaluation of the contribu-
tion of these factors; for example if all of the outcomes for treatment A are at one 
end of the plot, then treatment B would appear to be better than treatment A. This is 
indeed shown in Fig. 12.3b, where the density for all of the outcomes (solid line) is 
contrasted with the density for treatment 1 (wide dotted line) and treatment 2 (taller 
dotted line, showing that these values are more concentrated and generally larger 
than the values for treatment 1).

Note that, as above, these plots are based on very small numbers so it is impor-
tant not to read too much into them. They are visual inspections only, and not formal  
statistical tests.

Fig. 12.2 Assessing preliminary outcomes using plots of (a) the outcomes of treatment 1 and 
treatment 2, and (b) direct comparison of the outcomes of treatment 1 and treatment 2 against a 
line indicating identical treatment effect
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   hist(outcome)
   plot(density(outcome),main="",ylim=c(0,0.30))
   lines(density(outcome[treat==1]), lty=2)
   lines(density(outcome[treat==2]), lty=3)

Overall summary statistics for the outcome can also be obtained as part of the 
exploratory analysis.

   summary(outcome)
   summary(outcome[treat==1])
   summary(outcome[treat==2])

Histogram of outcomea
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Fig. 12.3 Using a histogram 
(a) and empirical density of 
different treatment outcomes 
(b) to estimate treatment 
effects
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These commands display the minimum, 1st quartile, median, mean, 3rd quartile 
and maximum:

   Outcome:
    Min     1st Qu    Median    Mean    3rd Qu    Max.
    28.00   34.25     37.50     36.17   39.00     41.00
   Outcome for Treatment=1:
    Min.    1st Qu    Median    Mean    3rd Qu    Max.
    28.00   31.25     34.00     34.00   37.50        39.00
   Outcome for Treatment=2:
    Min.    1st Qu    Median    Mean    3rd Qu    Max.
    35.00   37.50     39.00     38.33   39.00     41.00

The differences between outcome values for treatments 1 and 2 within each 
block can also be calculated. Since it is a small dataset, and for exposition, we do 
this manually:

   diff=c(35-31, 39-28, 39-32, 37-36, 41-38, 39-39)
   diff [1]  4 11  7  1  3  0

All of the values are positive, indicating that treatment 2 appears to be better than 
treatment 1, ignoring time and order.

 Nonparametric Methods

The sign test and the Wilcoxon signed rank test (or the Mann–Whitney test) are two 
common nonparametric tests that can be used to test for differences between the 
median outcomes for the two different treatment groups. Note that although the 
Wilcoxon test is more informative than the sign test because it uses the ranks of the 
outcome values in addition to their sign, i.e. whether they are above or below the 
median), both tests ignore the other variables (such as time and order).

The R commands for the sign test below are in a library called BSDA. This pack-
age needs to be installed (e.g. using the ‘Packages’, ‘Install Packages’ menus in R) 
and attached (e.g., using the ‘Packages’, ‘Load Packages’ menus or the command
‘library(BSDA)’. See R user information for more details.

   SIGN.test(diff)
   wilcox.test(outcome[treat==1], outcome[treat==2])

These commands test whether the median difference is equal to zero. The sign 
test returns a p-value of 0.06 and the Wilcoxon test returns a p-value of 0.07. Note 
that with such a small dataset, these values, and the test itself, may have low statisti-
cal power to detect reasonably sized differences between treatment groups. As each 
p-value is between 0.05 and 0.1, there is some evidence to indicate a true difference 
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between the two treatments, but as above this still ignores the possible effect of time 
and order.

 Linear Models

The simplest linear model describes the variation in the outcome, y, as a function of 
the variation in blocks, treatments and order. This can be easily expressed in R as 
follows. Here, ‘outlm’ is the object that holds the results of the linear model analy-
sis. The command ‘summary’ then provides a summary of these results.

outlm = lm(outcome ~ block + treat + order)
summary(outlm)

This provides the following output.

 

This output tells us that there is no significant effect (on the outcome values) due
to differences in blocks and due to order, but that there is some evidence of a signifi-
cant effect due to treatment. Multiple R-squared shows that about 76 % of the vari-
ability in the data is explained by the model. However, a much smaller adjusted 
R-squared value is seen (34 %). This suggests that the model is overfit. Indeed, there
are 12 observations and 8 terms in the model. Generally, it is preferable to describe
as much variability in the data as possible but with as fewer model terms as possible. 
Therefore, these results are not satisfactory, and further exploration into the devel-
opment of a parsimonious statistical model would typically follow. However, it is 
important to understand that these nonparametric tests and the above linear statisti-
cal model do not take into account the nested structure of the data nor do they 
account for other potentially important features of the study, such as possible linear 
time trend (rather than by block) that may be present in the data, and/or autocorrela-
tion of errors that is typically seen in data that are collected over time. These are 
fundamental flaws that render these approaches inappropriate for inference. In the 
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next sections, we consider statistical techniques that are appropriate to analyze 
these data.

 Taking Account of the Trial Design

The above discussion illustrates the way in which the statistical model and corre-
sponding analysis are developed to reflect the design of the trial, in particular, the 
way in which order or treatment is nested within blocks. For example, it may be 
useful to consider outcomes for a particular treatment within a specified block. This
can be analyzed using the same model without order, that is, by using the following 
R command

   outlm <-lm(outcome~block + treat)

Alternatively, a model that describes the nested structures in the dataset, and the 
corresponding analysis of variance, can be written in R as follows. Note that the 
slash in the Error term indicates the nested structure of the design. Also, the use of
the term ‘nesting’ of treatment within block differs from the usual use of nesting, 
where the nested factor levels only make sense within the higher order factor. Here, 
order is nested within block unless one defines order as always the first or second
treatment in a block and the order has the same meaning across blocks. To reflect the 
within block design, one could use the following call in R

   outlm <-aov(outcome~treat+Error(block/treat))

This gives the following ANOVA table.

   Error: block
             Df Sum Sq Mean Sq F value Pr(>F)
   Residuals  5  73.67   14.73
   Error: block:treat
         Df Sum Sq Mean Sq F value Pr(>F)
   treat      1  56.33   56.33    6.76 0.0482 *
   Residuals  5  41.67    8.33
   ---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

The above analysis indicates that there is indeed a significant difference between
the treatments, after accounting for the block structure of the data.

Interaction plots can be drawn to visually evaluate the above results, and also to 
evaluate the results of the order analysis (if undertaken): (Fig. 12.4)

   interaction.plot(block,treat,outcome)
   interaction.plot(order,treat,outcome)

From the above plots, it would appear as though that there is a general increase 
in the mean response for both treatments as the block identifier increases. In regards
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to order, there is a slight suggestion that the effect of treatment 2 is increased when 
it is administered second. However, given the sample size of this study, this pattern 
may have been produced at random. An interaction between treatment and order 
could suggest that there is a carryover effect in treatment. Despite the typical 
assumption of a sufficiently long wash out period between treatments, the potential
existence of a carryover effect should be investigated and either discounted or incor-
porated in the analysis.

A linear modelling approach can be undertaken to test the effect of time on the 
outcome using the following command. Note that time, block, treatment and order 
can’t all be included in the model, since there are insufficient observations to esti-
mate all of these effects. In fact, order or block may be meaningless when time is 
included in the model, since they are both time factors, just defined differently.

For illustration, we omit blocks and order, and evaluate the effect of time alone. 
(Just for variety, we call the object containing the analysis in R a different name:

Fig. 12.4 Graphic
representation of the effect of 
block randomization design 
on outcome (a) and of 
treatment order (b) on 
treatment outcomes. Both 
indicate possible carryover 
effects
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newout). Note that now there is no nesting in the model (since we are ignoring 
blocks and order), and an interaction between treatment and time is also estimated.

   newout <-lm(outcome~treat*time)
   summary(newout)

This yields the following results:

 

The estimated difference in treatment effects is much more significant and has
actually increased when compared to our previous analysis. The sign of the interac-
tion effect indicates that the increase over time is smaller in the treatment 2 group 
than in the treatment 1 group, which suggests that the difference between treatments 
decreases over the course of the trial. While the difference is 7.5 at time 1, it has 
completely disappeared by time 12. This suggests that the potential benefits of treat-
ment 2 over treatment 1 are short lived. We note that in regards to time, the above 
model assumes that time is linearly related to outcome, depending upon treatment. 
It is important to check that this assumed linear relationship is reasonable. If not, 
then alternative parameterizations of time such as higher order polynomial terms or 
some grouping of time could be considered.

When fitting statistical models, it is important to check that statistical and model-
ling assumptions are appropriate. In the model described above, it is assumed that the 
residuals (difference between the observed and fitted data points) are normally distrib-
uted. Specifically, that the residuals are centered on zero, have constant variance, are
independent and follow the bell shaped curve of the normal distribution. The follow-
ing plots should be inspected to ensure that these assumptions are valid (Fig. 12.5).

   par(mfrow=c(2,2))
      plot(fitted.values(newout),residuals(newout),main="Fitted values 

vs residuals")
    plot(1:length(outcome),residuals(newout),type="l",main="Residu

als by order")
   hist(residuals(newout))
   qqnorm(residuals(newout))

From the ‘Fitted values vs residuals’ plot, it appears that the residuals are 
 symmetrically distributed around zero, and there appears to be constant variability 
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of these residuals among different fitted values. The ‘Residuals by order’ plot shows
no patterns or runs in the residuals suggesting that independence is a valid assump-
tion. The remaining two plots show that the characteristic shape of the normal dis-
tribution seems appropriate to describe the distribution of the residuals. When 
inspecting such plots, it is important to note that with such a small sample size, a 
variety of patterns could be observed, even if the residuals were generated from a 
normal distribution. Hence, some apparent anomalies may not necessarily void 
 particular assumptions. For example, in this study, the histogram shows that the 
mode of the residuals is not 0. However, with such a small sample size, this is not 
enough to void the normality assumption.

It is also necessary to confirm other model assumptions. For example, it is
assumed that each treatment group has equal variance and that the outcome has a 
linear relationship with time. These assumptions can be confirmed by inspecting the
following plots (Fig. 12.6).

Fig. 12.5 Four means of assessing the normality of the example dataset
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    par(mfrow=c(1,2))
    plot(time,residuals(newout),main="Time vs residuals")
      boxplot(residuals(newout)~treat,xlab="Treatment group", main= 

"Residuals by Treatment")

From the above ‘Time vs residuals’ plot, there is no evidence of a pattern 
 suggesting that the relationship between the outcome and time is being captured 
appropriately. Further, from the above boxplot, there appears to be minor differ-
ences between the variability of the residuals by treatment group. However, this 
difference does not appear large enough to suggest actual differences in variability, 
particularly given the sample sizes in each group.

Despite the above ‘Residuals by order’ plot showing no reason to dispute the 
assumption of independence, measurements collected over time typically exhibit 
some form of autocorrelation. This feature of time series data reflects the depen-
dence of a given outcome on data collected previously, and typically suggests that 
outcomes collected at times close to each other are more similar than outcomes 
collected further apart in time. There are many standard autocorrelation models for 
(stationary) time series data with the most common being the first-order auto-
regressive process. This model assumes that the covariance between errors is not 
zero but rather:

 
COV COVt t s t t s

s   , + -( ) = ( ) =, ,s r2
 

where r s  is the correlation between errors that are s time units apart. We note that 
estimating this model involves estimating only a single additional parameter, r , 
and this model is only appropriate for continuous outcomes, that is, not discrete or 
ordinal outcomes. An initial estimate of this can be found as:

   newout <- gls(outcome~treat*time)
   cor(newout$res[-1],newout$res[-12])
   [1] -0.2794359

Fig. 12.6 Testing the effects of time (a) and mean and variability of each treatment group (b)
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The correlation between errors at a variety of different s values can be explored 
by the acf function in R. That is,

   acf(residuals(newout)

Models with such an error structure can be estimated under a generalized least 
squares framework via the gls function. This can be implemented in R as follows:

   newout <-gls(outcome~treat*time, 
   correlation=corAR1(form=~1|time))
   summary(newout)

This yields the following results:

 

The autocorrelation parameter is estimated to be 0 suggesting this part of the 
assumed model is not needed. We note the difference between this estimate and our 
initial estimate of −0.28. This is due to the conditional and iterative nature of the 
generalized least squares estimation procedure. In general, the value of estimating 
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this additional parameter can be investigated via a likelihood ratio test or by com-
paring values of different information criteria. Such criteria include the Akaike 
information criterion or AIC (Akaike 1974) and the Bayesian information criterion 
or BIC (Schwarz 1978).

Further analyses could be undertaken. For example, in the analyses thus far, we 
have considered the block effects to be fixed. Alternatively, one could consider such
effects as random or more specifically random effects drawn from a population of
block effects. This is useful in cases where the blocks considered in the experiment 
cannot be used again for data collection. In this study, blocks were used to reflect the 
variability in the response between different periods of time, hence this cannot be 
repeated exactly. In such cases, one is usually less concerned with the specific esti-
mated block effects, but rather more interested in learning about the distribution of 
block effects. Having this understanding would be useful for experimentation into 
the future.

There are many different packages and functions used in R to estimate models 
with random effects (such models are also known as mixed effects models). 
Examples of packages include: lme4, nlme and asreml (with each using different
function calls to estimate the mixed effects model). Below is an example of a mixed 
model involving blocks which can be estimated via the lmer function in the lme4 
package.

   library(lme4)
   mixedmodelout <- lmer(outcome~treat + (1|block))
   summary(mixedmodelout)

The output from the above call is given below:
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From above, one can see that the estimated difference in treatment effects is the 
same between the fixed and mixed effects models. The output also shows that vari-
ability from two different sources (block and residual) was assumed. The usual 
assumptions regarding the residuals are made here. In regards to the block variabil-
ity, it is assumed that the block effects are normally distributed around zero with a 
standard deviation estimated to be 1.8.

 Discussion

This chapter has considered the statistical modelling and analytic aspects of N-of-1 
trials. The preceding sections have provided illustrations of how statistical models 
and corresponding analyses can be developed for the more common designs encoun-
tered in N-of-1 trials. Other designs, perhaps involving different nesting of treat-
ments, order and blocks, can be developed in a similar manner.

Mixed effects models were also discussed. Such models can be extended to 
account for a variety of factors whose effects can be considered as random draws 
from a population of effects. For example, this modelling approach can also account 
for the between subject variability of repeated measures data, and thus offers an 
approach to combining different N-of-1 trials conducted on many individuals 
(Zucker et al. 2010; Schmid and Duan 2014). Importantly, such a modelling 
approach can also handle sparse and/or unbalanced data that occur in studies for a 
variety of reasons including missing data.

The focus of this chapter has been on continuous response outcomes, that is, 
numerical response data. There are, of course, other data types such as binary or 
count data which could be measured from N-of-1 trials. In such cases, it is impor-
tant to appropriately model the distribution of the response data. A wide variety of 
response data types (or distributions of data) can be modelled within a generalized 
linear modelling framework. Such models have three components: a distribution of 
the response, a linear predictor and a link function that relates the mean response to 
the linear predictor. It is the link function that appropriately re-scales the linear 
predictor to define different parameters in different distributions as a function of
explanatory variables. These models can be implemented in R within the glm func-
tion for fixed effects models and in the glmer function for mixed effects models. In
either case, one needs to specify the appropriate distribution of the data. For exam-
ple, binary data could follow the Binomial distribution and count data could follow 
the Poisson distribution.

The importance of exploring the goodness-of-fit of all models considered cannot
be understated. One part of this is assessing the appropriateness of all statistical 
and modelling assumptions. This exploration would focus on checking the validity 
of assumptions in regards to the distribution of the residuals, the appropriate 
inclusion of explanatory variables and the predictive ability of the particular model. 
As shown, the assumptions about the distribution of the residuals can be investigated 

K. Mengersen et al.



151

via histograms, quantile-quantile plots, a plot of the residuals versus the fitted
values and a plot of the residuals versus the order of the data. In terms of models that 
account for autocorrelation, the specified error structure needs to be checked. In the
first-order autoregressive model implemented in this chapter, the exponential decay
of r s  towards zero as s tends to infinity should be verified. In relation to checking
the appropriate inclusion of explanatory variables, plots of the residuals versus each 
explanatory variable could be inspected for the presence of any patterns that are 
unaccounted for in the model. Other considerations for the mixed effects model 
include checking the appropriateness of the assumed distribution of the random 
effect estimates. Another part of assessing goodness-of-fit is investigating the accu-
racy and associated uncertainty of model predictions. These can be inspected visu-
ally or by cross-validation techniques such as leave-one-out procedures.

Further, we only very briefly touched on model choice. With such an array of 
potential models available for analysis and potentially many explanatory variables 
to be considered for inclusion into the model, it can be a difficult task to determine
the most appropriate statistical model. This is a common statistical problem, and as 
such it is prevalent in the literature. A wide variety of the literature focuses on infor-
mation criteria such as AIC and BIC. These criteria are calculated for each compet-
ing model, and are constructed in a manner that rewards goodness-of-fit but
penalizes model complexity. This means more complex models are preferred or an 
additional explanatory variable is included into the model only if either of these 
choices significantly increases the goodness-of-fit of the model. We note that the
choice between random effect models is difficult, in general. In such cases, one can
consider the appropriateness of assuming a random effect and/or evaluate the vari-
ability of the random effect to determine the worth of inclusion. Other approaches 
based on the differences in deviance have also been considered in the literature.

The residual variance structure of proposed models requires careful consider-
ation in relation to checking model assumptions and model choice. It can also relate 
to the sample size of the N-of-1 trial/s. In taking account of the trial design, we 
considered two forms of residual variance. The first was uncorrelated errors with a
common variance parameter for all time periods and both treatments, and the sec-
ond was a first-order autoregressive structure where errors were assumed to have a
specific form of correlation depending upon distance apart in time. There are a
variety of other choices that are worth considering in terms of model assumptions 
and benefit in regards to model choice. For example, one could consider a com-
pletely unstructured covariance matrix providing great flexibility is describing the 
covariance of the errors. Further, one could consider other autoregressive structures 
and/or different variance terms for each treatment. The benefits of assuming more
complex variance structures, even if they actually exist, will ultimately be deter-
mined by the sample size of the study. That is, are there enough data points to actu-
ally observe the variance structure, and does assuming this structure significantly
improve the goodness-of-fit of the model? Therefore, before trying a variety of different
variance structures, one should consider which ones make sense given the study 
design (that is, the number of data points available to estimate the variance parameters). 
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The consideration of an appropriate variance structure is also relevant when a mixed 
effects model is being considered.

As the literature on N-of-1 trials grows, it will be interesting to critically evaluate 
the usage and utility of different analytic approaches. This is starting to emerge in 
meta-analyses of N-of-1 trials, where the reported results include descriptions of 
study design and analysis. The appeal of combining N-of-1 trials is being increas-
ingly recognized. For example, Lillie et al. (2011) discuss motivations for, and 
examples of, such meta-analyses. They also identify a number of questions related 
to study design, namely randomization, carryover effects, washout periods and the 
use of blinding, baseline periods and placebo controls, and cite a number of articles 
that discuss the analysis of these trials (Kazdin 1982; Barlow and Hersen 1984; 
Spiegelhalter 1988; Rochon 1990). Meta-analytic methods for N-of-1 trials are 
described in a companion chapter, Chap. 16.

 Conclusion

Appropriate modelling and analysis are crucial for accurate statistical inference and 
clinical decision support. However, they are only part of the larger picture: they 
depend critically on careful design and conduct of the study, and management and 
preparation of the data. Clear reporting of statistical methods, models and analyses, 
including the availability of code and data, will facilitate continual improvement in 
the way that these trials are designed, conducted, analyzed and used. This call for 
clarity and transparency in statistical analysis is not confined to this type of study,
of course, but applies to all fields of quantitative scientific endeavor. It is hoped that
this chapter provides some useful resources to assist in this challenge.
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Chapter 13
The Economics of N-of-1 Trials

Jennifer A. Whitty, Joshua M. Byrnes, and Paul A. Scuffham

Abstract This chapter focuses on the rationale, challenges and methodological 
considerations for evaluating the economics of N-of-1 trials. First, we outline the 
rationale for undertaking an economic evaluation alongside an N-of-1 trial, by 
describing two key economic questions that are likely to be of interest to research-
ers, policy makers and clinicians. Then we outline the methods for undertaking an 
economic evaluation, highlighting some methodological aspects that are of particu-
lar relevance for the economics of N-of-1 trials as opposed to more traditional clini-
cal trials. Finally, we acknowledge that the economic evaluation of N-of-1 trials is 
still in its infancy. We reflect on the research agenda to further develop the potential 
for N-of-1 trials to inform optimal decision-making around treatment and the appro-
priate allocation of health care resources.
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 Introduction

In Chaps. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12 of this book, the authors have argued 
that N-of-1 trials provide an important research design with the potential to evaluate 
individual treatment effects and to estimate heterogeneity of treatment effects in a 
population (Gabler et al. 2011). However, the economics of N-of-1 trials needs to be
considered also. The economics of N-of-1 trials relates to the economic value of 
undertaking a clinical N-of-1 trial as opposed to an alternative research study or 
usual practice (i.e. no trial). It also relates to the value of extending N-of-1 trials to
compare the costs as well as benefits of two or more interventions at an individual
level. These economic questions are, or should be, important considerations for 
health care funders, clinicians and patients. However, whilst conventional economic
evaluation methods undertaken alongside traditional clinical trials, such as a ran-
domized controlled trial, are well established, there are some nuances in the appli-
cation of economic evaluation and interpretation of the findings in the N-of-1 trial
context as opposed to the more traditional trial setting that need consideration.

 Why Consider the Economics of N-of-1 Trials?

Imagine you are considering undertaking an N-of-1 trial to address the clinical
question of whether a new intervention is superior to an existing intervention in
either a specific patient, or at the aggregate level, in a heterogeneous cohort. There
are two economic questions that might be of interest alongside this N-of-1 trial. The 
first relates to the outcome of the trial, and asks “Is the new intervention a cost-
effective use of resources compared to an existing intervention, for the management
of the specific indication in this specific patient (or alternatively in this cohort)?” In
other words, does the new intervention provide acceptable value for money? The
second question relates to the optimal research approach for answering this ques-
tion: “Is an N-of-1 trial an economically viable research method to address this
clinical question?” In this section, we outline approaches to each of these questions
in turn. In the following section, we then outline some methodological consider-
ations in addressing these questions.

 Is the New Intervention a Cost-Effective Use of Resources?

In comparison to the relatively developed literature reflecting the use of N-of-1 tri-
als to evaluate the clinical outcomes associated with an intervention (see for exam-
ple the systematic review by Gabler and colleagues (2011)), economic evaluations 
undertaken alongside N-of-1 trials have been sparse. Karnon and Qizilbash (2001) 
were innovators in recognizing the potential for N-of-1 trials to provide estimates of 
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individualized cost-effectiveness. Using a hypothetical example, they acknowledge
the potential advantages of undertaking an economic N-of-1 trial and reflect on 
when it might be most beneficial to do so, alongside some considerations regarding
the limitations of this approach. Subsequently, we are aware of only a small number 
of studies that have estimated cost-effectiveness alongside an N-of-1 trial, to assess 
whether a new intervention represents a cost-effective use of resources (Pope et al.
2004; Scuffham et al. 2010).

 The Perspective of the Economic Decision

The economic decision in an N-of-1 trial is whether a new intervention is of accept-
able cost-effectiveness compared with an existing intervention(s) (also referred to
as the comparator). Cost-effectiveness is defined as the incremental cost of provid-
ing an additional unit of benefit, at the margin.When the analysis is at the individual
level, this decision concerns the treatment of an individual patient. However, it is
also feasible to undertake a cohort analysis from N-of-1 trial data to inform this 
decision at a population level. A cohort analysis in an N-of-1 trial achieves a similar 
aim to traditional clinical trials, but with the added benefit that much more refined
data are available on the heterogeneity of the comparative costs and benefits in the
population of interest. Therefore, in theory it should be possible to explore hetero-
geneity of the cost-effectiveness estimate across different individuals and to investi-
gate the reasons for heterogeneity in the comparative costs and benefits associated
with the intervention. Nevertheless, economic evaluations indicating the cost- 
effectiveness of interventions in N-of-1 trials thus far have not presented estimates 
at the individual level (Scuffham et al. 2010; Pope et al. 2004). Rather, they still
aggregate results at the sample level and have not harnessed the unique potential of 
N-of-1 trials to describe heterogeneity within a sample. This might be at least in part 
because economics is conventionally of most use to inform the availability of a new 
intervention at a population level (i.e. should it be funded and for whom) than for 
treatment decisions at an individual level, for which the clinical effectiveness data 
and patient preferences are likely to take a primary role in decision-making.
Regardless of the level of analysis (individual or cohort) of N-of-1 data on costs

and benefits, there are two main perspectives that are of interest in the evaluation:

 1. The perspective of the public payer, i.e. should public funds be used to provide 
the new intervention for this specific patient or patient group? This perspective
can be answered to some extent by conventional trials but only by assuming
that the specific patient is an “average” member of the population or subgroup.
It is answered to a much more refined degree by an N-of-1 trial, since an N-of-1
trial eliminates the between-subject variability in both the response to treat-
ment and the associated cost of treatment. Costs in particular are usually sub-
ject to large variation across a cohort; thus elimination of this variation is 
statistically beneficial.

 2. The perspective of the individual patient, i.e. is it worth an individual paying the 
additional cost for this new intervention out of their own pocket? This perspec-
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tive cannot be strongly addressed in conventional trials, since we do not know a 
priori how an individual will respond to treatment, or their associated costs.

N-of-1 trials then have potential to provide data to support evaluation of the cost- 
effectiveness of new interventions and an assessment of who should receive them, 
and this information can potentially be used to inform individualized treatment 
decisions (Karnon and Qizilbash 2001).

 Key Considerations with the Use of N-of-1 Trials  
to Evaluate Cost-effectiveness

Compared to traditional clinical trials, researchers have identified a number of spe-
cific considerations when assessing cost-effectiveness alongside an N-of-1 trial.
First, N-of-1 trials are only applicable in a narrow range of conditions, as discussed 
in detail in Chap. 4. For an N-of-1 trial to be viable, the condition being treated will 
ideally be chronic and stable, the intervention will have a rapid onset of action, only 
a short carry over effect and will not be curative, and clinical response will be unpre-
dictable at the individual level (Karnon and Qizilbash 2001; Scuffham et al. 2008b). 
In addition, an N-of-1 trial will be most beneficial in terms of optimizing value for
money when the intervention under consideration is high cost, the cost differential 
between the intervention and comparator(s) is high, the proportion of responders is 
low, the proportion of non-responders continuing the intervention in the absence of 
a trial is high, and the cost of running the trial is low (Scuffham et al. 2008b). The 
N-of-1 trial is likely to offer economic benefits only in these particular circum-
stances. Thus, it is not well suited across all or even many clinical conditions.
As a consequence of their selective applicability, Karnon and Qizilbash (2001) 

raise ethical uncertainties around using cost-effectiveness estimates from N-of-1 
trials to inform resource allocation at a population level. These concerns arise 
because the suitability of N-of-1 trials to only selected conditions means that alter-
native methods of economic evaluation (e.g. traditional clinical trials and economic 
modelling) must be used to assess the cost-effectiveness of interventions for the 
treatment of other conditions. This leads to inconsistency in the methodological 
approaches to evaluating the complete range of interventions for which public fund-
ing decisions must be made from the same bucket of funds. This inconsistency is a 
lesser ethical concern if individualized cost-effectiveness is used to inform individ-
ual treatment decisions in consultation with a patient. Moreover, where the recruit-
ment or retention of trial participants would be difficult or impossible within a
traditional randomized control trial, an N-of-1 trial still allows a randomized com-
parison of treatment to be made. Consequently, an N-of-1 trial in this circumstance
might be justified.
One interesting point raised by Karnon and Qizilbash (2001) is the likely lack of 

power of N-of-1 trials. The small number of observations within any individual may 
not be sufficient to provide a statistically significant outcome at the individual anal-
ysis level, even though the outcome may be accepted as clinically decisive. 
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Pragmatically, it may not be feasible or acceptable to have a sufficient number of
treatment episodes in one individual to test a statistical hypothesis. This lack of 
power for a clinical outcome will also likely apply to the individual assessment of 
costs and cost-effectiveness alongside the trial. Nevertheless, as highlighted by 
Karnon and Qizilbash (2001), a clinically definite outcome may be a sufficient basis
on which to assess individual cost-effectiveness. Given a treatment decision must be
made, and there is a cost associated with not accepting a new intervention that is 
optimal as well as to accepting one that is not optimal, the lack of statistical validity 
becomes “irrelevant” to the decision (Claxton 1999). It is generally accepted that it
is appropriate for a cost-effectiveness analysis to proceed without the statistical sig-
nificance of either the comparative costs or benefits or both. This is accepted on the
basis that (i) the cost-effectiveness estimate is a ratio of the incremental cost and 
benefit and thus may be significant, even if each individual parameter is not; and (ii)
sensitivity and scenario analyses can explore the level of uncertainty associated
with the cost-effectiveness estimate.
It is also possible that the time horizon for the economic evaluation will need to

be extended to capture the longer term costs and benefits associated with the inter-
vention and comparator (Karnon and Qizilbash 2001); however, this is also the case 
with economic evaluation of traditional clinical trials.

 Is an N-of-1 Trial an Economically Viable Approach  
to Inform Treatment Decisions?

The second economic question relates to whether an N-of-1 trial is an optimal 
approach to address a research question. In other words, is it worth undertaking an
N-of-1 trial? This is a question that can be framed around the expected value of
information provided by undertaking further very specific research. The answer
relates strongly to the specific clinical or policy question that the trial is intended to
address.

At the aggregate level, N-of-1 trials could be considered instead of (or alongside) 
traditional clinical trials to provide evidence of the comparative effectiveness and 
cost-effectiveness of an intervention. Here, the benefits of an N-of-1 trial are likely
to be around the ability of N-of-1 trials to give a more refined insight into heteroge-
neity of response. The comparative costs and benefits of N-of-1 and traditional
clinical trials in this regard are likely to be difficult to quantify economically and to
our knowledge this has not been explored in the literature.

What is likely to be of substantially more interest is the economic viability of 
N-of-1 trials to use individual clinical response to inform the decision to continue a 
high cost intervention (Scuffham et al. 2008b, 2010; Kravitz et al. 2008). The poten-
tial of N-of-1 trials to provide a high level of individualized evidence to inform 
individual treatment decisions, based on individual response to treatment, gives 
them the capacity to be used to target access to high cost interventions (Scuffham 
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et al. 2008b; Kravitz et al. 2008). In this case, the economic question is whether it is
worth paying the cost of undertaking an N-of-1 trial to inform access decisions, as 
compared to “standard practice”, where standard practice is no individualized
N-of-1 trial. With standard practice, individuals could receive either an existing
intervention (with possible suboptimal clinical outcome), or the new intervention 
(with possible unnecessary costs and adverse effects). However, they receive these
without the targeting to response provided by data from an N-of-1 trial.

Scuffham and colleagues (2008b, 2010) showed the potential for use of N-of-1 
trials to tailor the decision to continue a high cost intervention in healthcare decision- 
making. In the context of N-of-1 trials of celecoxib for osteoarthritis and gabapentin
for chronic neuropathic pain, they reported fixed costs associated with undertaking
an N-of-1 trial in the region of AU$23,000 with an additional variable cost of
AU$1,300 per patient (expressed as 2003–2005Australian dollar value). In a subse-
quent paper, including a third trial (of medications for the management of Attention 
Deficit Hyperactivity Disorder) with 1 year follow up, the estimated marginal cost
of running an N-of-1 trial was reduced to AU$600 per patient (2006Australian dol-
lars) (Scuffham et al. 2010). The authors reported these costs to be partially offset 
by the savings generated in subsequent prescribing patterns (Scuffham et al. 2008b, 
2010). Moreover, the health benefits gained from individualized treatment resulted
in estimates for the incremental cost (AU$6,896 per life year or AU$29,550 per
quality-adjusted life year gained) well within the range generally considered to pro-
vide acceptable value for money in Australia (Scuffham et al. 2008b; Harris et al.
2008). The authors concluded that the N-of-1 trial offers a realistic and viable option 
for improving access to selected high cost medicines in patients for whom manage-
ment is uncertain (Scuffham et al. 2008b, 2010). However, despite this potential, the
role of N-of-1 trials to target access to high cost interventions outside of the research 
setting has not yet been realized in practice. Nor, to our knowledge, has any funding 
mechanism been put in place to support the application of N-of-1 trials to address 
routine policy decisions.

 Methods for Assessing Cost-Effectiveness Alongside 
an N-of-1 Trial

In this section we outline some methodological considerations when undertaking an
economic evaluation in the N-of-1 trial context. We do not aim to outline the meth-
ods for undertaking an economic evaluation, which are detailed in other sources (the 
interested reader is referred, for example, to Drummond et al. 2005; Gold et al. 1996 
for more detailed information on economic evaluation methods). Rather, we focus
on the nuances of the application of economic evaluative methods and the interpre-
tation of the findings in the context of N-of-1 trials as opposed to the more tradi-
tional clinical trial.
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 The Economic Question

It is important to define the relevant economic question which a cost-effectiveness
analysis is to inform. For example, the question may be:

• “Is drug X cost-effective for the treatment of conditionY?”
• “Is drug X cost-effective when provided only to those who respond?”
• “Is conducting an N-of-1 trial cost-effective if used to identify those patients who

respond to the test intervention, with the purpose of restricting prescribing to 
those who respond?”

• “What is the most cost-effective treatment for a specific patient?”

The primary difference between these questions is the perspective of the decision 
maker. The first is a question often asked of government or other funding agencies
about newly developed technologies. In Australia and the United Kingdom for
example, government funding for pharmaceuticals to be made available to their
populations is based on the cost-effectiveness of that product. However, the cost-
effectiveness analysis is often conducted with respect to the average outcome results 
for the cohort rather than outcome results for the individuals. That is, for some 
medications, some proportion of the patients may respond well to treatment but the 
efficacy outcome for responders is moderated when responders’ outcomes are aver-
aged with those who do not respond to the new treatment. N-of-1 trials can therefore 
be used to not only answer “is a particular drug cost-effective?” but also “is that
drug cost-effective only for those who respond?”
N-of-1 trials can provide a scientifically robust approach to achieve the maxi-

mum potential outcome without the cost of ineffective treatment in those patients 
who don’t respond. Consequently decision makers may include a response to treat-
ment criteria for ongoing treatment. N-of-1 trials provide a tool to achieve that out-
come. However, the cost of conducting N-of-1 trials to establish patient treatment
must be incorporated into the analysis of the proposed new technology. For exam-
ple, each patient who begins treatment would be enrolled into an N-of-1 trial. The 
cost of administering and analyzing the N-of-1 trial would then need to be included 
as part of the cost of the new medication when assessing the cost-effectiveness of 
that medication.

On the other hand, practitioners may wish to consider whether conducting N-of-1 
trials is cost-effective in determining the optimal treatment for their patients. In this
scenario, conducting an N-of-1 trial is compared to not conducting an N-of-1 in 
determining patient treatment. The alternative to an N-of-1 trial is typically an infor-
mal process of trial of treatment and monitoring. Additionally, practitioners may 
also wish to consider the cost-effectiveness of treatment in deciding on optimal 
treatment for each patient. That is, as opposed to only considering the outcome 
measure from each treatment option included within the N-of-1 trial, the cost- 
effectiveness of those treatment options may be included in determining the optimal 
treatment for that patient.
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These alternative questions require different considerations in trial design. The 
first requires an N-of-1 trial with consideration of appropriate measurement of costs
and outcomes for each patient averaged at a population level for a particular tech-
nology. The second question includes the potential benefit of only providing treat-
ment to those who respond, the cost of conducting N-of-1 trials for every patient 
must also be considered. The third requires analysis of the cost and outcomes of 
patients who follow a formal N-of-1 trial procedure vs. the costs and outcomes of 
patients who adhere to an ad-hoc informal process for determining their treatment. 
The final question requires analysis of the cost-effectiveness of multiple competing
treatment options at a patient specific level.

 The Target Participants

Whilst evenness of randomization in terms of the baseline characteristics of partici-
pants is not a concern within N-of-1 trials given that all participants receive both 
active and control treatment, it remains important that the participants enrolled in 
the N-of-1 trials are representative of the population for whom treatment is being 
assessed.

For N-of-1 trials designed to inform whether or not a drug should be considered 
for funding, the trial population should be representative of the population that 
would seek reimbursement for that medication from the payer. This should be con-
sistent with clinical guidelines for that condition and comparator.
If an N-of-1 trial is being compared to an alternative process for determining

treatment, patients should be randomly assigned to undergo either the N-of-1 trial 
process or the alternative process. In this scenario distribution of trial participants
between these competing processes should be even.

For N-of-1 trials designed to determine patient level optimal treatment or to 
inform a funding decision in an individual patient according to response, the target 
population will ultimately consist of patients for whom disease management is 
uncertain with a number of competing treatment options.

 The Comparator

Within N-of-1 trials the comparator may either be current active treatment or pla-
cebo, with appropriate washout between treatments. N-of-1 trials require strict con-
trol of within participant blindness. In order to protect the cloak of blindness the
following considerations should be made:

• Design of pharmaceutical pack;
• Equivalent size, color, smell of competing treatments;
• Treatment frequency.
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See Box 13.1 for information on selection of an appropriate comparator.
One nuance of an N-of-1 trial is that the analysis uses the patient as their own 

control, and from an economic perspective this means evaluating the costs before 
and after the trial is possible. Therefore, there could be multiple comparators 
(including usual care, or the pre-trial treatment) in an N-of-1 trial (Scuffham 
et al. 2010).

 Measuring and Comparing Costs

A critical component of any cost-effectiveness analysis (CEA) is appropriate iden-
tification, measurement and valuation of costs associated with the competing treat-
ments. The first step is to define what resources need to be accounted for and how
best to measure their use. The second step is to identify a per unit value for these 
resources from which to calculate a cost.
In order to identify all appropriate costs associated with each treatment option,

first the perspective of the analysis must be established. For example, health care
costs borne by one government agency would not affect the decision making of 
another government agency. Similarly, patient out of pocket costs may not be con-
sidered a cost from the perspective of a third party payer like a health insurance 
fund. Alternatively, one may wish to consider the costs from a societal perspective. 
That is all relevant costs across all parties.
Costs can be separated into either direct or indirect costs; Table 13.1 provides 

some example costs that might be considered. Direct medical costs are those
related to providing medical services, such as a hospital stay, physician fees for 
outpatient visits, and drug costs (including the cost of the medication itself and 
any downstream adverse events). Direct nonmedical costs are those related to
expenses, such as transportation costs, that are a direct result of the illness.
Examples of indirect costs are lost time from work (absenteeism) and unpaid
assistance from a family member.
Costs can further be categorized as fixed or variable costs. Fixed costs are those

that aren’t considered to change with the number of treatments provided.

Box 13.1: Selecting a Comparator
Economic evaluation always involves comparative analysis. For any analysis
to be meaningful, selection of an appropriate comparator is essential. The 
National Institute for Health and Care Excellence (NICE) in the United
Kingdom stipulates the use of the “best alternative practice” as the most
appropriate comparator in an economic evaluation (NICE 2004). In contrast,
the Pharmaceutical BenefitsAdvisory Committee (PBAC) inAustralia require
“the therapy likely to be most replaced by prescribers in practice” as the main
comparator (Pharmaceutical Benefits Advisory Committee 2013).
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Within an economic evaluation, it is important to focus on the difference in costs 
between the two competing alternatives. In the case of evaluating the cost-
effectiveness of a pharmaceutical, costs for each patient and for each phase of the 
trial are collected. In an N-of-1 trial, the costs associated with the phase of the trial
in which patients were on the proposed drug are compared with the costs associated 
with phase of the trial when patients were on the comparator.
However, in some circumstances a pharmaceutical may only be considered to be

of acceptable cost-effectiveness if it is administered only to patients who respond to 
treatment. In this circumstance an N-of-1 trial can be an appropriate method for
determining response to treatment. Funding agencies may specify that funding for 
treatment may continue in only those patients who have demonstrated response 
within an N-of-1 trial. Consequently, in order to assess the cost-effectiveness of a
pharmaceutical product under these circumstances, the cost of conducting N-of-1 
trials for each patient who begins treatment must also be considered within the 
evaluation.

Alternatively, the evaluation may seek to determine whether conducting N-of-1 
trials are cost-effective compared to, for example, a trial and monitor approach.
Subsequently, the costs of conducting an N-of-1 trial are compared to the costs of 
the trial and monitor approach.
At a patient level, CEA may be used to determine optimal treatment. In which

case, whilst the cost of conducting an N-of-1 trial is not included, the costs associ-
ated with each treatment are compared for each patient. See Box 13.2 for informa-
tion on accounting for time preferences: discounting future costs and outcomes.

Table 13.1 Examples of costs

Direct costs (health) Direct (non-health) Indirect

Practitioner Transport Time lost from work
Clinic/hospital Telephone Carers’ cost and time
Administration
Cost of the intervention and comparator

Box 13.2: Accounting for Time Preferences: Discounting Future Costs 
and Outcomes
It is human nature to value those things gained or lost now more than things
gained or lost in the future. The use of credit cards displays the phenomena of 
positive time preference perfectly. Many individuals prefer to have the enjoy-
ment provided by an item purchased now and delay the cost of that purchase 
until later, despite the fact that it will cost more in the end when done this way 
(dependent on the interest rate attached to the card). Another example is
smoking; smokers value the pleasure of smoking now more than the health 
losses resulting from smoking in the future (Cairns 1994).

(continued)
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 Comparative Health Outcomes

Clinical and summary health outcome measures are collected for each patient and
for each phase of the trial, whether it is an N-of-1 trial or a traditional clinical trial. 
Health outcomes may be clinical measures (e.g. a frailty score, leukocyte count),
natural units (e.g. visits to the family physician, days stay in hospital), or a patient 
reported outcome such as a pain or quality of life measure.

Discounting is the process of making current costs and benefits worth
more than those occurring in the future to account for time preferences. An 
alternative way to think of this is that discounting is a process to convert 
expected future costs and benefits into present values. Although the discount-
ing of health effects has raised some debate in the past (Torgerson 1999), it is 
now common practice to report both discounted and undiscounted results in 
analyses so decision makers can see the results of the analysis in terms of 
absolute costs and effects, regardless of when they occur, and the same results 
accounting for time preferences (Smith and Gravelle 2001).

A discount rate of 3.5 %, for both costs and effects, is recommended by 
NICE in the UK (NICE 2004). A discount rate of 5 % is recommended in 
Australia and the U.S. (Smith and Gravelle 2001). The impact on results of 
different discount rates should be included as part of the sensitivity analyses 
completed. With the discount rate selected (r), a calculation of the present 
value (PV) of a cost (or effect) incurred in (t) years, a future value (FV), can 
be made (1) (Table 13.2).

 PV
FV

r
t

=
+( )1

 (1)

Box 13.2 (continued)

Table 13.2 Discounting a
future cost of $1,000 and 1
LifeYear (LY, effect)
occurring in 5 years using 
different discount rates

Future value Discount rate (%) Present value

Cost ($)

1,000 0.0 1,000.00
1,000 3.5 841.97
1,000 5.0 783.53
1,000 10.0 620.92
Effect (LYs)

1 0.0 1.00
1 3.5 0.84
1 5.0 0.78
1 10.0 0.62
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Subsequent to defining the appropriate research question, efficacy is then esti-
mated either with respect to the proposed drug versus comparator, the proposed 
drug versus comparator for those who achieved pre-determined criteria of response, 
the N-of-1 trial vs. alternative treatment identification process, or the proposed drug
versus alternative treatment options for each individual. The comparative approach 
adopted, in combination with the nature of the outcome measure, will determine the 
appropriate statistical analysis.
It is also important when undertaking an economic evaluation that all potential

consequences are considered. Additional benefits associated with N-of-1 trials that
are being proposed to identify optimal treatment for a patient or as part of the 
administration of a drug may include:

• Increased level of patient engagement with medication;
• Improved patient understanding of their disease;
• Greater treatment adherence;
• Higher levels of patient satisfaction.

The measurement and valuation of these benefits for individuals and responders
(and non-responders) will be specific to each trial and setting but are a significant
advantage of conducting N-of-1 trials.

 Cost-Effectiveness Analysis

Cost-effectiveness analysis (CEA) is the main form of economic evaluation of
healthcare interventions. Health outcomes are typically expressed as natural units
(e.g. hospital admissions) or a clinical measure (e.g. HbA1c). Other forms of eco-
nomic evaluation include

• Cost-utility analysis (CUA) where health outcomes are typically measured using
utility weights and converted to quality-adjusted life years (QALYs),

• Cost-benefit analysis (CBA) where health outcomes are measured in the same
units as costs (i.e. currency), and

• Cost-minimization analysis (CMA), which is useful where health outcomes
between the intervention and comparator are equal.

Thus, CUA and CMA are special cases of CEA, where the outcome is typically
measured as a comparative QALY gain, or is equal across treatments and so is not
directly relevant to the cost-effectiveness estimate, respectively. CBA is conceptu-
ally different to CEA and is applied to a lesser extent than CEA, CUA or CMA in
the health setting (Drummond et al. 2005). To our knowledge CBA has not been
applied in the N-of-1 trial setting; therefore, we do not consider CBA further here.
With the research question in hand, along with the costs and outcome, the next step
in assessing cost-effectiveness is to complete an incremental analysis.
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 CEA Alongside a Traditional Clinical Trial

Incremental analysis in health economic evaluation involves calculation of the dif-
ference in cost, and outcomes, when one or more alternatives are compared to 
another (Schulman and Seils 2003). The cost of the intervention (CostInt) and the 
cost of the comparator (CostComp) are calculated and used to provide an estimate of 
the incremental cost (13.1).

 
Incremental Cost Cost CostInt Comp= −

 
(13.1)

Similarly, the difference between the effect of the intervention (EffectInt) and the 
comparator (EffectComp) are calculated to provide an estimate of the incremental 
effect (13.2).

 
Incremental effect Effect EffectInt Comp= −

 
(13.2)

See Box 13.3 for information on statistical methods for incremental analysis of 
clinical trial data.

Box 13.3: Statistical Methods for Incremental Analysis of Clinical 
Trial Data
When decision analytic modelling is used, incremental analysis is an inherent 
part of the analytic process. When individual patient data are collected as part 
of a clinical trial, statistical techniques need to be implemented. It is impor-
tant to remember that it is the mean differences in costs and health outcomes 
between the intervention group and the comparator group that are the impor-
tant metrics for incremental analysis. Whilst the simplest of statistical tech-
nique is the t-test, cost data, and sometimes outcome data, are typically 
non-normally distributed with highly skewed distributions; thus commonly 
applied parametric tests such as the t-test are not usually appropriate for test-
ing a difference between groups. The temptation may be to analyze geometric 
means or medians, to use non-parametric techniques such as the Mann- 
Whitney U test, or to perform some transformation on the data. None of these
approaches is appropriate as they do not quantify and test for differences in 
the arithmetic mean of the raw cost; the arithmetic mean is the important sum-
mary statistic from both a social and budgetary perspective (Thompson and 
Barber 2000; Ramsey et al. 2005).
In addition, factors other than treatment allocation may explain differences

in cost between patients. Multivariable linear regression may be used to eval-
uate costs after controlling for covariates; however, again the distributional 
properties of the data are often limiting. Non-parametric bootstrapping is one 

(continued)
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The final step in an incremental analysis is to produce an incremental cost-
effectiveness ratio (ICER). This is a ratio of the difference in cost (incremental cost,
ΔCost) and the difference in effect (incremental effect, ΔEffect) (13.3).

 
ICER

Cost

Effect
=

∆
∆  

(13.3)

This produces the final metric of the analysis, the additional cost per unit of
outcome.

 Estimating CEA Alongside an N-of-1 Trial

A CEA alongside an N-of-1 trial (N-of-1 CEA) is constructed for each intervention
arm for each patient. This differs to traditional clinical trials where the means for 
each intervention and comparator groups are used and the differences calculated. 
Where the trial design involves multiple cross-overs between treatment options, the 
incremental cost is estimated as the difference between the mean costs for each 
treatment for each individual (13.4).

 

Incremental Cost
Cost

n

Cost

n
comp

comp

= ∑∑ −int

int  

(13.4)

In the case of differential periods of treatment, for example, 6 months of interven-
tion, 6 months comparator followed by 3 months intervention and finally 3 months

option to overcome distributional limitations, as is the application of general-
ized linear models (GLMs). GLMs can be used to address the specific distri-
butional properties of the data as well as incorporating another additional 
feature of cost data that can be challenging, substantial zero costs in the data.
Given the challenging distributional properties of cost data obtained dur-

ing clinical trials, it has been recommended that both simple univariate and 
multivariate analysis be used along with the presentation of different multi-
variate models so the uncertainty of results using different analytic techniques 
can be compared (Glick et al. 2007). The same advice applies to effect data.

For both cost and effect data, incremental analysis involves reporting of the 
mean difference in cost and the mean difference in effect along with measures 
of variability, precision and an indication of whether the observed differences 
are likely to have occurred by chance.

Box 13.2 (continued)
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comparator, then the weighted average cost should be estimated reflecting the rela-
tive duration of treatment.

The incremental effect is estimated in a similar manner. The incremental cost- 
effectiveness ratio (ICER), that is the comparison of the difference in cost (ΔCost)
and the difference in effect (ΔEffect) is then estimated for each individual patient.

 
ICER

Cost

Effecti
i

i

=
∆
∆  

(13.5)

 Cost-Effectiveness Decision Criteria

Traditionally, the decision criteria for CEA is whether the cost per unit effect is
below an accepted level (cost-effectiveness threshold) that the decision maker is 
willing to pay. Alternatively, for N-of-1 trials, the decision criteria revolves around 
each individual patient. As such the analysis is to determine whether for any one 
patient the incremental gains are achieved at an acceptable level of additional cost. 
It is then possible to summarize, for the entire cohort enrolled in the N-of-1 trial, the
proportion of patients whose benefit was achieved at an acceptable cost.

 Uncertainty

Of course, this description of incremental analysis provides only a point estimate of 
the final ICER. In any evaluation there will be a level of uncertainty in the estimates
of both incremental cost and incremental effect and correspondingly in the final
ICER. It is important to quantify this uncertainty.

For the evaluation of cost-effectiveness alongside a clinical trial, the mean and 
95 % confidence interval (CI) provide information on the average patient response
along with an indication of the uncertainty in this value. The same applies to ICER
estimates.
For N-of-1 CEA, the uncertainty is with respect to the ICER estimate for each

individual. From a single (or limited) cross over study design it is not possible to 
estimate a 95 % confidence interval or any measure of uncertainty. For example,
a single cross-over design provides only one cost and one effect estimate for the 
comparative treatment (i.e. initial therapy) and one cost and one effect estimate 
for the intervention treatment (i.e., subsequent therapy post cross-over). Unless
there are multiple crossovers per patient (e.g., at least five trials of the intervention
with five trials of the comparator) it is unlikely that an N-of-1 trial will provide a
sufficient number of data observations to estimate confidence limits for each indi-
vidual in the trial.
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Whilst ICERs undertaken alongside traditional clinical trials can be estimated
using both parametric and non-parametric approaches, N-of-1 CEA are typically
limited to non-parametric approaches such as bootstrapping. Non-parametric boot-
strapping uses re-sampling with replacement from the given distribution from which 
to calculate a 95 % CI.

 Sensitivity Analyses

After accounting for the uncertainty in the incremental cost, incremental effect and the 
final ICER using statistical methods, there remain additional uncertainties unrelated
to sampling variation. This is the role of sensitivity analysis. Sensitivity analysis is the 
usual approach for CEAs alongside clinical trials; however these should be applied to
N-of-1 CEA when comparing all costs and outcomes for the cohort, but are generally
not appropriate at the individual level. For example, the price of a drug will be the
same for all participants in an N-of-1 trial and cannot vary for each individual.

A one-way sensitivity analysis is used to evaluate the relative impact of the vari-
ables included in the analysis. Systematic variation of each variable across a plausi-
ble range of values, whilst holding all other variables constant, reveals the relative 
influence of each variable on the cost-effectiveness estimate (Briggs 1999). For 
example, the plausible cost of hospitalization may vary by 10 % of the baseline value
used in the analysis. Re-running the analysis with the hospitalization cost reduced by
10 % and increased by 10 % will reveal the impact of this variation on the overall 
result for each individual. Completing multiple one-way analyses with a fixed varia-
tion (e.g. ±50 %) will reveal which variables have the greatest to the least impact on 
the overall result for all individuals within the trial. Alternatively, best and worst case 
values can be used. Another alternative form of multiple one-way sensitivity analysis 
is to complete a threshold sensitivity analysis. Instead of varying each parameter by
a fixed amount, each parameter is varied to the extent where it changes the overall
result of the evaluation. Threshold sensitivity analysis shows how much a particular 
variable needs to change for example, to result in the intervention under evaluation
being no longer cost-effective for any patient or for all patients.
Regardless, it is important to justify the form of sensitivity analysis selected as

well as the choice of parameters included and, for sensitivity analyses other than 
threshold, the range over which these parameters are varied (Husereau et al. 2013). 
The results of sensitivity analyses are best presented in a table and also diagram-
matically, for example as a Tornado Diagram (Drummond et al. 2005).

 Reflections on the Research Agenda

Economic evaluation alongside N-of-1 trials is in its infancy. We conclude this
chapter by highlighting some of the key controversies and areas where future 
research is needed in order to progress the application of economic evaluation 
alongside N-of-1 trials and its relevance to decisions in practice.
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 Uptake of Economic Evaluation Alongside N-of-1 Trials  
by Healthcare Decision-Makers

Despite the potential of individual N-of-1 trials to optimize access to high cost inter-
ventions (Scuffham et al. 2008b), they do not appear to have been adopted to guide 
market access or subsidy decisions yet. Their role in this context is largely unex-
plored. Mixed methods research could investigate the feasibility and barriers to
implementation (Kravitz et al. 2009). It would also be useful to gain insights into the
relative merits of an individual level or cohort level analysis from N-of-1 trials as 
opposed to a traditional clinical trial, including the potential of N-of-1 trials to 
expand our understanding of the heterogeneity of treatment response and costs.
N-of-1 trials offer patients an approach to effective and cost-effective individualized 
medicine. Identifying the intervention that the patient has the greatest response to
enables the patient to make use of that intervention in the knowledge that it is effec-
tive for them. Moreover, this reduces wastage of scarce healthcare resources as the 
patient does not continue using an ineffective intervention for a protracted period 
until the clinician determines that there may be a better option; sometimes this can 
be months.

 Measuring the Value of Patient Involvement

Evaluations to date have considered only the tangible clinical and cost benefits asso-
ciated with N-of-1 trials. However, N-of-1 trials are closely aligned with the con-
ceptual framework of patient-centered health care (McMillan et al. 2013). As such, 
they are likely to provide intangible benefits that go beyond direct health outcomes
which are as yet not easy to measure. These benefits might include greater patient
involvement with their care and decision-making, an improved clinician-patient 
relationship, and a more holistic understanding of the trade-offs and patient prefer-
ences around the use of high cost interventions (Karnon and Qizilbash 2001). 
Moreover, as a consequence of its individualized focus, it is quite possible that the 
N-of-1 research method might of itself produce improvements in health (Karnon 
and Qizilbash 2001; McMillan et al. 2013). Mechanisms for measuring and valuing 
the broader benefits for patients and society associated with the delivery of N-of-1
trials need to be explored.

 Individual Patient Preferences

Arguably, the individualized nature of the N-of-1 trial and close involvement of 
patients in decision-making means the N-of-1 trial closely captures and accounts for 
individual patient treatment preferences in decision-making. This is aligned with 
previous attempts to describe improvements in health related quality of life at the 
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individual level (Ruta et al. 1994). It is also consistent with current endeavors to
establish methods for valuing the outcomes of health care using preference-based 
valuations of outcome at an individual level (Lancsar and Louviere 2008). However,
the concept of optimizing individual treatment preferences from health care raises 
several interesting considerations relevant to the underlying theories of health eco-
nomics. Conventional economic evaluation has evolved to evaluate “average” costs
and benefits across a relevant cohort, and importantly to value “average” benefits
based on the preferences of the general public (Scuffham et al. 2008a). It is argued
that this approach to valuation is closest to the ideal of valuing benefits from behind
a “veil of ignorance” (Rawls 1999), avoids potential bias due to patient self-interest, 
and allows the valuation to represent the preferences of all tax-payers who jointly
bear the opportunity cost of a funding decision (Robinson and Parkin 2002). From 
a normative perspective, making individual funding decisions based on the valua-
tion of individual patients as might occur in an N-of-1 trial is somewhat contradic-
tory to this approach.
A related point has been raised by Karnon and Qizilbash (2001). If patients real-

ize the outcome of the trial affects their treatment decision, and if they have a prefer-
ence for a specific treatment, there is the potential for gaming. This may not be
completely mitigated by strategies to avoid bias, such as randomization and blind-
ing. How then do we control for patient preferences to avoid bias? One potential
answer to this challenge might be borrowed from the literature on patient preference 
trials (Preference Collaborative Review Group 2008). Obtaining an indication of 
patient treatment preference before randomization, and controlling for this in any 
aggregate analysis, might mitigate any unintentional self-interest bias.

Nevertheless, despite these considerations relating to the use and valuation of 
individual treatment preferences, the benefits of understanding the range of
responses both clinically and economically to a treatment is an important advantage 
of the N-of-1 trial approach. This adds complexity to the data available to make
economic decisions, but may possibly add to the validity of the decisions made.

 Conclusion

This chapter has outlined the rationale, challenges and methodological consider-
ations for evaluating the economics of N-of-1 trials. The costs and effects for an 
individual in an N-of-1 trial are important to use to determine if the health benefits
are sufficient to justify any additional ongoing costs. This chapter describes the
approach to estimating the additional costs and health outcomes for individuals in 
an N-of-1 trial. The classification of costs, measurement of health outcomes, data
transformations such as converting costs and outcomes to present values through 
discounting are described. The statistical methods for data analysis, and making 
decisions based on the comparative effectiveness and costs are presented. Finally, 
some reflections on the research agenda to progress the methods of economic evalu-
ation alongside N-of-1 trials are outlined.
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    Chapter 14   
 Reporting N-of-1 Trials to Professional 
Audiences 

             Margaret     Sampson     ,     Larissa     Shamseer     , and     Sunita     Vohra    

    Abstract     Whether an N-of-1 trial is undertaken to inform a particular clinical deci-
sion or to test a hypothesis, publishing it in the professional literature may inform 
other clinical decisions and contribute to the research evidence base. A well-reported 
N-of-1 trial will provide the transparency needed for readers to critically appraise 
the work and determine if it is applicable to their situation. A well reported trial can 
be replicated and, once replicated, results can be aggregated to provide stronger and 
more compelling evidence. This chapter will consider how to describe the individ-
ual and aggregated data of N-of-1 trials for professional audiences. It describes in 
detail a reporting guideline for N-of-1 trials, CENT ( C onsort  E xtension for reporting 
 N -of-1  T rials). CENT provides a structured format to ensure that the main journal 
report is suffi ciently detailed that it can be critically appraised and replicated. As 
well, prospective registration of the trial and data deposit is discussed as means to 
further increase the transparency and completeness of reporting.  
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        Reporting Standards 

 Since the early 1990s, there have been concerted efforts to improve the complete-
ness and clarity of reporting of healthcare research (Moher  2009 ). Philosophically, 
making trial results available to a professional audience has been stated as an ethical 
imperative. The Declaration of Helsinki states that

  Researchers have a duty to make publicly available the results of their research on human 
subjects and are accountable for the completeness and accuracy of their reports. All parties 
should adhere to accepted guidelines for ethical reporting. Negative and inconclusive as 
well as positive results must be published or otherwise made publicly available. Sources of 
funding, institutional affi liations and confl icts of interest must be declared in the publica-
tion. Reports of research not in accordance with the principles of this Declaration should 
not be accepted for publication. Paragraph 36 (World Medical Association General 
Assembly  2013 ) 

   This requirement would clearly apply to N-of-1 trials with a research focus, but 
many have a clinical focus, being designed to inform particular clinical decisions. It 
seems likely that many of these clinically oriented trials are not shared in the profes-
sional literature (Price and Grimley Evans  2002 ). However, even in these cases, the 
Declaration encourages evaluation of safety and effi cacy and recommends that 
information be recorded and made publicly available (Paragraph 37). 

 Positive and negative results are equally important – reporting only successful 
trials, or only the successful outcome measures within trials, will result in a dis-
torted picture of the effi cacy of the intervention. Publication bias, that is, selective 
reporting of positive trials, has been extensively documented in the randomized 
controlled trial literature (Dwan et al.  2013 ); similar problems are likely to exist 
across the spectrum of health research, including in N-of-1 trials, perhaps to a larger 
degree due to fewer regulations and less monitoring. Increasingly, there is pressure 
from consumer, legal and professional sources to register trials and publicly report 
their results (Goldacre  2014 ; Lefebvre et al.  2013 ). Reporting guidelines assist in 
this. A reporting guideline is typically a consensus-based document, which provides 
authors with a minimum set of information that should be completely reported for a 
particular research design or design aspect (Moher et al.  2011 ). Importantly, report-
ing guidelines are not a judgment on the quality of the research (Moher  2009 ) 
although transparency in reporting by authors enables readers to better gauge the 
quality of the conduct and design of reported/published research. 

 Since the publication of the fi rst scientifi c article around 1665, the overall orga-
nization of articles has become more formal and less literary in style and, in the 
twentieth century, the IMRAD format of Introduction, Methods, Results and 
Discussion has been adopted in medicine, becoming dominant by approximately 
1965 (Sollaci  2004 ). The narrative or chronological approach persisted in abstracts 
until 1987 when the Annals of Internal Medicine introduced the structured abstract, 
but only for clinical trials (Huth  1987 ), with the aim of assisting readers in quickly 
judging the applicability and validity of fi ndings of an article to clinical practice 
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(Haynes et al.  1990 ). By 1993 the International Committee of Medical Journal 
Editors recommended the use of structured abstracts and, by 1995, nearly three- 
quarters of clinical trial reports listed in MEDLINE used that format (Nakayama 
et al.  2005 ). Structured abstracts are also known as “more informative abstracts” – 
MIAs (Haynes et al.  1990 ). 

 In keeping with the early intent of making these reports of trials easier to fi nd 
(Haynes et al.  1990 ), studies sponsored by the National Library of Medicine in 1995 
and 2011 demonstrated that articles that had structured abstracts indeed had more 
retrieval points (MeSH terms and text words) than MEDLINE records as a whole 
(Ripple et al.  2011 ). While studies considering only searchability by study design 
did not fi nd that structured abstracts helped (Wilczynski et al.  1995 ; Stevenson and 
Harrison  2009 ), such abstracts have been shown to improve reporting of study pop-
ulation, intervention and outcomes (Sharma and Harrison  2006 ), the elements that 
form the basis of structured clinical questions used to guide searches of the profes-
sional literature (Schardt et al.  2007 ). 

    CONSORT, CONSORT Extensions and Their Impact 

 Reporting guidelines are formalized extensions of these early efforts of IMRAD 
and structured abstracts. Among the fi rst guidelines was a proposal for the struc-
tured reporting of randomized trials in 1994 which quickly evolved into the 
Consolidated Standards of Reporting Trials (CONSORT) Statement in 1996, 
focusing on the reporting of parallel group randomized controlled trials (Begg 
et al.  1996 ). It has been revised twice, in 2001 (Moher et al.  2001 ,  2010a ; Schulz 
et al.  2010 ) adopted by over 600 biomedical journals and cited over 10,000 times. 
Reporting guidelines for other study designs soon followed, as did the adaptation 
of CONSORT to different types and aspects of trials; harms (Ioannidis et al.  2004 ) 
and non-pharmaceutical interventions (Boutron et al.  2008b ) as examples. Over 
200 reporting guidelines for a variety of research designs and types can be found 
in the EQUATOR (Enhanced Quality and Transparency of Reporting) Network 
Library (  www.equator-network.org    ). 

 In 2010, guidance for the developer of reporting guidelines was published by the 
EQUATOR Network (Moher et al.  2010b ). Its process was used to develop report-
ing guidance for N-of-1 trials and is described below. 

 In 2014, there were reporting standards that address particular study designs 
(e.g. randomized controlled trials, cohort studies, diagnostic studies, case reports), 
study type (e.g. quality improvement), or type of data (e.g. harms), with at least 90 
guidelines or standards in existence (Moher  2009 ). Reporting standards discussed 
in the chapter are shown in Table  14.1 . Research evidence has demonstrated that 
reporting standards do indeed increase the quality of reporting (Turner et al. 2012; 
Wen et al.  2008 ).
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       Evolution of the CONSORT Extension for N-of-1 Trials (CENT) 

 In 2006 a team led by Sunita Vohra of the University of Alberta, Canada, set out to 
examine all published reports of N-of-1 trials. Our objective was to ascertain the 
range of designs used to conduct N-of-1 trials; methods used in trial statistical anal-
ysis; and methods for combining data from a series of N-of-1 trials. While we later 
scaled back our efforts to focus on ABAB designs, we initially examined AB, ABA 
and ABAB approaches. What became clear quite early on, and was crystal clear 
after reading several hundred reports, was that it was very often diffi cult to tell what 
the investigators had done. We wanted to study the number of periods and pairs, the 
use of blinding, run-in and washout periods. We wanted to know the number of 
measurements per period, stopping criteria, types of outcome measures (e.g. subjec-
tive vs. objective, validated population-specifi c measures vs. patient- and symptom- 
specifi c measures) and methods for adverse event reporting. It was often not clear 
what the diagnosis was, and whether there were any concurrent conditions or thera-
pies. Often, the description was inadequate to assess if the comparator used was 
appropriate. One frequently had to read and re-read, looking for clues as to how 
many treatment periods were administered, in what sequence and how that sequence 
was determined. Partly because many of the reports were so diffi cult to unravel, we 
eventually realized that new studies were being published faster than we could 
screen them and extract the data. 

 Over a period of years, we concluded that a standardized method of reporting of 
N-of-1 trials, adapted from the CONSORT statement for randomized controlled 
trial (RCT) reports, could help investigators improve the quality and consistency of 
their N-of-1 trial reports. Based on this preliminary work, and with funding support 

    Table 14.1    Reporting guidelines abbreviations   

 CENT  CONSORT Extension for N-of-1 Trials (Vohra et al.  2015 ) 

 CONSORT  CONsolidated Standards Of Reporting Trials – revised (Schulz et al.  2010 ) 
 CONSORT 
extensions a  

 CONSORT for abstracts (Hopewell et al.  2008 ) 
 CONSORT for harms (Ioannidis et al.  2004 ) 
 CONSORT for non-pharmacologic treatment interventions (Boutron 
et al.  2008a ) 
 CONSORT PRO reporting of patient-reported outcomes in randomized 
trials (Calvert et al.  2013 ) 

 EQUATOR network  Enhancing the QUAlity and Transparency Of health Research (Morris 
 2008 ) 

 PRISMA  Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(Moher et al.  2009 ) 

 STRICTA  STandards for Reporting Interventions in Clinical Trials of 
Acupuncture – revised (MacPherson et al.  2010 ) 

 TIDieR  Template for Intervention Description and Replication (TIDieR) 
checklist and guide (Hoffmann et al.  2014 ) 

   a See the CONSORT web site at   http://www.consort-statement.org     for additional guidelines. This is 
a partial list and includes only reporting guidelines mentioned in this chapter  
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from a variety of agencies including the Canadian Institutes of Health Research, we 
developed the CONSORT Extension for N-of-1 Trials or CENT for short.  

    The Development of CENT 

 Following the process recommended by leaders of the EQUATOR group, (Moher 
et al.  2010b ) we continued the systematic review of design and reporting of N-of-1 
trials. We formalized an international steering committee of members with wide- 
ranging experience in clinical trial methodology and reporting guideline develop-
ment to lead the development of CENT. Members were Doug Altman, Nick 
Barrowman, Cecilia Bukutu, Gordon Guyatt, David Moher, Margaret Sampson, 
Robyn Tate, Larissa Shamseer and Sunita Vohra. We then went through a consensus 
building process, engaging a larger group of international experts, to determine 
which items were most important to report, at a minimum, in reports of N-of-1 tri-
als. This list of candidate items was drawn from our systematic reviews and from 
the items that make up the 2010 CONSORT checklist (Moher et al.  2011 ). The 
experts who participated were 56 individuals whose expertise variously included 
N-of-1 trials, biostatistics, clinical epidemiology and reporting guideline develop-
ment. Biomedical journal editors and health research funders were included in that 
group, as were practicing physicians who had been identifi ed as having been 
involved in N-of-1 trials. The consensus building included a two-round modifi ed 
Delphi process in which these experts were surveyed to reduce the list of candidate 
items, setting aside those considered less important (Jones and Hunter  1995 ). This 
was followed by a consensus meeting to fi nalize the essential concepts to be 
included. After the concepts were fi nalized, the steering group organized and refi ned 
the concepts into checklist items. This checklist was fi rst approved by meeting par-
ticipants then circulated to solicit feedback from those invited to the meeting but 
unable to attend. The details of this process are fully enumerated in the CENT state-
ment (Vohra et al.  2015 ). The steering committee then developed a supporting docu-
ment providing explanation and elaboration, with examples of good reporting, for 
each item on the checklist. This document is commonly known as the “E&E” 
(Shamseer et al.  2015 ).  

    How to Use CENT 

 There are two main tools to support those using the CENT guidelines. The fi rst is a 
checklist of 25 items, some with sub-elements that were determined to be the essen-
tial aspects of an N-of-1 trial to be reported. The checklist follows the IMRAD 
structure, so can be thought of as a detailed document outline. The checklist is avail-
able as part of the CENT statement (Vohra et al.  2015 ). The accompanying E&E 
gives the rationale for reporting each item (Shamseer et al.  2015 ). In some cases, 
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such as randomization and blinding, the purpose of describing the research proce-
dures is to allow the assessment of observer bias. In other cases, the purpose is to 
avoid bias in the interpretation of results, for example, by stating whether carryover 
effect or period effect was assessed. Some elements are needed so that meta- 
analysis, or aggregation across trials, is possible – these include reporting of mea-
sures of error and precision. Whatever the reason for inclusion in the checklist, the 
E&E explains the rationale and provides examples from published accounts of 
N-of-1 trials. 

 While most elements of the CENT checklist are intended for reports of both 
individual N-of-1 trials and series of N-of-1 trials, there is need for some nuanced 
reporting differences for some checklist items between these two types of reports 
and, where applicable to both individual and aggregated reports, examples are given 
of each type. 

 Fundamentally, detailed reporting of key elements of the methods and results for 
N-of-1 trials enables the reader’s assessment of the validity of the research and both 
the clinician’s and researcher’s optimal use of N-of-1 trial fi ndings, either in clinical 
care or future research. 

 Although reporting guidelines are not intended to dictate how a study should be 
designed and conducted, full reporting is easiest with forethought and planning. 
Thus, these two elements, the CENT checklist and the E&E, are helpful to the 
researcher in both protocol development and manuscript preparation once a trial (or 
series of trials) is complete. The CENT guidance can be used by journal editors and 
peer reviewers to assess the merits of a research report and request that gaps be 
fi lled. Many journals that have endorsed the CONSORT checklist require that 
authors provide a completed checklist, indicating the page number of each item in 
the manuscript when the manuscript is submitted for consideration (e.g. JAMA 
Instructions For Authors (JAMA  2014 )). Finally, post-publication, the user of the 
published article can critically appraise the work. 

 The rest of this chapter addresses how specifi c aspects of the N-of-1 trial should 
be reported and will draw heavily from the CENT statement (Vohra et al.  2015 ) and 
the CENT E&E (Shamseer et al.  2015 ). The reader may wish to keep the CENT 
checklist at hand while reading. All CONSORT extension checklists can be down-
loaded from the EQUATOR web site (  http://www.equator-network.org/    ).   

    Major Elements of Reporting 

 Reports of healthcare research usually follow the IMRAD format of introduction, 
methods, results and discussion, regardless of study design. Reporting guidelines 
can be thought of as an expanded table of contents of a report, with various subsec-
tions tailored to the design being reported. CONSORT is designed to optimize the 
reporting of parallel group trials and the CENT extension adds elements specifi c to 
the N-of-1 design. 
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    Writing the Title and Abstract 

 Main elements within CENT that differ from CONSORT begin with Item 1a, the 
title of the manuscript – it should identify as an “N-of-1 trial” in the title, and for a 
series, identify the design as “a series of N-of-1 trials”. The abstract should be a 
structured summary of trial design, methods, results and conclusions. Detailed 
guidance is available in Table  14.1  of the CENT E&E (Shamseer et al.  2015 ) as well 
as the CONSORT extension for abstracts, designed to cover both abstracts of jour-
nal articles and conference abstracts (Hopewell et al.  2008 ).  

    Writing the Introduction 

 Authors should state the scientifi c background, explain the rationale, including the 
rationale for using the N-of-1 design and state the specifi c objectives or hypotheses 
of the trial. It may be helpful to clarify whether the trial was done as research or as 
clinical care (Punja et al.  2014 ).  

    Writing the Methods Section 

 As would be expected, there are substantial differences in the methods section of an 
N-of-1 trial and a parallel group trial. In both cases, this section should describe the 
study design, the participants, interventions and outcomes. 

    Trial Design 

 For N-of-1 trials, authors would describe the planned number of periods and the 
duration of each period (including run-in and wash out, if applicable) with rationale. 
In addition, if the report describes a series of trials, authors should state whether and 
how the design was individualized to each participant, along with an explanation of 
the series design. 

 Throughout the report, and beginning with the trial design, any deviation from 
the planned design, such as a change in number or length of periods, should be 
described and explained. The reasons for the deviation may be important in inter-
preting the results.  

    Participant(s) 

 A description of the study participants is needed; readers should be able to clearly 
understand the diagnosis or disorder, the diagnostic criteria used and any co-mor-
bid conditions and concurrent therapies. For a series, an additional description of 
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the eligibility criteria for trial participation should be included; however the 
description of the actual trial participants should be reported in the results section. 
As well, the methods section should include a description of the settings and loca-
tions where data were collected and the dates defi ning the periods of recruitment 
and follow-up.  

    Interventions and Outcomes 

 The interventions for each period should be described in suffi cient detail to allow 
replication. The description should include how and when the interventions were 
actually administered. A strength of N-of-1 trials is that interventions can generally 
be tailored to meet a patient’s unique profi le, (Guyatt et al.  2000 ) and so the inter-
vention as tested needs to be fully and clearly described. Several other CONSORT 
extensions are available that can guide reporting of herbal interventions (Gagnier 
et al.  2006 ), acupuncture (MacPherson et al.  2010 ) and non-pharmacological treat-
ments (Boutron et al.  2008b ). In addition, detailed guidance on effectively describ-
ing interventions can be found in the TIDieR – the Template for Intervention 
Description and Replication Checklist and Guide (Hoffmann et al.  2014 ). 

 Measurement properties, that is, validity and reliability, of outcome assessment 
tools are needed. Any changes made to the selection of trial outcomes and measure-
ment instruments after the trial commenced should be stated and reasons for the 
change explained. Supplemental guidance on patient-reported outcomes is available 
through CONSORT PRO (Calvert et al.  2013 ). 

 Population, intervention, comparison and outcome are the classic elements of a 
clinical query. At this stage of the report preparation, authors should refl ect on 
whether they have given a suffi ciently clear description of these elements so that the 
report can be found by a search of those essential parameters. Although sources 
such as PubMed do not allow readers to search the full text of articles, a good 
description will enable indexers to assign useful subject headings and thereby make 
the article easier to fi nd.  

    Sample Size, Randomization, Blinding 

 Also included in the methods section are the more technical elements of the design – 
sample size, allocation concealment, randomization, blinding and statistical meth-
ods – all of which need to be described in enough detail to permit critical appraisal 
and replication. 

 In discussing these elements, it is helpful to keep in mind that reporting guide-
lines address reporting – they are not prescriptive regarding how a trial should be 
conducted, therefore they do not mandate that a trial should or should not be ran-
domized or blinded. CENT takes no position on whether statistical analysis is 
appropriate for N-of-1 designs. However, for each of these aspects, the report should 
make clear what was done. In N-of-1 trials, randomization refers to the random 
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assignment of a patient to a treatment within a pair or block of a pre-specifi ed size. 
Thus, for randomization, the reader needs to know whether the order of treatment 
periods was randomized and, if so, the method used to generate allocation sequence. 
Equally, if a counterbalanced design is employed so that treatment order (e.g., AB 
or BA) is systematically alternated (e.g., ABBA or BAAB), this should be reported. 
Whatever approach is selected, the mechanism used to determine the order of treat-
ments should be described by authors, along with the rationale. 

 Further, when applicable, the mechanism used to generate the randomization 
sequence should be described in enough detail to enable readers to gauge whether 
the method used was robust. The unit of randomization, such as within a pair or 
block, or if treatments were simply alternated after randomly assigning the starting 
treatment, should be reported. If blocking was used, the block size should be 
reported as well as whether the size was fi xed or randomly decided. 

 Following the description of how the sequence of periods was determined, the 
full intended sequence of periods needs to be stated. For series of N-of-1 trials, 
where the sequence is different for each individual trial, it may not be possible to 
report the planned sequence for each trial in the text. Sequences for each individual 
trial may instead be included as an appendix. 

 While there are considerable differences in randomization between parallel 
group and N-of-1 trials, allocation concealment and blinding are similar. Allocation 
concealment, that is, any steps taken to conceal the sequence until interventions 
were assigned, should be described. As part of this description, authors may need to 
describe the mechanism used to implement the sequence (such as sequentially num-
bered containers), who generated the sequence, who enrolled participants and who 
assigned participants to interventions. Allocation concealment may be one of the 
more poorly understood aspects of trial design and conduct and is often confused 
with randomization or blinding. Interestingly, a recent systematic review looking at 
completeness of reporting of RCTs found that allocation concealment was reported 
adequately twice as often in RCTs in CONSORT-endorsing journals than in non- 
endorsing journals. This was the biggest gain of the 27 outcomes assessed (Turner 
et al. 2012). It may be useful at this point to remember that the E&E provides 
examples of real life reporting for all elements in the checklist, including allocation 
concealment (Shamseer et al.  2015 ). 

 As with randomization, blinding may not occur in all N-of-1 trials. But, if blind-
ing was used, it should be clear who was blinded after assignment to interventions 
(for example, participants, care providers, those assessing outcomes) and how this 
was done. If relevant, authors should describe the similarity of the intervention 
under investigation and the control or comparison condition.  

    Analytic Methods 

 Analytic methods for N-of-1 may include two broad types of approaches: visual 
analysis and statistical analysis. There is some difference of opinion as to which 
approach is preferable, thus authors should state which approach to analysis they 
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used (if not both) and the reasons. In line with recommendations made by the 
International Committee for Medical Journal Editors (ICMJE) and the CONSORT 
group, analytical methods should be described “with enough detail to enable a 
knowledgeable reader with access to the original data to verify the reported results” 
(International Committee of Medical Journal Editors  1997 ). 

 Many N-of-1 trial authors provide a visual representation of the data which 
allows readers to inspect the slope, variability and patterns of the data and the over-
all reliability and consistency of treatment effects (Gage and Lewis  2013 ; Horner 
et al.  2012 ). Analytic aids such as a line of best fi t may sometimes be used to facili-
tate interpretation of visually presented data. If such analysis was done, authors 
should describe how and why it was carried out. 

 For a series of N-of-1 trials, methods of any quantitative synthesis of individual 
trial data should be described fully, including subgroup analyses, adjusted analyses 
and how heterogeneity between participants was assessed. Authors may fi nd it help-
ful to consult the PRISMA Statement for specifi c guidance on reporting syntheses 
of multiple trials (Moher et al.  2009 ).  

    Ethics 

 Finally, authors should include a statement in the methods section about the research 
ethics status of the N-of-1 trial. If the N-of-1 trial was undertaken solely to better 
manage an individual’s treatment, i.e. as a form of enhanced clinical assessment, 
then the trial may not require institutional ethics review board oversight (Punja et al. 
 2014 ; Mahon et al.  1995 ; Irwig et al.  1995 ). Whether the report represents an under-
taking under the auspices of research or clinical care should be made clear and if it 
is research, the report should cite the institutional ethics board that reviewed and 
approved the research study (Punja et al.  2014 ).   

    Writing the Results Section 

 Moving on to the results section, the main elements to be described are recruitment, 
participant fl ow, baseline data, numbers analyzed, the estimated effect size and its 
precision (such as 95 % confi dence interval) for each primary and secondary out-
come, results of ancillary analysis and fi nally harms. Thus, the results section 
accounts for the fl ow of the trial as well as the participant outcomes. While symp-
tom data are certainly going to be the core of any N-of-1 trial report, that data cannot 
be interpreted in isolation. 

 The results section should begin with a clear account of the number and sequence 
of periods completed and any changes from the original plan and the reasons for 
those changes. If the report describes a series of N-of-1 trials, the number of partici-
pants who were enrolled, assigned to interventions and analyzed for the primary 
outcome should be described. Any losses or exclusion of participants after treat-
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ment assignment should be accounted for. Whether or not any periods were stopped 
early and whether or not the trial was stopped early should be reported and any early 
stopping should be explained. 

 A diagram showing the fl ow of participants through the trial is strongly recom-
mended. This will be similar to the fl ow diagram recommended by the CONSORT 
statement and an example from an N-of-1 series is presented in the CENT E&E and 
reproduced here (Fig.  14.1 ) (Shamseer et al.  2015 ).

   Following the description of the trial fl ow, a table showing baseline demographic 
and clinical characteristics for trial participants is needed. 

 This brings us to the heart of the results section: reporting the results for the 
outcomes of interest. This includes stating the estimated effect size (i.e. the magni-
tude of change in outcome for one treatment compared to another) and its precision 
(e.g. 95 % confi dence interval) for each primary and secondary outcome. For binary 
outcomes, presentation of both absolute and relative effect sizes is recommended. In 
addition, for a series of N-of-1 trials where a quantitative synthesis was performed, 
group estimates of effect and precision for each primary and secondary outcome 
should be stated. 

 Since N-of-1 trials consist of repeated periods, and sometimes multiple outcome 
measurements within periods, authors may fi rst summarize and present data for 
each treatment before estimating effect size. 

 In addition to a table or text containing this information, authors may also pres-
ent it in the form of a simple graph, plotting each outcome over time, distinguishing 

  Fig. 14.1    Example of participant fl ow diagram from an N-of-1 series       
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treatment and comparator. One possible trial pictorial an individual trial is 
presented in the CENT E&E and reproduced here (Fig.  14.2 ) (Shamseer et al. 
 2015 ). Outcome data are plotted on the y-axis with unit of time (days, weeks, etc.) 
along the x-axis with vertical lines or some other distinction (e.g. shading) separat-
ing treatment periods and pairs or treatment blocks. All trial outcomes may be 
presented together in one graph (using distinguishing plot points) or in individual 
graphs for each outcome.

   For a series, authors may wish to plot outcome data for multiple participants on 
a single graph or provide individual trial pictorials, in an appendix if necessary. 
Small multiples can be a very effective way to present such data (Tufte  1990 ). 

 It is diffi cult to estimate true differences between treatments by visual assess-
ment alone or with just raw or summary data for each period/treatment. As such, we 
strongly encourage authors to also report the effect size for each primary and 
secondary outcome and each estimate should be accompanied by a measure of 
precision (i.e. 95 % confi dence interval). 

 Authors should be explicit about what comparisons were made - between data 
for each period within a pair or treatment block, between data for each treatment 
(i.e. combined periods within a block) within a block, or between each treatment 
overall (i.e. combined periods and blocks). A diagram is suggested. Authors should 
also be explicit about assumptions and adjustments made to account for period or 
carry over effect. For instance, authors should report whether a carry over effect was 
explored and how it was accounted for in the analysis. 

 In a series of N-of-1 trials, effect estimates may be calculated for each individual 
trial or individual data may be pooled into a group estimate (akin to a meta- analysis). 
If the former, authors may wish to present analyses for all participants in one fi gure. 

 Authors are encouraged to provide all raw data for an individual or series of tri-
als, possibly in an appendix, consistent with the current movement in parallel-group 

  Fig. 14.2    Example of a trial pictorial showing outcome over time for an N-of-1 trial       
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trials (Donegan et al.  2013 ). Making individual patient data available may facilitate 
future inclusion of N-of-1 trials in meta-analyses (i.e., using individual patient data) 
(Riley et al.  2010 ). Where the nature of the data is such that presenting all data 
points is prohibitive, authors are encouraged to consider data deposition, discussed 
later in this chapter. 

 Results should be reported for all planned primary and secondary end points, and 
for all participants, not just for analyses that were statistically signifi cant or interest-
ing. Selective reporting of outcomes within population-based RCTs is a widespread 
and serious problem (Chan et al.  2004 ) although it is, in many cases, unintentional 
(Smyth et al.  2011 ). Trial registration has made selective reporting easier to detect, 
although it has not eliminated it (Huić et al.  2011 ). 

 Results of any other analyses performed, including assessment of carryover 
effects, period effects and intra-subject correlation, should be reported. Where a 
series of N-of-1 trials is reported, results of any sub-group analysis that was done 
should be reported. 

 All harms or unintended effects for each intervention should be described. If no 
harms were observed, this should be stated. Without such a statement the reader 
cannot determine if the treatment was free of unintended effects or if the authors 
have simply not reported on this important aspect of trial outcomes. Specifi c guid-
ance for reporting harms associated with trials is available in CONSORT for harms 
(Ioannidis et al.  2004 ).  

    Writing the Discussion 

 The discussion section, like the introduction, follows the same format for N-of-1 
trials as for parallel group trials. Authors should discuss limitations of the study, 
generalizability of the fi ndings and interpretation of the fi ndings (balancing benefi ts 
and harms) taking into consideration other relevant evidence.  

    Supplemental Information 

 Finally, some supplemental information is recommended for full transparency; the 
registration number and name of the trial registry used and where the full protocol 
can be accessed. Sources of funding and other support should be described. The 
level of involvement by a funder and their infl uence on the design, conduct, analysis 
and reporting of a trial should also be described. If the funder had no such involve-
ment, the authors should state that. Any other sources of support, such as supply of 
materials and any role of these in the analysis of data and writing of the manuscript 
should be reported (Moher et al.  2010b ).   
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    Trial Registration, Protocol and Data Deposit: Pieces 
of the Puzzle 

 Greatest transparency is achieved when a trial is prospectively registered in a public 
registry and the protocol made available, sometimes through publication. An exam-
ple is the protocol for an aggregated series of N-of-1 trials of pilocarpine drops to 
help dry mouth in palliative care patients (Nikles et al.  2013 ). This protocol is pub-
lished in an open access journal and the article cites the Australia and New Zealand 
Clinical Trial Registry Number assigned when the trial was registered. This enables 
interested readers to compare the outcomes that were to be assessed and the analy-
ses that were planned with those reported for the completed trial. 

 The Declaration of Helsinki states, “Every research study involving human sub-
jects must be registered in a publicly accessible database before recruitment of the 
fi rst subject” (Paragraph 35, World Medical Association General Assembly  2013 ). 
Further, “the design and performance of each research study involving human subjects 
must be clearly described and justifi ed in a research protocol” (Paragraph 22). N-of-1 
trials can be registered in registers such as ClinicalTrials.gov or in other national 
trials registries. Most registries have no costs associated with their use and are 
intended to have at least summary results deposited on completion of the trial. 

 The objective of trial registries is to make known what trials have been con-
ducted and what they measured and to promote public availability of trial results 
without either entire studies or certain outcomes being kept from view. However, 
registration alone is not enough to prevent selective outcome reporting or analysis 
reporting in registered trials (Dwan et al.  2011 ,  2013 ), although it makes it easier to 
detect (Norris et al.  2014 ). 

 The AllTrials Manifesto calls for registration, summary reporting of primary and 
secondary outcomes within a year of trial completion and full reports made public – 
redacting only narrative details of adverse events and any other patient identifying 
material (AllTrials Campaign  2013 ). AllTrials is an initiative of Sense About 
Science, Bad Science, BMJ, James Lind Initiative, the Centre for Evidence-based 
Medicine, PLOS, the Cochrane Collaboration and in the US Dartmouth’s Geisel 
School of Medicine and the Dartmouth Institute for Health Policy & Clinical 
Practice. Its objective is to ensure that all trials are registered and published and that 
the reports that are made available to regulators are also made available to other 
scientists (Goldacre  2014 ). Such availability opens science to greater scrutiny and 
provides a richer research base, expanding the potential for collaboration and ensur-
ing that the same study is not unknowingly conducted twice (House of Commons 
Science and Technology Committee  2013 ). Although recognizing the opportunities 
afforded by such data sharing, the AllTrials Manifesto stops short of calling for 
individual patient data to be made publicly available (AllTrials Campaign  2013 ). 

 AllTrials has this to say of trials that have not been reported, or in some cases 
never registered; “Information on what was done and what was found in these trials 
could be lost forever to doctors and researchers, leading to bad treatment decisions, 
missed opportunities for good medicine, and trials being repeated.” 
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 Funders or universities may oblige investigators to deposit their data (Science.
gc.ca  2011 ) and some journals may require authors to share their data on request 
(Hrynaszkiewicz et al.  2010 ). There are several options for doing this. Many 
universities have institutional repositories, which can archive dissertations, pub-
lications and, increasingly, data sets. Public repositories exist, often focused in 
particular disciplines (Science.gc.ca  2011 ). These include Global Biodiversity 
Information Facility (Edwards  2004 ), GenBank (Anon  2013 ), and Dryad, a 
repository specializing in data sets supporting published, peer reviewed articles 
in bioscience (Hrynaszkiewicz and Cockerill  2012 ). Closest at hand for authors, 
journals will often have the facility to make supplemental information available 
online. When depositing data with a journal, the author should consider whether 
assignment of copyright for the article would also apply to the accompanying 
material. It is interesting to note that, generally, a fact cannot be copyrighted, and 
so data sets, as collections of facts, do not warrant the same inherent intellectual 
property protection that a creative work such as a journal article would 
(Hrynaszkiewicz and Cockerill  2012 ). A creative commons copyright option can 
allow for re-use of the data. The CC BY license allows unrestricted use, distribu-
tion and reproduction in any medium, provided the original work is properly 
cited (Creative Commons  2014 ). A CC0 license places the data set entirely in the 
public domain (Creative Commons  2014 ), and has been recommended for bio-
medical datasets associated with journal articles (Hrynaszkiewicz and Cockerill 
 2012 ). 

 A benefi t of data deposit with the journal is that there will be a direct link from 
the article to the associated data and that the data will become available when the 
article is published, but not before. However, repositories such as Dryad will pro-
vide a DOI – digital object identifi er – that can be published in the article, effec-
tively providing such a link (American Psychological Association  2012 ), as well as 
placing an embargo on the dataset until the publication of the associated article. It 
should be noted that there is widespread agreement from journal editors that such 
deposit does not constitute prior publication (Krleza-Jerić and Lemmens  2009 ). 

 Data fi les should be in a generic format such as a comma delimitated CSV text 
fi le format rather than the proprietary format of a statistical analysis package. As 
well, documentation of the variables and their coding should be made available 
(Hrynaszkiewicz and Cockerill  2012 ). 

 In making datasets publically available, confi dentiality of the study participants 
must be assured and some data preparation will be required to provide or confi rm 
de-identifi cation. De-identifi cation must follow all regulatory requirements, such as 
the Health Insurance Portability and Accountability Act (HIPAA) in the United 
States, and must consider both direct and direct identifi ers. Indirect identifi ers are 
those that could potentially identify a participant when used in combination 
(Hrynaszkiewicz et al.  2010 ). 

 The need for de-identifi cation may present particular challenges for data deposit 
for N-of-1 trials. For situations where research participants have highly stigmatized 
conditions, such as human immunodefi ciency virus infection, or have a rare condi-
tion which is itself identifying, the privacy risk may be too great to warrant data 
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deposit (El Emam et al.  2012 ) although some do advocate for data sharing as neces-
sary to advance the treatment of rare diseases (Pleticha  2014 ). In datasets that are to 
be publicly available, rather than available to those with certain credentials, and 
which contain data for small numbers of participants, the risk of re-identifi cation is 
considered high (El Emam  2008 ). The privacy afforded by removing identifying 
information from the dataset will be entirely undone if the information supplied in 
the manuscript concerning location of the research or characteristics of the partici-
pants can be easily collated with dataset elements to re-identify those participants. 
When there is any doubt about the protection of the research participant, authors 
should discuss the data release with their institutional review board (Hrynaszkiewicz 
et al.  2010 ). 

 Clearly data deposit must be planned in advance. Research participants must be 
informed in the consent process and data management planned to ensure it can be 
de-identifi ed and fully documented without substantial additional effort.  

    Conclusion 

 A full report of clinical data to professional audiences will include trial registration, 
a publicly available protocol, journal publication of methods and results without 
bias toward positive fi ndings as well as public deposit of the anonymized clinical 
data. The journal article is the core of this reporting as it is often the only product of 
a research study that is available to the public, with the other elements ensuring full 
transparency and data reusability for a research study overall. CENT provides a 
structured format to ensure that the main journal report is suffi ciently detailed that 
it can be critically appraised and replicated.     
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    Chapter 15   
 Single Patient Open Trials (SPOTs) 

             Jane     Smith     ,     Michael     Yelland     , and     Christopher     Del Mar    

    Abstract     Single patient open trials (SPOTs) are nearly identical to standard trials of 
treatment. The added essential ingredient is a set of symptoms (commonly arrived at 
by negotiation between clinician and patient) to monitor (the  outcome measures ). 
This means they lie somewhere in between formal N-of-1 trials and totally informal 
trials of treatment in terms of rigour. SPOTs are accordingly less demanding to 
arrange (for both the patient and clinician) than N–of-1 trials, but they require consid-
erably more effort and commitment than casual trials of treatment. This chapter 
defi nes and describes the rationale for SPOTs, discusses when and why they could be 
used, as well as their limitations, and describes outcome measures and analysis. As 
well as describing the use of SPOTs in clinical contexts, it covers the extra consider-
ations required when using SPOTs in research. Several examples of the practical 
application of SPOTs are given, some with the resulting data. It is anticipated that the 
examples may be adapted to enable other clinicians and their patients to perform their 
own SPOTs to validate other medical interventions in the context of the individual.  

  Keywords     Ethics   •   Experimental   •   General practitioners   •   Informed consent   • 
  Outcome assessment (treatment outcome)   •   Patient centred outcome research   • 
  Placebo effect   •   Protocol   •   Research design   •   Single patient open trials (SPOTs)   • 
  Trials of treatment  

        J.   Smith        MBBS, FRACGP. Grad Dip FM, MHS, FAICD  (*) • 
   C.   Del Mar  ,    MD, Bsc, MBBS,FRACGP, FAFPHM  
  Bond University ,   Gold Coast ,  QLD ,  Australia   
 e-mail: jsmith@bond.edu.au; cdelmar@bond.edu.au   

    M.   Yelland    ,    MBBS, Ph.D., FRACGP, FAFMM. Grad Dip Musculoskeletal Med  
  School of Medicine ,  Griffi th University and Menzies Health Institute , 
  Gold Coast ,  QLD ,  Australia   
 e-mail: m.yelland@griffi th.edu.au  

mailto:jsmith@bond.edu.au
mailto:cdelmar@bond.edu.au
mailto:m.yelland@griffith.edu.au


196

        Where the Notion Came From 

 We dedicate this chapter to Professor Charles Bridges-Webb (Brown  2010 ). He 
was interested in N-of-1 trials as a means to increase the research exposure of 
general practitioners (GPs), and recognised the diffi culty of creating placebo for 
them. He suggested we run the trials open rather than blinded: we could still 
document and quantify symptoms with time, comparing alternative treatment 
periods (e.g. “Drug a” vs. “Drug b”), or comparing treatment with “Drug a” to 
nothing.  

    The Current Clinical Status Quo: ‘Trial of Treatment’ 

 GPs are drawn to pragmatic approaches. One of these is the therapeutic trial (“trial 
of treatment”), a well-established practical tool for deciding if a treatment is going 
to be useful: the patient is asked to ‘try’ the treatment, and report back if the symp-
toms are helped or not. This enables a long term treatment plan to be formulated. 
This approach has three weaknesses. 

 Firstly both the placebo effect and the regression-to-mean effects are likely to 
play a large role. The placebo effect is well known. Patients are likely to  expect  that 
their symptoms will feel better if offered a new, possibly expensive, treatment pre-
sented with hope and perhaps a list of the dangers of this new treatment (perhaps the 
reason why it hadn’t been contemplated until now). The expectations may well 
become experiences (Howick et al.  2013 ). 

 Secondly regression-to-the-mean, which is less well understood as a statistical 
phenomenon (Bland and Altman  1994 ), has important clinical effects. In this set-
ting, because patients tend to seek help when fl uctuating symptoms are at their 
worst, then just the passage of time will result in those symptoms settling. Symptoms 
that increase and decrease in severity with time will tend to ‘regress’ towards the 
average severity, after re-measuring any outlier measurement. This means that any 
new treatment adopted can too easily be assumed to the cause of any improvement 
in a  post hoc, ergo propter hoc  fallacy. 

 Finally, the vagueness of the outcome of patients’ symptoms means that any 
placebo and regression-to-the-mean effects may become amplifi ed. One of the 
strengths of randomised trials (including N-of-1 trials) is that great care is taken 
to identify  outcome measures  – in this case, symptoms to follow with time. 
Otherwise our all-too-human characteristics of over-estimating causal effects 
mean that we tend to focus on symptom components that improve, and neglect 
those that do not (or even get worse) if they do not conform to the expected benefi t 
pattern.  
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    What Is a Single Patient Open Trial (SPOT)? 

 Single patient open trials (SPOTs) are nearly identical to trials of treatment. The 
added essential ingredient is a (commonly arrived at) set of symptoms to monitor 
(the  outcome measure ). This means they lie somewhere in between formal N-of-1 
trials and totally informal trials of treatment in terms of rigour. SPOTs are accord-
ingly less demanding to arrange (for both the patient and clinician) than N of 1 tri-
als, but they require considerably more effort and commitment than casual trials of 
treatment. 

 SPOTs have several essential components (see Box  15.1 ). 
  In summary, SPOTs provide a framework and methodology for evaluating the 

patient response in single patients in practice using patient centred outcomes to 
assess the extent of benefi t of any given treatment in an individual.  

    Why Do We Need SPOTs? 

 SPOTs can help in situations in which there is uncertainty about two or more treat-
ment options – in exactly the same way that N-of-1 trials can help. 

 Why should there be uncertainty? One could argue that we have the whole edi-
fi ce of evidence-based medicine (EBM) to help direct us to the most effective treat-
ment. This is true, and for many decisions, we can go to trials for the best available 
evidence to help us choose the most effective, with the least cost (in terms of adverse 
effects, as well as fi nancial cost). 

  Box 15.1: Essential Components of SPOTs 
     1.    They have the purpose of choosing the best of two (or possibly more) man-

agement options for a single patient;   
   2.    Each of these options is clearly defi ned, and reproducible;   
   3.    The treatment options may be alternated several times depending on the 

patient preferences to allow comparison of the symptoms experienced 
between each time period;   

   4.    There is a ‘washout’ period between each treatment period to reduce any 
lagging treatment effect contaminating the next treatment time period.   

   5.    Patients record their symptoms as objectively as possible to allow 
comparisons.   

   6.    At the end of the SPOT, clinician and patient make a decision about the 
benefi ts and adverse effects and decide which treatment to continue with.     
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 However there are some situations in which  individual variation  plays an impor-
tant role. Individual patients vary in their response to some treatments: what is 
effective for one patient may not be effective for another. This is presumably because 
of different genetically determined biochemical differences in metabolism. Usually 
this is not elucidated, and we have to resort to this form of empirical testing. One 
day, we may be able to undertake specifi c tests in individual patients to decide 
whether they will respond to a certain drug or not. 

 A well-known example of such a clinical situation is that of the disease of 
 osteoarthritis of the joints, and the possible alternatives of paracetamol (acetamino-
phen) or non-steroidal anti-infl ammatory drugs (NSAIDs). The conundrum facing 
the prescribing clinician is which of these two different classes to use. Paracetamol 
is generally regarded as much safer than the NSAIDs, which cause gastro-intestinal 
bleeding, fl uid retention and a higher risk of cardiovascular events such as myocar-
dial infarction. This means that most primary care doctors will start patients on 
paracetamol fi rst. If this does not control the pain and stiffness, then consider step-
ping up to one of the NSAIDs, perhaps employing a trial of treatment to do so. 
However we know that less than half of patients will respond to NSAIDs (March 
et al.  1994 ). The rest will be exposed to the extra risk with no benefi t. How can we 
decide which group the patient in front of us belongs to? 

 The best method of course would be an N-of-1 trial (March et al.  1994 ). However, 
this is beyond most clinicians (especially in primary care, where this decision is 
faced most commonly). A less rigorous method is a trial of therapy, for the reasons 
outlined above. 

 SPOTs then become a second-best (but much more accessible) method.  

    When Should a SPOT Be Considered? 

 SPOTs can help make clinical decisions when patient and clinician are uncertain 
about the best of two or more different treatment options. 

 Firstly there needs to be a willingness of both clinician and patient to recognise 
the uncertainty, and join together to answer the question. If either have a strong view 
about the effi cacy of one of the choices (that is, therapeutic equivalence does not 
exist), then this is not a suitable option. Both must be prepared to expend the extra 
effort in collecting the data and attempting to interpret it later, and the patient (par-
ticularly) to endure periods of time using what might turn out to be the less effective 
treatment option. 

 Secondly the disease state must be stable, and unlikely to spontaneously resolve. 
This means that SPOTs are limited to chronic conditions with persistent symptoms 
(or possibly other markers of disease, such as blood pressure, or glycolated haemo-
globin [HbA1c]). However it does not matter if these symptoms fl uctuate (it just 
means the SPOT might have to take place over a longer time).  
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    SPOTs and Patient Centered Outcomes 

 SPOTs are by their nature a way of practicing  patient-centred  medicine. Patient- 
centeredness is a process of focusing the centre of the consultation on the patient as 
a person rather than the collection of disease within. Consulting in a patient centred 
way leads to the identifi cation of patient centred outcomes. Its contrast is with the 
‘disease-centred’, or the ‘bio-medical approach’, all too often a throwback to earlier 
medical school teaching, Table  15.1 . Its fundamental precept is that optimal care 
can only be delivered by understanding the fears, concerns and expectations of the 
patient (Stewart  1995 ).

   The SPOT process requires a doctor-patient discussion that explores the patient’s 
perspective on their illness. Some of its key components can be listed (Stewart 
 2005 ):

•    Exploring the problems presented from both the patient’s, as well as the disease, 
viewpoint  

•   Understanding the whole person  
•   Finding common ground  
•   Improving the patient-doctor relationship  
•   Being realistic.    

 It is only possible to undertake a SPOT if clinician and patient can communicate effec-
tively: they need to choose and agree on a patient centred outcome to use. This process is 
called  shared decision-making  (Barry and Edgman-Levitan  2012 ; Yelland and Schluter 
 2006 ) – the extension of patient centeredness to management and treatment. The impor-
tance of patient centeredness and shared decision-making are teased out below.  

    Conventional Therapeutic Approach Compared to SPOT 

 Traditional thinking about therapy focuses on whether patients adhere to or comply 
with treatments. This is a top-down, paternalistic approach. In contrast, SPOTs 
elicit the patient’s preferences as part of the process. This means that patients may 

   Table 15.1    Comparison of disease centred versus patient-centred management of SPOT processes   

 SPOT processes 
 Disease-centred/bio- medical 
questions  Patient-centred questions 

 Implementation  Will the patient adhere/comply?  Does the patient like the treatment 
enough to use it? 

 Effi cacy  Symptom and or disease control  Does it address the patient’s concerns? 
 Drug response?  Is this a placebo effect?  Does the patient feel better? 
 Safety  Are there adverse effects?  Are (any) unwanted effects or safety 

risks enough to outweigh (any) benefi ts? 
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be more likely to continue the treatment if they are instrumental in gathering data 
for its evaluation on themselves, and rate it better than the alternative. 

 However it should be pointed out that there is little empirical evidence for this 
effect. Ideally this research question will be addressed in the future.  

    Limitations of SPOTs 

 There are problems with SPOTs. The most important, discussed above, is that the 
patient is not blind to which treatment they are using at each time period. It is too 
easy to attribute to a treatment incorrectly, effects that are in fact coming from either 
a placebo response or regression to the mean. 

 Although SPOTs may be more patient-centred than N-of-1 trials, the level of 
evidence they provide on the effectiveness of treatments is lower due to the method-
ological differences highlighted in Table  15.2 .

   Some of these shortcomings can be partly mitigated by a focus on making the 
outcome as robust as possible. The vague outcomes (e.g. “feeling better”; “sleeping 
better”) that are tolerated in informal trials of treatment, are often too subjective to 
be effective. The identifi cation of an objective-enough outcome to measure, that still 
has meaning to the patient, may be challenging, and may require careful probing 
during the consultation (perhaps extending over more than one).  

    Conditions and Treatments That Are Suitable for SPOTs 

 SPOTs are not suitable for all patients and all conditions – the condition must be 
stable and long standing enough to be able to measure the effects of the interven-
tions over a reasonable period with minimal variation attributable to natural history. 
The patient needs to have suffi cient interest in their condition and its optimum 

   Table 15.2    Comparison of SPOT and N-of-1 methodology   

 N-of-1  SPOT 

 Research 
method 

 Randomisation of treatment periods for 
treatment, placebo control, and/or comparator 
 Blinding of patient and doctor to treatments 
 Precision from use of three or more crossovers 

 No randomisation 
 No placebo control 
 No blinding 
 One or more crossovers 

 Timelines  Pre-specifi ed protocol controlled treatment 
crossovers 

 Patient controlled: doctor and 
patient agreed 

 Outcome 
measures 

 Validated measures of effect  Patient and clinician agree on 
outcomes to be measured 

 Analysis  Positive result determined by evidence on 
minimum clinically important differences 

 Positive result defi ned by doctor 
and patient, preferably a priori 
 Less certain result 
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treatment to be actively involved in its planning and execution. Systematically 
recording outcomes over a considerable period is not a trivial impost. 

 Clearly there must be two or more potentially effective treatments to compare. 
One option may also be no treatment. Remember that an adverse effect from a 
 treatment may be the focus of the SPOT, and this is just as valid a reason as the 
benefi cial response of a treatment. 

 Several examples of potential SPOTs are given in Table  15.3 .

       Outcome Measures 

    What to Measure 

 The indicator or outcome needs to be clear, quite specifi c, and refl ect what is 
most important to the patient. Then this choice must be agreed. The more the 
outcome is relevant to the patient, the more likely they will be interested enough 
to document their responses e.g. level of pain, mobility, unwanted fatigue or 
other drug side effects. Outcome measures may include both subjective (e.g. 
patient reported outcomes) and objective (e.g. respiratory function tests). The 
number of measures should be kept to the minimum required to achieve the aims 
of the SPOT.  

    How to Measure it 

 In addition to what outcome to measure, the GP and patient need to agree on a 
means to measure the outcome, and how to document the response. Symptoms or 
other measurements can be measured and documented. Examples are: pain (quanti-
fi ed as points on a 0–10 numerical scale); blood glucose (absolute value); and blood 
pressure self-measurements (absolute value).  

   Table 15.3    Examples of conditions and treatments suitable for SPOTs   

 Condition  Comparison treatments 

 Acne vulgaris  Topical benzoyl peroxide vs. topical clincamycin 
 Asthma  Montelukast vs. inhaled corticosteroid 
 Chronic osteoarthritis of the knee  NSAID vs. paracetamol 
 Insomnia  Valerian vs. camomile tea 
 Leg cramps  Oral magnesium orotate vs. oral calcium carbonate 
 Premenstrual syndrome  Vitex agnus castus vs. sertraline 
 Tension headache  Oral magnesium vs. no treatment 
 Vomiting in infancy  Avoiding dairy products or normal diet in 

breastfeeding mother 
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    Documenting the Outcome 

 There are many recording techniques for outcome measurement. Examples include: 
manually entering information in a written or electronic diary format; and by using 
advanced technology available in smart phone apps to provide both automatic mea-
surements and simultaneous storage on smart phones. 

    Using Apps as Measuring Tools 

 There are an abundance of apps for all sorts of things including measurement of 
exercise, diet, heart rate, sleep and mental health, available free or at a small cost. 
Their functionality and their usefulness to the SPOT process varies; just how much 
they have to offer depends on both their appeal to an individual patient and if what 
they measure fi ts with the chosen outcome/s to be measured. 

 This means that if heart rate is an issue for patient and clinician, then an App 
such as “Instant Heart rate” can be used to measure and record pulse rate at specifi ed 
times. Alternatively if sleep or mood is the issue, then there are Apps to record these 
values too. See Table  15.4  for examples of these.

        When to Measure, and for How Long 

 The frequency and duration of monitoring need to be agreed between patient and 
doctor. Just how often it is practical or realistic to measure, as well as how long for 
(e.g. twice a day for 2 weeks; or once a day for 1 month) will depend on the patient’s 
interest and attitude. Greater scientifi c rigour is more likely to be obtained by 
repeated cycles of treatment versus comparator and/or no treatment exposures. 
Example  2  (p. 206) refers to 3 cycles of 4 weeks each. It is important to adjust 
around the predicted length of drug washout periods, and any expected delays in the 
onset of action of each medication (to avoid misinterpretation of carryover effects). 

   Table 15.4    Examples of Apps with potential to be used in SPOTs   

 Feature  Name of app  Measures  Cost 

 Physical activity  Ride with MapMyRide 
 Run with MapMyRun 
 Walk with MapMyWalk 

 Distance, (+/−speed) and 
kilojoules burnt 

 Free 
 Free 
 Free 

 Diet  Australian Calorie counter 
easy diet diary 

 Energy content of food as kJ  Free 

 Pulse  Instant Heart Rate  Pulse rate  Free 
 Mental health  Anxiety 

 iSelfhelp mental health test 
 iMoodJournal 

 GAD-7 anxiety scale 
 Depression score 
 Mood score (out of 10) 

 Free 
 Free 
 $0.99 

 Sleep  Sleep Time  Length and quality of sleep  Free 
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 Symptoms subject to more fl uctuation will need more data to off-set the greater 
uncertainty.   

    Analysing the Results 

 Ideally the analysis of the results of SPOTs is both simple and meaningful for 
patient as well as clinician. This means simple enough to be undertaken without 
statistical training. Apps used for data collection could be designed to do some of 
these simple calculations. Descriptive results are usually fairly simple to understand 
and may just be tallied, e.g. ‘treatment A was preferred over treatment B in two 
cycles and no preference was expressed in the third cycle’. 

 In fact the analysis of SPOTs could be as complicated as for N-of-1 trials (see 
Chap.   12    ). However in SPOTs more emphasis is placed on the individual patient’s 
interpretation of the data, and less on what is signifi cant (either at the  statistical  or 
 minimum clinically important difference  level). 

 Deciding what is a statistically signifi cant difference between the time periods of 
an N-of-1 trial or SPOT is often diffi cult. Some outcomes may be already well- 
defi ned by existing clinical guidelines, for example blood pressure targets for dia-
betics. For some quantitative outcomes, minimum clinically important differences 
can be found in the clinical research literature, but these are essentially a statistical 
construct based on a comparison of change scores over time with the patients’ 
global impression of change for a series of patients (Copay et al.  2007 ). What 
patients regard as a worthwhile change in their clinical status can vary widely. For 
example in chronic low back pain, this can vary from 1 % to 100 % for reductions 
in pain and in disability (Yelland and Schluter  2006 ). 

 Ideally the threshold for a worthwhile difference in response to the treatments in 
question should be decided in consultation with the patient  before  the SPOT com-
mences to avoid the  post hoc, ergo propter hoc  fallacy. This also fi ts in well with the 
patient-centred approach of the SPOT. 

 For SPOTs with more than one outcome, a more complex process will be needed 
to make conclusions about differences in effectiveness of treatments. What is the 
relative value of each outcome medically and to the patient? Should all outcomes be 
weighted equally or does one take precedence over another? Are the benefi ts of 
treatments outweighed by their adverse effects? Ultimately it may be diffi cult to 
make a defi nitive statement about results of a SPOT and it may be more appropriate 
to make a statement describing the fi ndings for each outcome. 

 The extent to which the conclusions from SPOTs will infl uence decisions about 
future management is unknown at present and should be a priority topic in future 
research about SPOTs. However it seems a reasonable hypothesis that involving the 
patient in all stages of the SPOT process from design to data collection to decisions 
about the results and conclusions, will give them a sense of ownership that may help 
them to adhere better to management decisions than through the conventional infor-
mal trial of treatment.  
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    What About Research? 

 Up to now, this chapter has been written with clinical care in mind. However SPOTS 
can be used in research just as N-of-1 trials can. 

 They can be used in two ways:

    1.    SPOTs as single ‘case reports’. These tend to be hypothesis-generating rather 
than providing any generalizable information to predict how future patients may 
be managed;   

   2.    A series of SPOTs. These are more able to be generalised to future patients, as in 
“what can be expected from patients presenting with equipoise about X treat-
ment for Y disease…”.     

 There are extra considerations for the use of SPOTs as a research tool. 

    Informed Consent 

 Of course patients offer informed consent when taking part in a clinical 
SPOT. However its provision is implicit and assumed. After all, if they decide they 
do not want to participate or continue, they simply stop. 

 However in research that is to be published, informed consent must be explicit 
and signed. Many journals require this as part of ethical approval before agreeing to 
publish research. (The same goes even for simple case-reports). 

 In order for this to happen, there must be  ethical approval , and a detailed  proto-
col  which sets out what is intended to happen.  

    Ethical Approval 

 If using a SPOT to guide clinical care of a patient, ethics approval is not required on 
the assumption that the patient’s best interests are served. A patient’s implied con-
sent is adequate. 

 To prepare an ethics approval application (which can be submitted to a university 
or professional college institutional ethics committee), there is a need to set out for 
both future patients and the committee what is intended. This will need to include 
all the features required by ethics committees (see Chapter 11).  

    Protocols 

 A formal protocol is not essential for use in therapeutic SPOTs (although it is a good 
idea to document what is intended in the patient’s clinical record). 
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 However for research, then a protocol is mandatory, if only for

    1.    The ethics application and   
   2.    (In modifi ed form as) an information sheet for the patient (as almost certainly 

required for ethics approval).     

 A written protocol specifi es instructions for both doctor and patient, and allows 
ideas to develop greater clarity even when the SPOT will be done to assess the indi-
vidual patient response. It may well additionally improve shared understanding. 

 The protocol should contain the following elements:

    1.    A brief literature search. This should detail any information about   
   2.    What the best evidence shows about the effi cacy and safety (associated adverse 

effects) of the intervention   
   3.    What individual variation in response is documented   
   4.    The method; what will be done? How? When? In particular think about each of 

the following:   
   5.    Patients suitable for the SPOT   
   6.    Treatment   
   7.    Comparator   
   8.    Outcome (what will be selected, how it will be measured, recorded and so on).      

 SPOT Example 1 
 “I want you to prescribe me testosterone.” 

 The patient was hunched and ready for confl ict from the consulting room 
chair. 

 “I have looked it up on the web,” he continued, “and I am sure it will make 
me feel better”. 

 “If you don’t give it to me, I’ll get something illegally,” he added. 
 The GP re-checked his patient records. Of course he had no indication for 

supplemental testosterone. The GP began to gingerly explore the reasons for 
this 62 year old’s odd request, suspecting some sexual problem, perhaps erec-
tile dysfunction. 

 To his surprise the patient’s concerns were not sexual. Rather they focussed 
on fatigue, or what he called ‘energy levels’. He was not able to get out on the 
golf course as much as he used to, although he was able to keep on top of work 
(which was offi ce work). Surfi ng on the Web he had found sites that suggested 
to him that testosterone would be effective. 

 The GP carefully went through his own misgivings. There was evidence 
that testosterone could invoke increased risk from a number of factors, princi-
pally thromboembolism. He would be prescribing it off-label for an unortho-
dox indication. 

(continued)
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 On the other hand, the patient had clearly indicated that he was determined 
to obtain testosterone (or perhaps something even worse), and the GP thought 
he might do more good by supplying it and monitoring him. 

 So he proposed a SPOT. He agreed to prescribe the testosterone if the 
patient would agree to take it for alternate months (he said he thought it would 
‘work in a week or two’), and monitor some measure of ‘energy level’. This 
took some negotiation. They both fi nally agreed on the number of:

    1.    times he entered the golf course per week;   
   2.    days he felt energetic per week.     

 The patient entered the information into a diary, and both agreed he would 
return in 1 month for his fi rst follow-up visit (after using the testosterone for 
a month). 

 At that consultation he said he had decided to give it up. It had made no 
difference to his energy levels, which was clear when he stood back to look at 
his diary (which was highly variable, anyway). 

 Whether or not this needed a SPOT to arrive at this decision is hard to 
know. The GP felt sure it avoided a confrontation between an ardent patient 
and reluctant prescriber, and the process of recording symptoms may have 
helped the patient realise that he was not going to dramatically improve his 
health with a single simple intervention. 

SPOT Example 1 (continued)

  SPOT Example 2 
 Jason was a 34 year old male accountant who came to see the GP for his 
chronic low back pain present since doing some heavy lifting over 3 years 
previously. Over this time the pain had spread up into his mid thoracic 
spine and out into both gluteal muscles. It was aggravated by activities such 
as lifting, ten-pin bowling and cycling but also by sitting and sleeping. 
After 8 h sleep he would wake with signifi cant pain, stiffness and muscle 
spasm, causing great diffi culties in straightening up. It took 3 h to ease in 
the morning with light activity. He got partial relief from osteopathy and 
massage and from over-the-counter anti-infl ammatory medications taken 
intermittently. He had been investigated for an infl ammatory cause with an 
ESR, CRP and HLA B27 genotyping, but all these tests were negative. A 
recent spinal MRI had shown early degenerative changes in his lumbar 
discs and facet joints, but no hallmarks of infl ammation. There was a mod-
erate restriction of lumbar fl exion, but other spinal movements were normal 

(continued)
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and he had mild tenderness throughout his lumbar and lower thoracic 
spines, but not over his sacro-iliac joints. There were no peripheral signs of 
infl ammatory joint disease. 

 Despite the negative investigations, the GP made a provisional diagnosis 
of sero-negative spondylo-arthropathy, and asked him to take 15 mg of 
meloxicam daily for 3 weeks. He returned enthusiastically reporting that he 
noticed considerable benefi t after 1 week, with his morning pain reducing 
from 6/10 previously to 2–3/10. He had resumed roller-blading and was able 
to play with his children again without restriction. This seemed to support 
the GP’s suspicion of infl ammation, but given the implications of taking anti- 
infl ammatory medication in the long term, the GP suggested a SPOT com-
paring meloxicam with no medication. Spurred on by his initial response and 
his analytical nature, Jason readily agreed to give this a try, even with the 
proviso that it would take 12 weeks to give a solid result. This was the time-
frame for N-of −1 trials comparing celecoxib with paracetamol for osteoar-
thritis that the GP had previously managed in a research capacity. They had 
three 4-week cycles comprising blinded, randomised periods of 2 weeks on 
celecoxib and 2 weeks on paracetamol. Patients kept detailed diaries of fi ve 
outcomes, some of which were daily, for the 12 weeks – quite an undertak-
ing. The simplifi ed adaptation of this involved alternating fortnights of 15 mg 
of meloxicam with fortnights of no medication, measuring average weekly 
morning and afternoon pain and stiffness at the end of each period. This pro-
tocol avoided the wash-in and wash-out periods for medication and made the 
recording processes less onerous than in an N-of-1 trial. The results are 
shown in Table  15.5     . 

SPOT Example 2 (continued)

    Table 15.5    SPOT example 2 Low back pain and meloxicam   

 Time  2 weeks  2 weeks  2 weeks  2 weeks  2 weeks  2 weeks 

 No 
medication 

 Meloxicam 
15 mg/day 

 No 
medication 

 Meloxicam 
15 mg daily 

 No 
medication 

 Meloxicam 
15 mg/day 

 Symptom 
 Pain on 
waking 

 7–8  4  5–6  3–4  7  4 

 Pain at 
5 pm 

 3–4  1  2–3  0–1  3  1–2 

 Stiffness 
on waking 

 7–8  5  6  4  8  5 

 Stiffness 
at 5 pm 

 2–3  6  1–2  0–1  2–3  1 
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  Doctor and patient discussed the pattern in his response of noticeably reduced pain 
and stiffness when on meloxicam with return of the same within several days of 
ceasing it. 

 Note that there was no statistical analysis – just a visual inspection of the results 
(Table  15.5 ) for patterns. Not captured by his recorded outcomes was an increased 
ability to exercise and play with his children during the periods on meloxicam. This 
was an important outcome to him and one, in retrospect, that should have been 
included. On the strength of his experience with this SPOT, Jason was keen to con-
tinue the meloxicam (under the cover of a proton pump inhibitor for gastric 
protection). 

 SPOT Example 3: Use of App 
    “I don’t want to stop HRT because I’m worried that I won’t sleep well without 

it.”  
  Sandy was a 56 year old lady who had been on combined oestrogen/proges-

terone transdermal patches for 8 years. Treatment was originally started to 
relieve hot fl ushes and sweats. These had long since abated, but she thought 
that it helped with sleep too. Sandy was the single mother of two adoles-
cent males and held a mentally demanding job with a high level of respon-
sibility. She was concerned that her quality of sleep may deteriorate 
without the HRT.  

  The rest of the consultation did not uncover any other reasons why she may 
benefi t from continued use of HRT.  

  Sandy was agreeable to a SPOT and to downloading the “Sleep Time” App 
which records duration of sleep, light and deep sleep, as well as sleep 
effi ciency.  

  We agreed to 1 month of recording on treatment followed by 1 month of 
recording off treatment.  

  Contrary to expectations the App showed that the average duration and qual-
ity of sleep was not better on HRT (Table  15.6 ). As a consequence Sandy 
decided to stop using the HRT.     

   Table 15.6    SPOT sleep quality using HRT or not   

 Sleep – mean values  4 weeks on HRT  4 weeks off HRT 

 Duration  6.52 h  7.20 h 
 Ratio of deep to light sleep  80 %  82 % 

J. Smith et al.
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       Conclusion 

 In conclusion, what SPOT methodology lacks in rigor is compensated for by its ease 
of use in the workplace. SPOT research can never eliminate the placebo response. 
But SPOTs can arguably claim the top spot in patient centred research, both in treat-
ment outcomes and patient consent. In this territory SPOT is a useful tool and pla-
cebo response is welcomed.     
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Chapter 16
Systematic Review and Meta-analysis Using 
N-of-1 Trials

Kerrie Mengersen, James M. McGree, and Christopher H. Schmid

Abstract This chapter discusses issues and approaches related to systematic review 
and meta-analysis of N-of-1 trials. Some basic guidelines and methods are described 
in this chapter. Some important steps in a systematic review of these types of trials 
are discussed in detail. This is followed by a detailed description of meta-analytic 
methods, spanning both frequentist and Bayesian techniques. A previously under-
taken meta-analysis of a comparison of treatments for fibromyalgia syndrome is 
discussed with some sample size considerations. This is further elaborated on 
through a discussion on the statistical power of studies through a comparison of 
treatments for chronic pain. The chapter concludes with some final thoughts about 
the aggregation of evidence from individual N-of-1 trials.

Keywords Bayesian methods • Fixed effects models • Inclusion criteria • Meta-
analysis • N-of-1 trials • Random effect models • Review question • Sample size •
Statistical power • Systematic review

 Introduction

An N-of-1 trial is a prospective observational study of a participant who is individu-
ally exposed to different treatments over time. It is also known as a single-patient
trial, multiple crossover trial, or a form of single case design (Dallery and Raiff
2014) since the experimental evaluation occurs within the patient. The treatments
applied to the patient are often randomized, replicated within the individual, and 
blinded. A principal attraction of N-of-1 trials is that they provide estimates of treat-
ment effects on individuals, as opposed to average treatment effects obtained from 
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randomized controlled clinical trials, and have therefore been promoted as poten-
tially useful for the individualization of medicine (Lillie et al. 2011; Duan et al. 
2013). A comprehensive description of these types of trials is provided by Kravitz 
et al. (2014a) while Dallery et al. (2013) provide examples of other disciplines
including psychology and occupational therapy where such designs have generated 
evidenced-based practices.

Although a trial can comprise a single individual, they commonly comprise mul-
tiple individuals. The multiple subjects designs allow for evaluation and comparison 
of treatments both within and across individuals. That is, the data from the individu-
als can be statistically combined to provide individual treatment-effect estimates 
which ‘borrow strength’ across other similar patients, and also provide average 
treatment effects. In a similar manner, evidence can be combined among different
N-of-1 trials conducted with different groups of patients. These combinations can 
be performed through systematic reviews and meta-analysis.

Systematic reviews provide a framework for consistent evaluation of studies 
undertaken for the purpose of addressing a common scientific question, where ‘sci-
entific’ is used here in a broad sense and covers medicine, science, social science, 
environment and ecology, finance and economics, and so on. Systematic reviews are 
endemic in medical research and are often a compulsory component of evidence- 
based medicine. They are also becoming standard practice in other fields; see, for 
example, the guidelines for systematic reviews and meta-analysis in ecology and
evolution detailed in Koricheva et al. (2013).

Meta-analysis is the quantitative combination of statistical estimates from a col-
lection of studies, where these are often compiled as part of a systematic review. 
The methodology employed for meta-analysis depends on a range of statistical con-
siderations as well as the aim of the meta-analysis itself. There is a large literature 
on meta-analysis, particularly in the field of clinical medicine and health. The pur-
pose of this chapter is to discuss the way in which evidence from N-of-1 trials can 
be used for systematic reviews and meta-analysis. The process of conducting a sys-
tematic review is discussed in section “Systematic Reviews of N-of-1 Trials” and of 
undertaking a meta-analysis in section “Meta-analysis of N-of-1 Trials”. Sample 
size considerations are discussed in section “Meta-analysis Modelling Decisions”. 
The chapter concludes with a general discussion and directions for future research.

 Systematic Reviews of N-of-1 Trials

No matter how well a systematic review or meta-analysis is conducted, poor quality 
evidence in the individual trials included in the meta-analysis leads to interpreta-
tions and conclusions that are at best unable to say anything of value, and at worst 
highly misleading. The process of undertaking a systematic review has been well 
documented for clinical studies through the Cochrane Collaboration; see, for exam-
ple, the Cochrane Handbook Systematic Reviews of Interventions (Higgins and
Green 2008) which provide detailed recommendations on procedures for defining 
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the review question, developing criteria for including studies, searching for studies, 
collecting data, and assessing risk of bias in included studies, among other issues. 
These steps are depicted in Fig. 16.1. Other fields have also developed guidelines; 
see, for example, Chaps. 4 and 5 in Koricheva et al. (2013) which deal with search-
ing literature, criteria for selection of studies, and extraction and critical appraisal
of data.

Below we discuss the application of the first two steps depicted in Fig. 16.1, 
which are most relevant for systematic reviews of N-of-1 trials.

 Define the Review Question

As with all meta-analyses, the review question must be clearly and specifically 
defined. It must be sufficiently specific to allow the combined results to be interpre-
table, yet sufficiently broad to allow for a sufficient number of studies to be included 
in the analysis.

In formulating the review question, one can reflect upon the suggestions of
Zucker et al. (2010) in regards to the type of studies N-of-1 trials are best applied to. 
These are:

• The condition must be chronic and stable.
• The interventions must be symptomatic (not permanently changing the condition 

status).
• The interventions need to have appropriate on/off kinetics to limit possible car-

ryover and period effects.

 Develop Criteria for Including Studies

Because N-of-1 trials are individually tailored to a single patient, the criteria for 
inclusion of studies will to some extent be specific to the problem. However, there
are common considerations that will apply to most, if not all, reviews:

1. Define 
the review 
question

2. Develop 
criteria for 
including 
studies

3. Search 
for studies

4. Collect 
data

5. Assess 
risk of bias 
in included 

studies

Fig. 16.1 Selected steps in a systematic review
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 1. The studies must be relevant to the review question.
 2. The studies must be of sufficiently high quality to merit inclusion in the review.
 3. The studies must report sufficient information to enable key characteristics to be 

extracted for the review.

Steps 1 and 3 are relatively straightforward. Step 2 requires consideration of five 
key characteristics of N-of-1 trial quality, as indicated in Table 16.1.

A brief discussion of these considerations is given below. Further details are
found in other chapters in this book.

 Why Was an N-of-1 Design Chosen?

What Was the Motivation for This Study?

A scientific study is often proposed when there is substantial uncertainty about the 
answer to a question of interest. Clinical trials are often proposed when the question 
of interest is a comparison of the effectiveness of specified treatments. Most trials
are constructed to learn about the average treatment effect across a group of indi-
viduals receiving a treatment. An N-of-1 trial is often proposed when interest is 
focused on the efficacy of treatment for a single individual, in order to make a clini-
cal decision.

It is useful to understand the background and motivation of the trial. For exam-
ple, is the scientific study motivated by a general lack of knowledge, or because 

Table 16.1 Five key characteristics in assessing N-of-1 studies

Key characteristics

1. Why was an N-of-1 design chosen?

What was the motivation for this study? √
Why was this design selected? √

2. Was the trial well designed?

Was the design appropriate for an N-of-1 trial? √
Were other potential biases and confounders addressed in the design? √

3. Was the study appropriately conducted?

Was the study conducted according to the design? √
 What potential biases and confounders were induced in the conduct of the study, and 

how were these addressed?
√

4. Was the trial correctly analyzed?

Were appropriate statistical methods used for the analysis of the data? √
Were potential biases and confounders addressed in the statistical analysis? √
Was the statistical analysis sufficiently comprehensive and interpretable? √

5. Were the analyses correctly reported?

Was the statistical analysis adequately reported? √
 Were the conclusions of the study appropriate given the study design, conduct and 

analysis?
√
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there is conflict regarding existing evidence, or because the available evidence is
possibly not relevant to the particular question? Is the clinical trial based on a set of
well defined treatments, and are the measures used in the study clinically accepted?

It is useful to learn who was involved in developing the study. Kravitz et al.
(2014b) argues that a successful N-of-1 trial requires a close collaboration between 
the patient and the clinician.

Why Was This Design Selected?

A study should provide justification of the use of this design as opposed to alterna-
tives, such as the gold-standard randomized parallel group trial.

Kravitz et al. (2014b) provide a detailed exposition of the reasons why such a
design might be selected. In summary, an N-of-1 trial is most useful:

• When there is substantial variation in treatment outcomes within the individual, 
and when interest focuses on these treatment outcomes for the individual;

• If the variation in treatment effects across patients cannot be easily predicted
from available prognostic factors but is anticipated to be substantial;

• If the outcome of interest is chronic, stable or slowly progressive and is either
symptomatic or is associated with a valid biomarker;

• If the outcome is rare, so that there is little other evidence of treatment effect;
• If the treatments have relatively rapid onset and washout; and
• If the treatment regime is relatively straightforward.

 Was the Trial Well Designed?

Was the Design Appropriate for an N-of-1 Trial?

The design of an N-of-1 trial requires careful consideration (Kravitz et al. 2014b; 
Schmid and Duan 2014). These trials are subject to usual study design issues such 
as randomization, replication, blocking, the choice of outcomes, the scale of the 
outcomes (continuous, categorical or count data). They are also subject to other 
specific issues, including the design of crossovers, time-dependent confounders 
and changes over time independent of treatment, carryover of treatment effects 
from one period into the next, auto-correlation of measurements and premature
end-of- treatment periods.

Kravitz et al. (2014b) describe five important characteristics of a well-designed 
N-of-1 trial: balanced sequence assignment, repetition, washout and run-in, blind-
ing, and systematic outcomes measurement. Schmid and Duan (2014) reiterate 
these design principles, identifying in particular four considerations: randomization 
and counterbalancing, replication and blocking, the number of crossovers needed to 
optimize statistical power, adaptation, and the choice of outcomes of interest to the 
patient and clinician.
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Balanced sequence assignment aims to ensure that the estimates of treatment 
effects within an individual will not affected by time-dependent confounders. 
This can be achieved by randomization of treatment periods or by careful experi-
mental design. While randomization aims to achieve balance when averaged over 
a large number of blocks, individuals or trials, counterbalancing aims to achieve 
exact or nearly exact balance in each individual. A counterbalanced design takes
the form of an ABBA or BAAB sequence of treatments so that the treatments do 
not always appear in the same order (e.g., ABAB) and are not related to a time 
sequence (e.g., AABB).

Replication of treatments ensures that treatment effects are not confounded with 
other factors. These factors can be due to the individual, such as random changes in 
diet, the environment, such as changes in weather, or treatment-related, such as 
random variation in the outcomes being measured in the trial. The number of mea-
surements taken on an individual depends on the number of treatment periods, the 
length of each period and the frequency of measurements per period. These choices, 
and the corresponding allocation of measurements, will depend on practical consid-
erations, but it should also ensure that adequate estimates of within- and between- 
treatment variation (and between-individual variation in multiple N-of-1 trials) can 
be obtained for the statistical analysis. Blocking is a form of repetition or replication 
within the individual, with a systematic allocation of treatments chosen to protect 
against, systematic, time-dependent and random variation. Treatments are random-
ized or counterbalanced in small groups such as of size two or four. The additional 
balance induced by blocking also reduces adverse consequences of early termina-
tion from the trial.

Overall, Schmid and Duan (2014) recommend a blocked design for N-of-1 trials, 
potentially combined with counterbalancing if there is good information on the 
most important potential confounding factors (such as the linear time trend) and if 
the total number of blocks is small (e.g. less than four). Otherwise blocking with 
randomization is recommended.

A wash-out period separates the active treatment periods in an individual, and 
can be used to mitigate the effect of sequential treatments. A run-in period occurs 
between enrolment of the individual and randomization of the treatments and can be 
used to monitor patients’ baseline outcomes. The pros and cons of washout periods 
are discussed by Kravitz et al. (2014a).

A blinded study prevents the clinician, subject (patient, participant), and/or eval-
uator (person taking the measurements) from knowing the assignment sequence. 
This is an established scientific study protocol aimed at preventing potential con-
scious or unconscious bias. Schmid and Duan (2014) describe various reasons why 
bias might arise in these types of studies. Although blinding is not always feasible, 
studies that do not adopt it should carefully justify their choice and describe how 
potential biases were mitigated and/or accommodated in the statistical analysis.

An adaptive trial allows the design to be modified during the course of the trial 
to improve efficiency or resolve problems in its design or conduct. Adaptive trials 
are now well accepted and have been demonstrated to be very powerful in detecting 
treatment effects and comparisons more quickly and efficiently. However, the 
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 adaptation rules need to be developed before the trial commences and potential 
biases need to be mitigated by strategies such as blinding.

Finally, systematic outcomes measurement refers to the identification of what 
data to collect and how to collect them. Kravitz et al. (2014b) describe the process 
of identifying outcome domains, indicators or measures of those domains, and data 
collection. Whereas other clinical trial designs typically select a primary measure of 
interest and design the trial around this, N-of-1 trials focus on the outcomes of 
importance to the individual patient and his or her clinician. These will often be 
analyzed separately, but can be combined in some form of index or composite mea-
sure. While this offers substantial flexibility and the possibility of more effectively
answering the aims of the trial stakeholders, it is important to verify the acceptabil-
ity, reliability, validity and relevance of selected measures. Importantly, do they
provide comprehensive coverage of the question of interest and do they measure 
what they are intended to measure? A range of data types and sources, ranging from
surveys to mobile devices, is potentially available for use in N-in-1 trials. The cho-
sen observations, which will form the trial statistics, must be adequate estimators of 
the measure of interest, both clinically and statistically. A preferred estimator, and 
corresponding statistic, is one that is accepted in the literature and is unbiased and 
consistent. That is, it can used for comparative purposes in a systematic review or 
meta-analysis, if it accurately estimates the target measure and the precision of the 
estimate improves as the sample size increases.

An extract of the checklist developed by Schmid and Duan (2014) for assessing 
the design of an N-of-1 trial is reproduced in Table 16.2.

Were Other Potential Biases and Confounders Addressed in the Design?

The design principles described above are intended to avoid a range of well- 
recognized potential biases and confounders in an N-of-1 trial. Other biases and 
confounders can arise in these studies. Often these are situation-specific. 
Consideration of potential issues in the trial design that may impact on the statistical 
estimates is important if these trials and corresponding estimates are to be included 
in systematic reviews and meta-analyses.

 Was the Study Appropriately Conducted?

Was the Study Conducted According to the Design?

The typical N-of-1 trial is based on an individual design developed between trial 
stakeholders, typically a clinician and a patient. The stakeholders therefore have an 
invested interest in conducting the study according to the agreed design: it is likely 
to be practically achievable and to answer questions of direct interest. However, 
there are always variations between intent and execution, i.e. between trial design
and conduct. It is important that these differences are documented.
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One important issue raised by Schmid and Duan (2014) is data collection. While 
the motivation of patients to participate in an N-of-1 trial may reduce the problem 
of missing data, the complexity of the design, multiplicity of outcome measures and
lack of easy access to standard data acquisition tools such as forms and software can 
increase the problem. This needs more careful attention in these types of trials than 
in more standard randomized controlled trials for which the infrastructure, data col-
lection rules and mechanisms, and trial support are more widely established.

Table 16.2 Checklist for design of N-of-1 trials (Adapted from Schmid and Duan (2014))

Guideline Consideration

Balance treatment assignment 
across conditions, using either 
randomization or 
counterbalancing, along with 
blocking

Design needs to eliminate or mitigate potential 
confounding effects such as time trend
Pros and cons of randomization versus counterbalancing 
need to be considered carefully and selected appropriately. 
Counterbalancing is more effective if there is good 
information on a critical confounding effect, for example,
linear time trend. Randomization is more robust against
unknown sources of confounding
Blocking helps mitigate potential confounding with time 
trend, especially when early termination occurs

Blind treatment assignment when 
feasible

Blinding of patients and clinicians, to the extent feasible, is
particularly important for N-of-1 trials, especially with 
self-reported outcomes, when it is deemed necessary to 
eliminate or mitigate nonspecific effects ancillary to 
treatment
Some nonspecific effects might continue beyond the end of 
trial within the individual patient, and therefore should be 
considered part of the treatment effect instead of a source 
of confounding

Use appropriate measures to deal
with potential bias due to 
carryover and slow onset effects

A washout period is commonly used to mitigate carryover 
effect. Adverse interaction among treatments being 
compared indicates the need for a washout period
Absence of active treatment during a washout period might 
pose an ethical dilemma and diminish user acceptance for 
active control trials
Washout does not deal with slow onset of new treatment 
and might actually extend duration of transition between
treatment conditions
Analytic methods can be useful for dealing with carryover 
and slow onset effects when repeated assessments are 
available

Perform multiple assessments 
within treatment periods

This increases the precision of estimated treatment effect 
and facilitates analytic approaches to address carryover or 
slow onset effects
The cost and respondent burden need to be taken into 
consideration in decisions regarding frequency of 
assessments

Consider adaptive trial designs 
and sequential stopping rules

These can help improve trial efficiency and reduce 
patients’ exposure to the inferior treatment condition
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What Potential Biases and Confounders Were Induced in the Conduct
of the Study, and How Were These Addressed?

Unplanned and unexpected events during the course of a trial can induce poten-
tial biases and confounders. Examples of these include unexpected termination
of the study, missing data not at random, unplanned changes in patient charac-
teristics relevant to the study and unplanned external influences on the trial.
These need to be carefully evaluated with respect to their potential influence on
the trial analysis and results. If the impact is substantial, the trial should be
adapted or terminated.

 Was the Trial Correctly Analyzed?

Were Appropriate Statistical Methods Used for the Analysis of the Data?

Most N-of-1 trials published to date have used graphical comparisons, a statistical
cutoff or a clinical significance cutoff to compare treatments (Gabler et al. 2011). 
Graphical and statistical summaries are always helpful in the preliminary analysis
of data, and they can often facilitate inferences if the study design is simple and the 
results are clear. However, models are often important.

Schmid and Duan (2014) provides details of the statistical methods used for 
analysis of individual participant data from N-of-1 trials. These methods are repre-
sented as a decision tree in Fig. 12.1.

Were Potential Biases and Confounders Addressed in the Statistical Analysis?

As indicated in Fig. 12.1, many analyses ignore both time-related effects and the 
fact that the measurements in an N-of-1 trial are correlated. Correlation between 
measurements within periods, and carryover effects between treatment periods, can 
be accounted for using established time series methods, such as autoregressive 
models and dynamic models. The models can also account for time. Depending on 
the nature of the time dependence, this can be achieved by indexing time within
treatment period and/or by indexing treatment periods within blocks.

Was the Statistical Analysis Sufficiently Comprehensive and Interpretable?

As argued by Schmid and Duan (2014), a Bayesian model is better able to describe 
the complexities of an N-of-1 trial described above, compared with a standard fre-
quentist model, because it is more modular in structure, can include prior informa-
tion about treatment differences or measurement errors and biases, and can 
incorporate different sources and types of information more easily. Moreover, a
Bayesian analysis provides more valuable inferences than a standard frequentist 
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analysis, because the posterior probability resulting from the Bayesian analysis is 
more interpretable and able to deliver a richer set of results than the p-value that is 
typically reported from a frequentist analysis. The posterior probability allows 
stakeholders to obtain a wide range of relevant estimates, comparisons and proba-
bilities, with corresponding statements about the uncertainty of these values. These 
can be for a composite outcome value or for multiple outcomes, where the latter are 
described by joint posterior probability distributions. Schmid and Duan (Schmid 
and Duan 2014) provide examples of the types of outputs and inferences that can be
obtained from a Bayesian analysis, including the probability that one treatment is 
superior to another treatment, probabilistic ranking of multiple treatments, the prob-
ability that the treatment effect is at least as large as a certain clinically important 
size, and so on.

A Bayesian analysis of the individual N-of-1 trial also allows a more streamlined 
analysis of multiple N-of-1 trials, as described in section “Meta-analysis Modelling
Decisions”.

 Was the Trial Correctly Reported?

Was the Statistical Analysis Adequately Reported?

Adequate reporting of statistical results is an acknowledged problem in most studies 
and can arise because of ignorance on the part of the authors, pressure for space on the 
part of the journal or reporting agency (although this is less defensible with the increas-
ing adoption and availability of online supplementary material), lack of systematic 
reporting requirements and different intended uses of the reported information. In the
systematic review reported by Gabler et al. (2011), most of the 108 trials reporting on 
2154 subjects provided at least some relevant quantitative information (e.g. percent-
ages) related to the treatments, but less than half of the trials (45 %) reported adequate 
information to facilitate the statistical estimation of treatment effects.

Were the Conclusions of the Study Appropriate Given the Study Design,
Conduct and Analysis?

The adequacy of the reporting of statistical results can pose a problem when 
evaluating studies. First, it can sometimes be difficult to decide whether results
are presented correctly because the required information is not presented, as 
described above. Second, the reported information may be limited (e.g., percent-
ages), requiring substantial interpretation by the author of the report which may 
be difficult to verify.

Reporting of conclusions is a third, related issue: the relevant information may
be presented, but if it is not compelling then an enthusiastic author might make 
progressively more assertive statements from the ‘Results’ section to the
‘Conclusions’ section and from there to the ‘Abstract’. If an unsuspecting system-
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atic reviewer selects studies, develops summaries or makes inferences based on 
published abstracts, there is a strong potential for erroneous conclusions.

 Meta-analysis of N-of-1 Trials

Meta-analysis of N-of-1 trials occurs at three levels:

 1. Combination of treatment outcomes within an individual; this is described in 
section “Systematic Reviews of N-of-1 Trials” above

 2. Combination of results for a number of individuals in a multi-treatment study
 3. Combination of results from a number of multi-treatment trials.

The first level is described in section “Systematic Reviews of N-of-1 Trials” above. 
The second level, and to some extent the third level, are described by Zucker et al.
(1997), Zucker et al. (2010), Duan et al. (2013) and Schmid and Duan (2014). Other 
researchers undertake the analysis of individual trials (first level), as well as the syn-
thesis of results across many individuals (second level), see Senior et al. (2013). A 
summary of the methods proposed for the second and third levels is given here.

 Should the Trials be Combined?

Prior to meta-analysis, it is important to ask whether it is scientifically and clinically 
valid to combine the trials. Results of individual N-of-1 trials may be combined if
the trials are considered to be sufficiently similar with respect to the trial administra-
tion (e.g. the same clinician), the treatments administered in the trials, the character-
istics of the individual patients, the trial design, and so on. The combined results 
must be interpretable in some way: they must give useful information about treat-
ment comparisons and about the cohort of subjects to whom the comparisons are 
applied. If there is too much variability or uncertainty in any of these factors, the
trials should not be combined.

If it is determined that the trials are sufficiently similar to warrant combination,
then a variety of statistical techniques can be applied, depending on the data. 
Table 16.3 provides a summary of the methods identified by Zucker et al. (2010).

 Statistical Models for Meta-analysis

Zucker et al. (2010) provided details of the models, assusmptions and inferences for 
the approaches for combining all data available from the N-of-1 trials and compared 
these with approaches using summaries or portions of the data. The models are 
briefly presented here; see Zucker et al.(2010) for explanation and discussion.
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 Summary Fixed and Random Effects Models

Assume that there is a summary effect yi from each trial. This could be a single 
outcome measure or a composite measure. In a fixed effects model, these are
assumed to vary randomly around an overall true mean effect α:

 
yi i i i= + ( )α ε ; .ε σ∼N ,0 2

 

where σi
2 is the variance associated with yi. If there is no repetition within a trial,

these variances will not be available; if the trials have similar designs then the vari-
ances can be assumed to be equal and the analysis can proceed. Otherwise alterna-
tive assumptions have to be made. If there is only a small number of repetitions or
treatment periods per trial, so that each trial variance is poorly estimated, it may be 
preferable to replace σi

2 by a common pooled variance σ2. For N-of-1 studies, such
variances are often assumed known, but this may be problematic if the number of 
observations is small (usually would not have no replication in an N-of-1 study). 
See Zucker et al. (2010) for details.

If there are multiple outcome measures, the model becomes multivariate, with yi 
becoming a vector of estimated effects from the ith study, α becoming a vector of 
mean effects, and εi having a multivariate normal distribution with σi 2 replaced by 
a variance-covariance matrix Σi.

In a random effects model the estimated effect yi is assumed to vary around a 
trial-specific effect αi, which is in turn assumed to vary around an overall effect α0:

 
yi i i i i i= + ( ) ( )a e e s a a t; . , ; ,~ ~N N0 2

0
2

 

or alternatively and equally

 
yi i i i i i= + + ( ) ( )a a e e s a t0
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Table 16.3 Meta-analysis models for N-of-1 trials, extracted from Zucker et al. (2010)

Type of data Types of models

Data aggregated to the trial (patient) level Summary fixed and random effects
models

Data at trial-period level: multiple estimates of an 
effect per trial

Summary random-effects model or 
mixed model

Subset of prospective data with treatment order 
randomized across trials, e.g.: (i) first period 
treatments, analogous to a randomized parallel group 
trial; (ii) pair-randomized treatments in first two 
periods (AB/BA crossover design)

Standard model for analysis of 
population designs, e.g. (i) t-test; (ii) 
paired t-test

Data using all periods Fixed or random effects model;
Multiple crossover model; Repeated
measures model; Linear mixed model;
Bayesian hierarchical model
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Here, σi
2 describes the variation of the effects within a trial (the ‘within-trial vari-

ance’ and τ2 describes the variation of effects among or between trial (the ‘between- 
trial variance’). Note that there need to be enough trials to adequately estimate the 
between-trial variance τ2. If this is not the case, a fixed effects model might be pre-
ferred. See Zucker et al. (2010) for further discussion of this issue.

 Mixed Models

Mixed models aim to combine within- and between-patient data simultaneously, as
in an individual patient data [IPD] meta-analysis. Let yij be the observed effect for 
the ith trial (patient) in the jth period, j = 1,..,J, and let yi = (yi1,..,yiJ). Then the mixed
model is simply a variation of the random effects model described above: yi is 
assumed to have a multivariate normal distribution with mean μi and J × J variance- 
covariance matrix Σi. The trial design and sources of variation within and among the 
trials may dictate the way in which μi and Σi are defined. Different definitions give 
rise to the multiple crossover and repeated measures models listed in Table 16.2. 
Detailed examples are given in Zucker et al. (2010).

 Modelling the Complete Dataset

The above models can be extended to analyze the full set of data available from
multiple N-of-1 trials. As described by Schmid and Duan (2014), let m, i, j, k 
and l denote the individual (trial), observation, treatment period, block and 
treatment, respectively. Then a simple random-effects model for observation 
ymijkl is given by

 
ymijkl m l k j k i j k m

= + + +( ) ( )( )( )a b + g d e
 

where the four terms indicate the variability among individuals, treatments, blocks, 
treatment periods within a block, and observations within a treatment period within 
a block within a patient. The treatment effect is considered fixed; the individual or
trial is considered to be random with distribution αm ~ N(α0,σa

2) where α0 is the over-
all effect, and the other three effects are also considered to be normally distributed 
with means 0 and variances σγ2, σδ2 and σε2, respectively.

 Allowing for Time-Related Effects

The above models can also be extended to allow for time trend and carryover. As
described by Schmid and Duan (2014), a meta-analysis model for outcome y for the 
ith patient that incorporates a time trend at time t is given by

 y T Xit i t r t it= + + +a b g e  

16 Systematic Review and Meta-analysis Using N-of-1 Trials



224

where Tt is the time at time t and Xt is an indicator for the treatment received. This 
model returns an estimate of the trial effect (i.e. individual effect, given by αi), the 
linear trend over time (given by β), the treatment effect (given by γ) and the residual 
variation (given by εit).

These models can be extended in a straightforward manner to include correla-
tions in the residuals over time, nonlinear terms to capture possible nonlinear trends, 
seasonal effects, interactions between patients and other factors explaining variation
across patients.

Bayesian Models

Bayesian models build on the above formulations by adding priors to each of the 
unknown parameters and expressing the parameter estimates in the form of posterior
distributions (instead of maximum likelihood estimates as in frequentist analyses).
Inferences of interest, such as comparisons and rankings of treatment effects, probabili-
ties that treatment effects exceed thresholds of interest, etc. are then derived from these
posterior distributions. See Zucker et al. (1997, 2010), Duan et al. (2013), and Schmid 
and Duan (2014) for more detailed explanations and examples of Bayesian approaches.

 Meta-analysis Modelling Decisions

Zucker et al. (2010) describe a case study in which they combined 58 N-of-1 trials 
comparing amitriptyline (AMT) and the combination of AMT and fluoxetine (FL)
for treating fibromyalgia syndrome (FMS). Details of the study are provided by
Zucker et al. (2006). The trials had the following characteristics:

• Each trial had six treatment periods: three sets of paired treatments, comprising
one period on AMT+FL and one on AMT.

• All treatment pairs were block randomized.
• The outcome measure (the quality-of-life Fibromyalgia Impact Questionnaire

(FIQ) score) – a continuous value between 0 (best) and 100 (worst) was mea-
sured prior to any FMS medications and again at the end of each of the six
6-week treatment periods.

Zucker et al. (2010) analyzed data from the 46 patients who completed at least 
one period on each treatment. Of these patients, 34 completed all six treatment peri-
ods. The authors illustrated the application of a range of methods for meta-analysis. 
In particular, a variety of mixed models were fitted to the aggregated data, and the
reader is encouraged to review their work. The meta-analysis models differed in 
how the intercept and treatment effect were treated (fixed and/or random), how
patients’ variances were treated (equal or unequal variances) and how the within- 
patient variance was structured (for example, single and uncorrelated). They made
a number of comments regarding the implications of sample size in these analyses.
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 Choosing Between Fixed Effects and Random Effects 
Meta-analyses

In choosing between a fixed effects meta-analysis and a random effects meta-
analysis, choose a random effects approach if there is substantial variation between 
trials compared to within trials, and/or to reduce the sensitivity to large differences 
in within-trial variances.

This is not a unique feature of N-of-1 trials but is a common phenomenon in all 
meta-analyses. Whereas a fixed effects meta-analysis includes only within-trial vari-
ances, a random effects meta-analysis includes both within- and between-trial vari-
ances. The overall effect is calculated as a weighted average of each of the trial- specific 
effects; under the fixed effects model these weights only involve the (inverse of the)
within-trial variances, and under the random effects model the weights involve the 
combination of the within- and between-trial variances. Thus for a random- effects 
model, as the variation between trials increases, the relative influence of the within-
trial variances decreases and the trial weights become more similar.

 Robust Estimation Can Be Further Increased by Using 
a Common Estimate of the Within-Trial Variance

The variance of estimated effects for a typical N-of-1 trial is usually poorly esti-
mated, since the sample size is usually small. For the simple fixed and random
effects models, a common within-trial variance can be calculated by pooling across 
trials. Similarly, for a mixed model (e.g., nesting sets of treatments within treatment
periods in the case study described above), a common within-trial covariance matrix
can be calculated. In addition to providing a more robust estimator of the within-
trial variance, this approach also reduces the number of parameters that need to be 
estimated. For example, in the above case study, the number of parameters in a
mixed model meta-analysis can be reduced from six variance and 21 covariance
terms in a full model (with different within-trial variances and covariances) to one 
variance term (assuming common within-trial variances and uncorrelated trials). 
Note that different model assumptions can be considered and evaluated with respect 
to stability of estimation and interpretability of results.

 In a Bayesian Analysis, the Use of Appropriate Prior 
Information Can Improve Estimates

In the above case study, Zucker et al. (2010) derived prior distributions from a pub-
lished crossover trial that used the same medications and dosages. They showed that 
this produced more robust estimates, in the sense that they were not only based on 
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the small number of available observations, but also facilitated the estimation of 
otherwise unavailable parameters such as trial-specific variances and covariances. 
One difference between a meta-analysis of N-of-1 trials and that of randomized tri-
als is that the number of trials in an N-of-1 study is usually substantially more than 
the number available from clinical trials, so that the data provide more information 
about the between-trial variance. The Bayesian model is therefore less sensitive to 
the prior on this parameter.

 Sample Size Considerations in Meta-analyses of N-of-1 Trials: 
Trial Precision

The models described in section “Meta-analysis of N-of-1 Trials” and the consider-
ations listed above highlight the importance of being able to accurately estimate the 
within-trial and between-trial variances. This necessarily depends on the number of 
treatments per trial and the number of trials.

How Should These Numbers Be Chosen?

Duan et al. (2013) studied this question by adopting a simple random effects 
model and calculating the variance of the mean effect with M trials and N paired 
treatment periods per trial, compared with a classic two-period (AB/BA) crossover 
design under several combinations of values of the between-trial variance (τ2) and 
within-trial variances (σ2/N).

Assuming independent trials, the calculated precision is w t s= +( )M N/ /2 22
 
.

The following observations were made by the authors.

• For fixed τ2 and σ2, the value of ω increases as the number of trials (M) increases 
and as the number of repeated measures within a trial (N) increases.

• The relative importance of M and N depends on the relative size of the within- 
and between-trial variances.

• Additional measurements on individual patients are valuable if the between-trial 
variability is small compared with the within-trial variability.

• Conversely, more trials are more valuable than more measurements on indi-
viduals if the within-trial variance is small compared with the between-trial 
variance.

The effect on ω of M, N, τ2 and σ2 is illustrated in Fig. 16.2. Here, the horizontal 
and vertical axes show values of the within- and between-trial variances, respec-
tively, and the four plots show different combinations of the trial size and number of 
trials. The contour lines show the value of the variance 1/ω. Comparison of the 
orientation of the contours and their relative magnitude indeed reveals and supports 
the above observations.
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These principles can be applied even when more complex meta-analysis models
are employed. Alternatively, more refined calculations can be made for these mod-
els by examining the role of the within- and between-trial variances in the relevant
equations for the variance components. As a general rule, more measurements 
should be taken of parameters which are poorly estimated, but this will depend on 
the accuracy required for the overall estimates and the role that the variances play in 
these estimates.

 Further Sample Size Considerations in Meta-analyses  
of N-of-1 Trials – Statistical Power

The above discussion of sample size can be extended to meta-analyses of N-of-1
trials for the comparison of treatments through the consideration of statistical power. 
This can be defined as the probability of detecting a difference between treatment 
effects, given that a certain difference actually exists. In many instances, some prior
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knowledge, whether it be from previous studies or expert opinion, about the true
difference or the clinically relevant difference between treatment effects can be 
obtained. This can then be used in formulating a study with high power.

We consider statistical power of a meta-analysis through a previously conducted 
N-of-1 randomized trial for the assessment of the efficacy of Gabapentin over pla-
cebo for chronic neuropathic pain (Yelland et al. 2009). Details of the study can be 
found in the reference, but let’s suppose we are interested in conducting a similar 
meta-analysis, with functional limitation as the primary outcome. Based on the 
Hierarchical Bayesian meta-analysis conducted by Yelland et al. (2009), it was esti-
mated that the difference between treatment effects was 0.6 (0.2). If we fix the
number of paired cycles per individual at six, then the question is how many indi-
vidual trials are required to maintain a high probability of determining a difference 
between treatments assuming a difference in effects of 0.6 exists?

To answer this, we must first be clear about how the treatment difference will 
be estimated (that is, how the data will be analyzed). Here, let’s assume that we 
follow the methodology above in ‘Summary fixed and random effects models’ and 
fit the specified random effects model with no block, period or order effects. 
Further we assume that the individual effects and residual variability follow a
normal distribution each with variance of one. It is also assumed that patients have
equal, uncorrelated response variances and equal variances by treatment. Of 
course, uncertainty in the parameters (example, the standard error of 0.2 for the
difference in treatment effects) and model/s (for example, equal variances by
treatment or the inclusion of a block effect) can be included but this was not 
thought to be relevant for this chapter. It is important to note that the estimates of
power will depend on such assumptions.

With the analysis plan clearly specified and relevant parameters defined, statisti-
cal power can be estimated. In this work, we simply estimated power via simulation.
That is, initially we simulated patient data from the assumed model, re-fit the model 
to the simulated data, conducted an hypothesis test to determine if there was a sig-
nificant difference between treatments (significance level used here was 0.05), 
recorded the result of the hypothesis test, then repeated the whole process a large 
number of times (here we chose to repeat the process 500 times). The proportion of 
times the null hypothesis was rejected is the estimate of statistical power. This esti-
mate is shown in Fig. 16.3 for a variety of different numbers of patients.

From Fig. 16.3, the power of the study increases as the number of subjects 
increases. In general, it is thought that 80 % power is reasonable, and it appears that
this would be achieved with about 22 individual trials. This can be improved to about 
90 % with an additional 11 trials. In estimating statistical power, simulation tech-
niques were used to mimic the potential data which might be observed in the meta-
analysis. An important part of this data simulation was to allow for the occurrence of 
missing data as this has the potential to significantly reduce the power of the study. 
For example, fromYelland et al. (2009), only 75 % of individual trials yielded at least 
one cycle, and only 65 % of trials yielded all three cycles. From these percentages, it
is clear that such trials can be subject to many missing data points, and this should be 
accounted for in the simulation when estimating statistical power.
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 Discussion

This chapter has described the conditions under which evidence from N-of-1 trials 
can be included in a systematic review or meta-analysis. The overall answer is yes, 
with reservation.

The first reservation is that the N-of-1 trials themselves need to be carefully and 
well designed. As discussed in section “Systematic Reviews of N-of-1 Trials”, the 
quality of these trials is a paramount issue for systematic reviews and meta- analyses. 
Schmid and Duan (2014) argued that although N-of-1 trials allow great flexibility in
meeting the aims of the patient and clinician and conforming to individual con-
straints, they also need to adhere to good design principles if they are to deliver 
accurate, replicable and comparable evidence. They suggest that a centralized ser-
vice responsible for designing these trials might assist clinicians who are unfamiliar 
with these principles and hence ensure that proper standards are maintained, while 
still allowing designs to remain flexible and easy to implement.

The second reservation is that the systematic review must be designed, conducted 
and reported in such a way that it facilitates a systematic comparison while allowing 
for the individual characteristics of the trials. The systematic review reported by 
Gabler et al. (2011), based on 2154 participants in 108 studies published between 
1985 and December 2010, found that N-of-1 trials were useful for increasing preci-
sion of estimates for a range of medical conditions, but recommended that the trial 
results include a clear description of individual data in order to facilitate future 
meta-analysis. Extending this observation, the ‘clear description’ should comprise
common components that enable the systematic comparison to be undertaken. This 
is achievable. While the guidelines provided by the Cochrane Collaboration may be 
the gold standard for randomized controlled clinical trials, there are also parallels 
for less well designed studies, such as those developed by the Centre for Evidence 
Based Conservation and National Centre for Ecological Analysis and Synthesis in 
ecology and the Campbell Collaboration in the social sciences.

Fig. 16.3 Estimated 
statistical power for different 
numbers of patients for a 
hypothetical N-of-1 trial of 
Gabapentin versus placebo
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The systematic review must also be representative in some sense, in that the 
comparisons and generalizations arising from the review are applicable to a recog-
nized population. If the review only contains trials that are published because the
treatment comparisons are significant (so-called publication bias or the file-drawer 
problem), then the generalizations will not be applicable to the whole population. 
Notwithstanding this, a systematic review may still be useful for noting strengths 
and weaknesses of the trials, issues in reporting, deficiencies in publication or 
access to trial information, other issues related to systematic comparisons and other 
information gaps.

The third reservation is that a meta-analysis based on studies that vary substan-
tially with respect to design and reporting needs to be very carefully formulated. 
The statistical model needs to accommodate these variations in order to deliver 
valid combined estimates. The conclusions of Zucker et al. (2010) were that ‘with 
few observations per patient and little information about within-patient variation, 
combined N-of-1 trials data may not support models that include complex variance
structures.’ If there are substantive concerns about the trials or the review, then it
may be better not to undertake a meta-analysis at all. However, with sufficient infor-
mation they can be used to estimate population effects and can provide enhanced 
estimates and inferences compared with standard clinical trials. Moreover, ‘models
with fixed treatment effects and common variances are robust and lead to conclu-
sions that are similar to, though more precise, than single period or single crossover 
designs’ (p. 1312).

In conclusion, the increasing interest in, and application of N-of-trials is clear.
The systematic review reported by Gabler et al. (2011), based on 2154 participants 
in 108 studies published between 1985 and December 2010, found that N-of-1 trials 
were useful for increasing precision of estimates for a range of medical conditions. 
The User Guide for these trials authored by Kravitz et al. (2014a) and sponsored by 
the U.S. Agency for Healthcare Research and Quality provides further evidence.
Systematic reviews and meta-analysis of these studies is the next logical step in
evidence-based medicine. The basic guidelines and methods are described in this 
chapter, and elaborations are available (Duan et al. 2013; Schmid and Duan 2014; 
Zucker et al. 2010). It behoves the biostatisticians involved in these fields to keep
developing, improving and applying them.
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    Chapter 17   
 Where Are N-of-1 Trials Headed? 

             Jane     Nikles    

    Abstract     N-of-1 trials and review articles have recently been published in the areas 
of chronic pain, pediatrics, palliative care, complementary and alternative medicine, 
rare diseases, patient-centered care, the behavioral sciences and genomics. These 
are briefl y reviewed and the current place of N-of-1 trials discussed. The chapter 
concludes with a vision for the future of N-of-1 trials.  

  Keywords     N-of-1 trials   •   Chronic pain   •   Pediatrics   •   Palliative care   •   Complementary 
and alternative medicine   •   Rare diseases   •   Patient-centered care   •   The behavioral 
sciences   •   Genomics  

        Current and Recently Published N-of-1 Trials and Reviews 

 N-of-1 trials are slowly gaining traction as their usefulness in a variety of situations 
becomes more clearly recognized. As of mid 2015, there are 8 N-of-1 trials listed as 
currently or soon to be recruiting on clinical trials.gov, consisting of 6 currently 
recruiting and 2 not yet recruiting. Two of these are in cancer, three in rare diseases, 
and 2 in children. In chronic pain research, palliative care, pediatrics, complemen-
tary and alternative medicine, rare disease research and the behavioral sciences, the 
place of N-of-1 trials is being solidifi ed and strengthened. 

    Chronic Pain 

 At a recent Initiative on Methods, Measurement, and Pain Assessment in Clinical 
Trials (IMMPACT) consensus meeting to discuss research designs for proof-of- 
concept chronic pain clinical trials, the advantages and disadvantages of more recent 
trial designs, including N-of-1 designs, enriched designs, adaptive designs, and 

        J.   Nikles      (*) 
  School of Medicine ,  The University of Queensland ,   Ipswich ,  QLD ,  Australia   
 e-mail: uqjnikle@uq.edu.au  

mailto:uqjnikle@uq.edu.au


234

sequential parallel comparison designs, were summarized (Gewandter    et al.  2014 ). 
Limitations discussed in relation to N-of-1 trials include the potential lack of gener-
alizability of a single patient’s results, the need for short treatment and washout 
periods and longer overall duration of follow-up for each patient in the trial. 
However, it is possible to implement an N-of-1 trial in a multicenter community 
practice setting (Zucker et al.  1997 ), which could be valuable for studying available 
treatments in new indications. Treatment effect estimates obtained from combining 
the results of multiple N-of-1 trials may provide valuable early-stage Proof of 
Concept evidence.  

    Pediatrics 

 Pediatrics is ideally suited to N-of-1 trials, with small populations, frequent hetero-
geneity of response and the clear benefi ts for parents of having individual informa-
tion about their child’s response. ADHD is the most common condition studied in 
pediatric N-of-1 trials: there have been N-of-1 trials of stimulants for ADHD in a 
total of 193 children in 4 studies since 1996 (see Table  17.1 ). A further 138 children 

    Table 17.1    Drugs/conditions studied in pediatric N-of-1 trials to date   

 Author  Drug  Condition  Number of children 

 Nikles et al.  2006   CNS stimulants  ADHD  108 children 
 Duggan et al.  2000   CNS stimulants  ADHD  4 children 
 Faber et al.  2007   CNS stimulants  ADHD  31 children 
 Kent et al.  1999   methylphendiate  ADHD  50 children 
 Huber et al.  2007   Amitryptiline  Pain in juvenile 

idiopathic arthritis 
 6 children 

 Sung et al.  2007   Topical vitamin E  Prophylaxis for 
chemotherapy-
induced oral 
mucositis 

 16 children; 45 post 
chemotherapy cycles 
were randomised to 
vitamin E (N = 22) or 
placebo (N = 23) 

 Nathan et al.  2006   Ondansetron plus 
metopimazine vs. 
ondansetron 
monotherapy 

 Children receiving 
highly emetogenic 
chemotherapy 

 12 children 

 Suri et al.  2004   RhDNase and 
hypertonic saline 

 Cystic fi brosis  48 children 

 Camfi eld et al.  1996   Melatonin  Intellectual defi cits 
and fragmented sleep 

 6 children 

 Nikles et al.  2014   CNS Stimulants 
vs. placebo 

 Acquired Brain 
Injury 

 50 children: 10 
published in Nikles et al. 
 2014  and 40 unpublished 
(unpublished data, 
Nikles et al.) 
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have undertaken N-of-1 trials in a variety of conditions, making a total of 331 children 
undergoing N-of-1 trials since 1996. The various drugs/conditions studied are listed 
in table  17.1 .

   There have been four reviews about the use of N-of-1 trials in children for

•    Complementary and alternative medicines in cancer Sung and Feldman (    2006 ).  
•   Human deoxyribonuclease (rhDNase) in the management of cystic fi brosis 

(Suri  2005 )  
•   Montelukast in pediatric asthma (Bush  2014 )  
•   Psychopharmacological studies (Greenhill et al.  2003 ).    

 More recently, attention has turned to pediatric analgesic trials. The standard 
parallel-placebo analgesic trial design commonly used for adults has scientifi c, ethi-
cal and practical diffi culties in pediatrics, due to the likelihood of subjects experi-
encing pain for extended periods of time. Participants in a FDA sponsored scientifi c 
workshop developed consensus on aspects of pediatric analgesic clinical trial 
design. The consensus was that small sample designs, including cross-over trials 
and N-of-1 trials, should be considered for particular pediatric chronic pain condi-
tions and for studies of pain and irritability in pediatric palliative care (   Berde et al. 
 2012 ). One option is to compare best analgesia vs best analgesia plus test treatment, 
which removes the ethical problem of placebos for pain trials.  

    Palliative Care 

 N-of-1 trials are a new methodology well suited to meet some of the challenges of 
conducting trials in a palliative care (PC) setting (   Davis and Mitchell  2012 ). The 
need to improve the evidence base on which PC is based is widely acknowledged 
(   Hermet et al.  2002 ), especially as many of the common practices and interventions 
used routinely are based on anecdote or expert opinion alone. RCTs are considered 
by many to be the gold standard for evidence in clinical medicine. However, many 
RCTs fail in palliative populations (e.g.    Cook et al.  2002 ) because it is too diffi cult 
to recruit and retain enough people to achieve the predicted sample size without 
extraordinary amounts of effort, organization and funding. Multi-site support is 
needed, as patients want to participate. N-of-1 trials are an alternative means of 
conducting trials in these patients. There is also the issue of how to manage missing 
data, where a large proportion of the patient population is likely to die. In normal 
intention to treat trials, these are considered as treatment failures, and this is not the 
case in PC (Currow et al.  2012 ). Utilizing N-of-1 trials and including all completed 
cycles in the fi nal analysis overcomes this problem. 

 As described in Chap.   16    , it is possible to combine the results of many N-of-1 
trials to determine what the effect of a therapy was for a population (Zucker et al. 
 1997 ). N-of-1 trials can gather evidence of similar strength to RCTs in PC, but 
require less than half the number of subjects. This allows more rapid accumulation 
of strong evidence on treatment effects in patients with advanced life-limiting 
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illness previously very diffi cult to gather. For suitable clinical questions, N-of-1 trials 
will enable high quality evidence to be gathered much more effectively, accelerate 
the rate of  accumulation of high-grade evidence and have an important effect on 
the quality and effectiveness of care offered to this very disadvantaged group 
(Mitchell et al. unpublished data).  

    Complementary and Alternative Medicine 

 N-of-1 trials have been used to test valerian for insomnia (Coxeter et al.  2003 ). 
Recently several articles have been published by Chinese groups about using N-of-1 
trials for Traditional Chinese Medicine (TCM) (Li et al.  2013 ; Huang et al.  2014 ). 
One example is Liuwei Dihuang- Decoction for Kidney-Yin Defi ciency Syndrome 
(Yuhong et al.  2013 ). N-of-1 trials are uniquely suited to the individualized nature 
of TCM, though limited information about the half-lives of some of these medicines 
make estimating the length of each treatment period and washout periods, and 
therefore trial length, diffi cult. They may be suitable for trials of acupuncture using 
a sham needle (Lee et al.  2012 ).  

    Rare Diseases 

 Rare diseases may be diffi cult to study through conventional research methods, 
because of the small numbers of patients, but are well suited to study through N-of-1 
trials (Gupta et al.  2011 ). N-of-1 trials could be particularly valuable for rare 
diseases when prospectively planned across several patients and analyzed using 
Bayesian techniques; a population effect can then be estimated that will be of value 
to Health Technology Assessment (Facey et al.  2014 ). Multi-site trials and storage 
of patient data that could be combined with patient data from future trials is impor-
tant in this area.   

    Patient-Centered Care 

 N-of-1 trials are a patient-centered intervention that may improves medication man-
agement in suitable chronic diseases. We conducted the fi rst study examining patient 
perspectives of N-of-1 trials (Nikles et al.  2005 ). .  Patients were generally very satis-
fi ed with the N-of-1 trial process. Their participation led to increased knowledge, 
awareness and understanding of their condition, their bodies’ response to it, and its 
management. Some of this arose specifi cally from use of daily symptom diaries. 
N-of-1 trials led to a sense of empowerment and control as well as improved 
individually- focused care. N-of-1 trials appeared to empower these patients as a 
result of both collecting information about their responses to different treatment 
options, and participating actively in subsequent therapeutic decisions. 
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 Taragin et al. ( 2013 ) compared parents’ attitudes toward methylphenidate treatment 
in children with Attention Defi cit Hyperactivity Disorder employing two approaches: 
(1) a 2-week double-blind placebo-drug trial (N-of-1 trial), and (2) a traditional pre-
scription approach. While initial attitudes were similar, a signifi cantly more favorable 
attitude following an N-of-1 trial and throughout the follow-up of this group was 
found. Adherence was signifi cantly correlated with attitude score in the N-of-1 group 
only. An individual N-of-1 trial with methylphenidate appeared to positively affect 
parents’ attitudes toward drug treatment and also adherence with this treatment. 

 N-of-1 trials may soon emerge as an important part of the methodological arma-
mentarium for comparative effectiveness research and patient-centered outcomes 
research. By permitting direct estimation of individual treatment effects, they allow 
fi nely tuned individualized care, and can enhance therapeutic precision, improve 
patient outcomes, and reduce costs (Duan et al.  2013 ). 

 Davidson et al. propose increased use of N-of-1 trials in situations where treatment 
response is heterogeneous – as is the case for most psychological and behavioral 
treatments (   Davidson et al.  2014 ). Davidson and team have recently been funded 
for a project called Engaging Stakeholders in Building Patient-Centered, N-of-1 
Randomized and Other Controlled Trial Methods. The objectives of the study are to 
identify a promising set of medical conditions and methodologies for N-of-1 RCTs, 
create educational materials to inform patients of the pros and cons of these trials, and 
determine which directions these methods should take to be most useful to patients. 
The study will engage patients and other key stakeholders (clinicians, researchers, 
statisticians, pharmacists, and ethicists) to prospectively shape the research and 
methods agenda of an N-of-1 RCT approach. The results of this research will allow 
comparison of the effect of conducting N-of-1 RCTs versus usual care on patient-
chosen outcomes such as symptoms, disease control, and satisfaction with care. 

    Behavioral Sciences 

 Recent publication of several articles outlining aspects of the conduct, quality 
assessment and interpretation and the process of developing reporting guidelines 
for the conduct of SCEDs (Single Case Experimental Designs) in the behavioral 
sciences refl ect the resurgence of interest in this design, not only in medicine but the 
behavioral sciences (Tate et al.  2008 ,  2013 ,  2014 ;    Evans et al.  2014 ).  

    Genomics 

 Medicine has moved towards personalized or "precision medicine"; there is an 
upsurge in pharmacogenomics studies. Prediction of response/non-response and 
adverse events requiring cessation or switching of therapy for important drugs 
would be of enormous health and economic benefi t. Usually large numbers of 
patients require genetic testing to unravel gene sequences. Using genomes to predict 
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response has been carried out for various drugs e.g. warfarin, azathioprine, some 
cancer drugs, clopidogrel. Applying N-of-1 trials to pharmacogenomics, which 
would signifi cantly reduce sample size required, has not yet been done, though sug-
gested in a number of articles (Lillie et al.  2011 ). 

 We conclude with a quote from    Kaput and Morine  2012  who are developing 
N-of-1 nutrigenomic research:

  High throughput metabolomics, proteomic and genomic technologies provide 21st century 
data that humans cannot be randomized into groups: individuals are genetically and bio-
chemically distinct. Gene–environment interactions caused by unique dietary and lifestyle 
factors contribute to heterogeneity in physiologies observed in human studies. The risk 
factors determined for populations cannot be applied to the individual. Developing indi-
vidual risk or benefi t factors in light of the genetic diversity of human populations, the 
complexity of foods, culture and lifestyle, and the variety of metabolic processes that lead 
to health or disease are signifi cant challenges for personalizing advice for healthy or medi-
cal treatments for individuals with chronic disease (Kaput and Morine  2012 ) 

        So Where Are N-of-1 Trials Going? 

    Vision 

  I  magine this  ……a patient attends their doctor with any chronic disease, e.g. osteo-
arthritis. Before prescribing a medication, the doctor writes a “prescription” for an 
N-of-1 trial, a test to see whether the medication works for the patient’s pain. The 
trial is set up on a mobile phone app allowing customized design of the trial. After 
taking medication and placebo in blinded random order and keeping track of pain/
symptoms via the mobile phone app, the patient and their doctor receive a report 
about whether the drug works for their pain and whether it has side effects. N-of-1 
trials are widely known, and standard practice in clinical situations where there is 
uncertainty about the effectiveness of a drug, there is uncertainty about the dose 
that will be effective, the drug is expensive or it has important side effects. Patients 
initiate discussion with their doctor about using N-of-1 trials to answer specifi c 
questions about their health. In rare conditions, conditions where recruitment is 
diffi cult or populations are small, N-of-1 trials, the highest level of evidence, are 
commonly used to assess effectiveness of drugs where the drug to be tested is suit-
able. Pharmaceutical funders such as health insurers and state government health 
services use N-of-1 trials to decide whether a patient responds and therefore should 
have the cost of the drug reimbursed. A central coordinating unit runs N-of-1 trials 
all over the country by post and telephone, working closely with a manufacturing 
pharmacy to supply medications. N-of-1 trials are used in many countries, with a 
national coordinating center in each country. A worldwide database stores the 
design and results of each N-of-1 trial for aggregation with other similar trials to 
facilitate the application of sophisticated statistical methods to analyse the trials .   
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    Conc  lusion 

 N-of-1 trials are becoming more widely used, and their application in certain suit-
able areas such as pediatrics and chronic pain is growing. The confl uence of genom-
ics, the upswing in personalized medicine and the widespread popularity of wireless 
devices make a promising platform for N-of-1 trials to fi nd their true niche.     
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