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The research related to the analysis of living structures (Biomechanics) has been a source of
recent research in several distinct areas of science, for example, Mathematics, Mechanical
Engineering, Physics, Informatics, Medicine and Sport. However, for its successful
achievement, numerous research topics should be considered, such as image processing and
analysis, geometric and numerical modelling, biomechanics, experimental analysis,
mechanobiology and enhanced visualization, and their application to real cases must be
developed and more investigation is needed. Additionally, enhanced hardware solutions and
less invasive devices are demanded.

On the other hand, Image Analysis (Computational Vision) is used for the extraction of
high level information from static images or dynamic image sequences. Examples of
applications involving image analysis can be the study of motion of structures from image
sequences, shape reconstruction from images and medical diagnosis. As a multidisciplinary
area, Computational Vision considers techniques and methods from other disciplines, such
as Artificial Intelligence, Signal Processing, Mathematics, Physics and Informatics. Despite
the many research projects in this area, more robust and efficient methods of Computational
Imaging are still demanded in many application domains in Medicine, and their validation
in real scenarios is matter of urgency.

These two important and predominant branches of Science are increasingly considered to
be strongly connected and related. Hence, the main goal of the LNCV&B book series consists
of the provision of a comprehensive forum for discussion on the current state-of-the-art in
these fields by emphasizing their connection. The book series covers (but is not limited to):

• Applications of Computational Vision and
Biomechanics

• Biometrics and Biomedical Pattern Analysis

• Cellular Imaging and Cellular Mechanics

• Clinical Biomechanics

• Computational Bioimaging and Visualization

• Computational Biology in Biomedical Imaging

• Development of Biomechanical Devices

• Device and Technique Development for
Biomedical Imaging

• Digital Geometry Algorithms for Computa-
tionalVision and Visualization

• Experimental Biomechanics

• Gait & Posture Mechanics

• Multiscale Analysis in Biomechanics

• Neuromuscular Biomechanics

• Numerical Methods for Living Tissues

• Numerical Simulation

• Software Development on Computational
Vision and Biomechanics

• Grid and High Performance Computing for
Computational Vision and Biomechanics

• Image-based Geometric Modeling and
Mesh Generation

• Image Processing and Analysis

• Image Processing and Visualization in
Biofluids

• Image Understanding

• Material Models

• Mechanobiology

• Medical Image Analysis

• Molecular Mechanics

• Multi-Modal Image Systems

• Multiscale Biosensors in Biomedical
Imaging

• Multiscale Devices and Biomems
for Biomedical Imaging

• Musculoskeletal Biomechanics
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• Virtual Reality in Biomechanics

• Vision Systems
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Preface

Over the years, flow visualization techniques have been applied in an effort to
make the invisible visible with the help of experimental and computational
technology. These tools have become indispensable to understand, and be able to
control, the flow behavior of different types of complex biological fluids (e.g.,
DNA solutions, microorganisms, blood, and other physiological fluids) in living
systems and biomedical devices. This book focuses on the most recent advances in
visualization and simulation methods to understand the flow behavior of complex
fluids used in biomedical engineering and other related fields, including
mechanical, chemical, and materials engineering. It considers the physiological
flow behavior in large arteries, microcirculation, respiratory systems, and in bio-
medical microdevices.

This book is aimed mainly at graduate students and researchers in the field of
bioengineering seeking to provide a better understanding of the current state of the
art and hopefully encourage the readers to grow their understanding beyond the
specific topics addressed here. The book is composed of 13 chapters organized into
three main sections. The first section of the book presents numerical studies on the
hemodynamics at the macro-scale level. The second part covers in vivo, numerical,
and in vitro studies applied to hemodynamics at the micro- and cellular-scale. The
last part of the book addresses the study of ciliary flow by using both numerical
and in vivo methods.

Rui Lima
Takuji Ishikawa

Yohsuke Imai
Mónica S. N. Oliveira
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A Survey of Quantitative Descriptors
of Arterial Flows

Diego Gallo, Giuseppe Isu, Diana Massai, Francesco Pennella, Marco
A. Deriu, Raffaele Ponzini, Cristina Bignardi, Alberto Audenino,
Giovanna Rizzo and Umberto Morbiducci

Abstract Knowledge of blood flow mechanics is a critical issue (1) for an in
depth understanding of the relationships between hemodynamic factors and arte-
rial homeostasis and (2) for the identification of those flow features that lead to
changes in the function and health of vessels. While from one side there is clear
evidence that regions of disrupted flow are correlated to, e.g., the localization of
atherosclerosis, the development of aneurysms and non-physiological transport of
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species, on the opposite cause-effect links still do not emerge clearly. To allow for
a more effective and valuable understanding of blood flow structures and mech-
anisms in complex four-dimensional cardiovascular flows, in recent years a large
number of hemodynamic parameters have surfaced in the literature, enabling the
understanding of arterial hemodynamics and of the role of streaming blood in the
development of pathological events. In this work, a survey of the currently adopted
methods to characterize blood flow structures in arteries is presented and open
questions (1) on their clinical utility and (2) on the inherent limitations in their in
silico and in vivo application are discussed.

1 Introduction

The study of cardiovascular flows is of great interest because of the role of
hemodynamics in cardiovascular diseases, the single largest cause of death
worldwide and responsible for more than half of mortality in the developed
countries. Several tools were developed for the interpretation and analysis of
arterial hemodynamics. As a first approach, the study of arterial hemodynamics
has relied in the past on simplification of the physics of the problem. For example,
in 1775 Euler developed a series of equations which are nowadays widely adopted
for the study of pressure wave propagation phenomena in the vascular tree (Euler
1775), or Poiseuille’s Law has been used to model and represent blood flow
motion (therefore ignoring pulsatility and simplifying the blood velocity profile
shaped as parabolic). Another contribution was given by Womersley, whose
description of pulsating flows allows to model and represent more complex flow
patterns than the simple parabolic shape (Womersley 1955).

By late 1960s, Caro and others (1969) had shown that the localization of
vascular diseases at arterial branches and bends could be explained by the presence
of complex blood flow patterns at these sites. Subsequent studies have shown that
the local flow behaviour of blood is implicated in the formation of atherosclerotic
plaques and of phenomena such as thrombogenesis, atherogenesis, endothelial
damage, intimal thickening and hyperplasia (Karino and Goldsmith 1985; Ku et al.
1985; Giddens et al. 1993; Moore et al. 1994). The unfavourable hemodynamic
environment is often referred to with the vague expression ‘‘disturbed flow’’, that
is usually used to imply mechanisms such as (1) the modulation of the friction
forces at the vascular luminal surface (Sun et al. 2007) and the consequent effects
on endothelial functions, and (2) the regulation/alterations in the mass transfer and
in the residence time near the wall of atherogenic particles.

In this context, the importance of the knowledge of accurate local blood flow
factors emerged, clearly requiring for methods with the capability of character-
izing the blood flow dynamics to ease the clinical interpretation of the disturbed
flow. Thus, the research on the role of the hemodynamics in vascular disease could
take advantage of methods of data reduction that allow quantitative assessments

2 D. Gallo et al.



and comparisons. A variety of hemodynamic descriptors has been proposed over
the years to (1) reduce the inherent complexity of the four-dimensional blood flow
fields, (2) simplify the understanding of the flow dynamics, and (3) quantify
hemodynamic disturbances as potential indicators of vascular wall dysfunction.

In the past, the majority of the studies on this subject focused primarily on wall
shear stress (WSS, i.e., the force per unit area the flowing blood exerts on the
endothelial cells lining the vessel lumen) as quantitative indicator of disturbed
flow (Ku et al. 1985; Giddens et al. 1993). A large variety of parameters based on
WSS has been proposed over the years and employed in a relevant number of
studies. Only recently the interest in the role played by the bulk flow in the
development of the arterial disease has grown. Thus, descriptors with the capa-
bility of quantifying phenomena depending on the complexity of the blood flow in
the bulk are of great interest as they can offer insights, complement, integrate and
extend the information given by the WSS-based descriptors.

Here we present a review of the currently adopted methods to characterize and
classify blood flow structures in arteries. After a brief introduction about the
importance of WSS and its role in vascular wall pathologies, established
descriptors based on WSS, proposed over the years to quantify flow disturbances,
are presented. Then, the role of bulk flow in arterial hemodynamics is discussed
and different descriptors used to characterize bulk flow dynamics are introduced.
Finally, examples of the applications of the reviewed descriptors are reported and
the utility and perspective use of the introduced hemodynamic descriptors in the
clinical practice are discussed.

2 On the Importance of Wall Shear Stress (WSS)

The fluid forces acting on the vessels’ walls are thought to be capable of stimu-
lating the endothelium to produce several cellular factors that can inhibit or pro-
mote inflammatory events (Yoshizumi et al. 2003). In vitro and in vivo studies on
endothelial cells have shown contrasting effects between laminar shear flow with a
definite direction (e.g., as seen in the straight part of the arterial tree) and the
‘‘disturbed’’ shear (e.g., as seen at arterial branch points and curved regions) in
terms of their signal transduction, gene expression, structure, and functions (Chien
2007; Chiu and Chien 2011). Evidence from in vitro and in vivo studies suggests
that both low WSS and highly oscillatory patterns of WSS cause intimal wall
thickening (Caro et al. 1969; Friedman et al. 1981; Ku et al. 1985; Glagov et al.
1988; Moore et al. 1994; Pedersen et al. 1997; Malek et al. 1999), as seen at sites
with such characteristics as curvatures, bifurcations, tortuosity and branching (in
general where flow velocity and shear stress are reduced and flow departs from
unidirectional patterns) (De Bakey et al. 1985). WSS can change the morphology
and orientation of the endothelial cell layer: endothelial cells subjected to a
laminar flow with high levels of WSS tend to elongate and align in the direction of
flow, whereas in areas of low and oscillatory WSS, endothelial cells look more

A Survey of Quantitative Descriptors of Arterial Flows 3



polygonal without a clear orientation, with a lack of organization of the
cytoskeleton and intercellular junctional proteins (Galbraith et al. 1998). In
addition, it has been hypothesized that low WSS and the resultant stagnation of
blood permit prolonged contact of the vessel wall with platelets, granulocytes, and
metabolites that influence vascular homeostasis (Glagov et al. 1988; Shaaban and
Duerinckx 2000). An overview of the current knowledge on vascular mechano-
biology from a cellular to a tissue scale is reported by Chiu and Chien (2011).
Indeed, the importance of shear stress oscillation at the wall for the physiology of
the mechanosensitive endothelial cells has been pointed out by several authors,
often providing indices to quantify these occurrences.

2.1 Metrics for Quantitative Hemodynamics: Hemodynamic
Wall Descriptors

Various metrics have been proposed over the years to quantify WSS disturbances
by using metrics originally focused on WSS magnitude. The hemodynamic wall
parameters (HWPs) have then incorporated the information about spatial gradients
of WSS and about the temporal variations of WSS time–varying profiles evalu-
ating their harmonic content (Lee et al. 2009). Among the proposed HWPs, we
report in the followings the most used ones.

1. Time Averaged Wall Shear Stress (TAWSS)

TAWSS ¼ 1
T

Z T

0
WSSj j � dt ð1Þ

where T is the time interval during which the values of the WSS vector are
measured. Low TAWSS values (lower than 0.4 N/m2) are known to stimulate a
proatherogenic endothelial phenotype and are associated with intima/media
complex thickening, whereas moderate (greater than 1.5 N/m2) TAWSS values
induce quiescence and an atheroprotective gene expression profile (Malek et al.
1999). Higher TAWSS values (greater than 10 7 15 N/m2, relevant from
25 7 45 N/m2) can lead to endothelial trauma and hemolysis (Kessler 2002).

2. Oscillatory Shear Index (OSI)

OSI ¼ 0:5 1�

R T
0 WSS � dt

���
���R T

0 WSSj j � dt

0
@

1
A

2
4

3
5 ð2Þ

OSI is used to identify regions on the vessel wall subjected to highly oscillating
WSS directions during the cardiac cycle. Low OSI values occur at sites where
flow disruption is minimal, whereas high OSI values (with a maximum of 0.5)
highlight sites where the instantaneous WSS deviates from the main flow
direction in a large fraction of the cardiac cycle, inducing perturbed endothelial
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alignment (He and Ku 1996). Although the OSI can identify regions of flow
reversal, it is insensitive to shear magnitude. Sites where the TAWSS is low
may be characterized by significant OSI but not necessarily, indeed low shear
can result from flow expansion, which may follow from pulsatility, without any
local flow reversal. Similarly, strongly oscillatory flows can exhibit the same
OSI as very slow flows with the same waveform. As stated by Himburg et al.
(2004), it seems unlikely that endothelial cells sense OSI per se. Several
investigators, using histological data (Keynton et al. 2001; Goubergrits et al.
2002), demonstrated that only the presence of low and oscillating WSS favours
the atherosclerotic plaque formation, while if TAWSS is next to the
physiological range (1 7 2 N/m2), the intimal thickness is normal. These
considerations suggest that OSI might better be employed in combination with
other shear measures, rather than as a stand-alone index.

3. Relative Residence Time (RRT)

RRT ¼ 1
ð1� 2 � OSIÞ � TAWSS

¼ 1R T
0 WSS � dt

���
��� ð3Þ

RRT is inversely proportional to the magnitude of the time-averaged WSS
vector (i.e., the term in the numerator of the OSI formula). Himburg et al.
(2004) demonstrated that the residence time of particles near the wall is
proportional to a combination of OSI and TAWSS. RRT is simply another type
of time-averaged WSS, but inverted and with a more tangible connection to the
biological mechanisms underlying atherosclerosis (Himburg et al. 2004).
Indeed, Lee and colleagues (Lee et al. 2009) recommended RRT as a robust
single metric of ‘‘low and oscillatory’’ shear.

4. WSS Spatial Gradient (WSSG)

WSSG ¼ 1
T

Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oWSSp

op

� �2

þ oWSSn

on

� �2
s

� dt ð4Þ

where p and n are the directions respectively parallel and normal to the
direction of the time-averaged WSS vector. Thus, WSSG is calculated starting
from the WSS gradient tensor components. Proposed by De Paola et al. (1992),
the WSSG may be considered a marker of endothelial cell tension. Large
sustained WSS gradients produce endothelium dysfunction due to the aggra-
vating effects of spatially changing hemodynamic forces.

5. WSS Angle Gradient (WSSAG)

WSSAG =
1
T

D

p

Z T

0
rUnj j � dt ð5Þ
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where D is the vessel diameter, and Un is the scalar field of WSS angle
deviations:

Un ¼ arccos
WSSi �WSSj

jWSSij jWSSjj

� �
ð6Þ

where WSSi is the WSS vector at the location of interest and subscript j is an
index for the surrounding stress vectors. Longest and Kleinstreuer (2000)
proposed the WSSAG to highlight regions exposed to large spatial variations in
the mean WSS direction, irrespective of magnitude. Areas with high WSSG are
thought to be related to intimal hyperplasia (Bunchanan and Kleinstreuer
1998): significant and sustained WSSAG values tend to handicap the endo-
thelial cell response initiating the process of atherosclerosis.

6. Dominant Harmonic (DH)

DH ¼ max FjWSSj n
2p
T

� �� �
; n 2 Nþ ð7Þ

where F|WSS| is the Fourier-transform of the time-varying waveform of the
WSS magnitude and n is a positive integer. The DH is thus obtained through the
Fourier decomposition of the WSS magnitude profiles along the cardiac cycle
and it is defined as the harmonic with the highest amplitude. Himburg and
Friedman (2006), proposing this descriptor, suggested that the frequency
spectrum of WSS time-varying profiles could play a role in the atherosclerotic
lesion development.

7. Harmonic Index (HI)

HI ¼
P1

n¼1 FjWSSj n 2p
T

� �
P1

n¼0 FjWSSj n 2p
T

� � ; n 2 Nþ ð8Þ

The descriptor HI, whose value ranges from zero to one, was proposed by
Gelfand et al. (2006) as a measure of the relative contribution to the harmonic
amplitude spectrum of non-stationary intensity to the overall signal intensity. In
this way, it is possible to evaluate the relative contribution of the pulsatile
component of the WSS magnitude.

For practical purposes, many of the proposed HWPs provide essentially the same
information and therefore can be considered redundant. Lee et al. (2009), adopting
a computational dataset made of 50 carotid bifurcation models, tested for
correlations among a large variety of HWPs. Their comprehensive evaluation
demonstrated that RRT can be used as single marker of low and oscillatory shear,
and issues are questioned about the harmonic-based HWPs, related to their
definition in the presence of strongly non-axial flows (Lee et al. 2009). Thus, we
here iterate their recommendation to adopt RRT to localize areas of disturbed
shear on the vessel wall.

6 D. Gallo et al.



3 On the Importance of Bulk Flow

Most mechanisms promoting degenerative phenomena and pathologies affecting
vascular districts deal with three- and four-dimensional phenomena. In addition,
the bulk flow plays a key role in determining WSS patterns. Notwithstanding, the
focus of the most part of the studies in the literature is almost exclusively on WSS-
based metrics as quantitative indicators of disturbed flow. In the past, the potential
role of bulk flow in the development of arterial disease was scarcely investigated.
This is partially due to the scarcity of robust quantitative descriptors of bulk flow
with the ability of operating a reduction of the inherent complexity associated to
four-dimensional flow fields in realistic geometries.

Recently, several studies both in silico and in vitro (Stonebridge et al. 1996;
Grigioni et al. 2005; Morbiducci et al. 2007a, b; Fan et al. 2008; Chen et al. 2009;
Liu et al. 2009; Zheng et al. 2009; Zhan et al. 2010) have renewed with quanti-
tative results the presumption that arterial bulk flow could elicit the fluid-wall
interaction processes leading to the onset of vessel wall pathologies (Ku and
Giddens 1983; Caro et al. 1996; Stonebridge et al. 1996; Malek et al. 1999;
Grigioni et al. 2005; Augst et al. 2007; Morbiducci et al. 2007a, b; Caro et al.
2009). These studies, in light of the observation that unfavourable effects like
alterations in mass transfer and particle residence times are strictly related to bulk
flow effects, especially when blood flow is complex, suggest that WSS-based
analysis should be complemented by a quantitative description of the bulk flow
and that such a description represents a potential source of information.

In order to investigate the relationships between particular blood flow patterns
and physiopathological events, helicity has recently gained recognition as able to
describe the arrangement of blood streams in complex patterns (Morbiducci et al.
2007b). The use of helicity to analyse bulk flow features has been applied by
several groups to different cardiovascular districts (see for example Morbiducci
et al. 2007b; Fan et al. 2008; Chen et al. 2009; Liu et al. 2009; Morbiducci et al.
2009a, 2010, 2011; Liu et al. 2010, 2011; Zhan et al. 2010; Lorenz et al. 2012).
Helicity is a measure of the alignment of the velocity and the vorticity vectors
(Moffatt 1969) and it represents the potential for helical flow, i.e., flow with a
corkscrew-like pattern, to evolve. Helical flow is the product of the composition of
translational and rotational motion and its role in vascular hemodynamics has long
been debated.

In the past, it was postulated that helical flow has a relevant importance in the
physiology of the vessel, preventing stagnation zones and flow separation at the
arterial walls. In the 1990s, researchers put forward hypotheses on the theoretical
advantages derived from helical blood flow (Stonebridge et al. 1996). Frazin et al.
(1990) put forward the idea of a relationship between the shear forces caused by
rotational flow and both the deposition of atherosclerotic plaque and the direction
and extent of aortic dissection. In the aortic arch, Kilner et al. (1993) suggested
that the stability induced by helical flow in the upper aortic arch spares this region
from the tendency for plaques to form, whereas more unstable flow patterns
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predispose to atherosclerosis; Bogren and Buonocore (1999) observed the presence
of helical flow regardless the age of the volunteers. Houston and colleagues
(Houston et al. 2003) found that carotid atheromatous disease is associated with a
reduction in the prevalence of a systolic helical flow pattern in the aortic arch.
Helical flow may also account for a significant amount of normal organ perfusion
(Frazin et al. 1996) from branch vessels due to the centripetal spin (i.e., imparted
tangential velocities) induced in blood. Moreover, an absence of aortic helical flow
might be a predictor of renal impairment deterioration in patients with renal artery
stenosis (Houston et al. 2004). In 2007, Morbiducci and colleagues (Morbiducci
et al. 2007b), investigating the existence of a relationship between helical flow
structures and vascular wall indexes of atherogenesis in aortocoronary bypass
models, found that an arrangement of the flow field in helical patterns may elicit a
damping in shear stress effects on the vessel wall. Chen and colleagues (Chen et al.
2009) found that intentional induction of helical flow in an endovascular stent
reduced the size of the disturbed flow zones, enhanced the average wall shear
stress, and lowered wall shear stress oscillations, which are adverse factors
involved in the development of arterial restenosis after stent deployment; the same
group (Liu et al. 2010) observed that the helical flow in the aorta may have great
influence on the distribution of the luminal surface concentration of low density
lipoproteins and, as a consequence, on the spatial distribution of atheromatous
plaques. Very recently, Gallo and colleagues demonstrated that a high amount of
helical flow suppresses the disturbed shear at the normal carotid bifurcation, but
this beneficial effect is moderated when one direction of rotation is predominant in
the flow field (Gallo et al. 2012a).

From a phenomenological viewpoint, an arrangement of the bulk flow in
complex helical patterns might play a significant role in the tuning of the cells
mechano-transduction pathways. It is likely that for highly helical flows, the
conservation laws within the Navier–Stokes equation inhibit the transfer of helicity
down the length scales, and thus the process through which energy is transferred
(Ditlevsen and Giuliani 2000). As a result of this inhibition, helical energy may
affect the focal contact between endothelial cell and the monocyte within the flow,
i.e., helical structures could elicit the convective dispersion of monocytes within
the vessel at all scales, due to the complex three-dimensional flow pattern. Fur-
thermore, the stability induced by helical flow and the decrease in laterally
directed forces may reduce turbulence in the tapering branching arterial tree and at
stenoses (Caro et al. 2002). Several authors emphasize the existence of a rela-
tionship between helical flow patterns and transport phenomena affecting blood–
vessel wall interaction (Pritchard et al. 1995); Hsiai et al. 2003; Morbiducci et al.
2007b; Zhan et al. 2010). These processes are fundamental to the initiation of
inflammatory responses, due to alterations in the residence time of atherogenic
particles (Caro et al. 1971; Friedman et al. 1987). Moreover, bulk flow structures
are primarily responsible for mass transfer (Caro et al. 1969; Ma et al. 1997), in
particular for those species within blood that take advantage of mixing induced by
convection. For example, several studies identify the oxygen flux to the arterial
wall to be another factor involved in the localization of atherogenesis (Santilli
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et al. 1995; Sluimer et al. 2008), while recent studies has provided evidence for the
existence of a relationship between shear-induced activation of platelets (Kroll
et al. 1996) and metrics that give measures for the alignment of the local velocity
and vorticity vectors (Morbiducci et al. 2009b; Massai et al. 2012).

According to these observations, it is clear that helical flow represents a natural
feature of arterial hemodynamics and that a thorough understanding of the gen-
eration and disappearance of helical structures in the streaming blood is of great
interest. In particular, helical flow could be used as a fluid dynamic signature for
the identification of sites prone to fibrointimal thickening and atherosclerotic
plaque formation (Gallo et al. 2012a).

3.1 Metrics for Quantitative Hemodynamics: Hemodynamic
Bulk Flow Descriptors

Helicity can provide a better understanding of the role of pitches and torsions in
the development of complex flow fields, describing and revealing the global
organization of the flow.

By definition, the helicity H(t) of a fluid flow confined to a domain D of three-
dimensional Euclidean space R3 is the integrated internal product of the local
velocity vector and the local vorticity vector, and, being related to the magnitude
of the nonlinear term in the Navier–Stokes equation (and geometrically charac-
terizing the knottedness of vortex lines), it has a great influence on the evolution
and stability of both turbulent and laminar flows (Moffatt and Tsinober 1992).

Hðx; tÞ ¼
Z

D

vðx; tÞ � xðx; tÞdV ¼
Z

D

Hkðx; tÞdV ð9Þ

where v(x,t) and x(x,t) are the velocity and the vorticity vector, respectively, and
their internal product Hk is the helicity density.

A useful indicator of how velocity field is oriented with respect to the vorticity
field is given by the local value of the cosine of the angle between the velocity and
vorticity vectors, obtained through the normalization of the helicity density Hk. In
the past, the quantity Localized Normalized Helicity (LNH) has been proposed
(Shtilman et al. 1985), defined as:

LNH x; tð Þ ¼ v x; tð Þ � x x; tð Þ
v x; tð Þj j x x; tð Þj j ¼ cos u x; tð Þ

� 1� LNH� 1

ð10Þ

where v is the velocity vector, x the vorticity vector, x is the position and t the
time instant. The non-dimensional quantity LNH is the local value of the cosine of
the angle u(x; t), between the velocity and vorticity vectors: the absolute value of
LNH can range between one, when the flow is purely helical, and zero, in general,

A Survey of Quantitative Descriptors of Arterial Flows 9



in presence of reflectional symmetry in the flow. Moreover, the sign of LNH is a
useful indicator of the direction of rotation. Hence, LNH is a useful descriptor of
changes in the direction of the rotation of flow into vessels during the cardiac
cycle, because a local right/left-handed rotation can be identified by a change in
sign of the local value of LNH.

The definition of the bulk flow quantities introduced in this section can be
considered both as Eulerian or Lagrangian specifications of flow. In fact, a picture
of the spatial distribution of them is known at each instant of time (i.e., they are
function of position and time). On the other hand, they can be used to describe the
dynamical path history of a fluid element, identified by its position at some initial
time.

3.1.1 Eulerian Approach

Current in vivo (e.g., phase-contrast magnetic resonance imaging, PC MRI),
in vitro (e.g., particle image velocimetry), and computational methods used for
quantifying blood flow produce as output Eulerian velocity data, typically. The
velocity field itself has limited clinical relevance, typically the interest relies in the
transport of the fluid or in the forces produced by the fluid motion. The quantities
defined in Eqs. 9 and 10 can be calculated in an Eulerian field, starting from the
velocity field.

It is possible to define helicity bulk flow descriptors according to a Eulerian
approach. Basic characteristics of helical structures, like their intensity, the bal-
ance between counter-rotating structures, and their size can be evaluated by using
the following descriptors:

h1 ¼
1

T V

Z

T

Z

V

Hk dV dt ð11aÞ

h2 ¼
1

T V

Z

T

Z

V

Hkj j dV dt ð11bÞ

h3 ¼
h1

h2
ð11cÞ

h4 ¼ h3j j ¼
h1j j
h2

ð11dÞ

h5 ¼
maxðVþ;V�Þ
minðVþ;V�Þ

¼ Vd

Vm
ð11eÞ
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h6 ¼

1
Vd

R
T

R
Vd

Hk dV dt

1
Vm

R
T

R
Vm

Hk dV dt
ð11fÞ

where V is the volume of fluid, V+ (V-) is the total volume of the helical structures
rotating in the direction identified by the positive (negative) sign. The volumes V+

and V- identify the volume occupied by the dominant direction of rotation Vd and
the volume occupied by the minor direction of rotation Vm. The descriptor h1 is the
time-averaged value of the helicity, normalized with respect to the volume of
integration. By definition, h1 equals 0 in the presence of reflectional symmetry in
the fluid domain, for instance if the flow arrangement in the domain consists in
symmetric counter-rotating helical structures, while when it has signed values, its
sign indicates the predominant direction of rotation. The helicity intensity, given
by the integration of the absolute value of Hk, defines descriptor h2 and it is an
indicator of the total amount of helical flow in the fluid domain, irrespective of
direction. Descriptor h3 is a non-dimensional quantity ranging between -1 and 1:
its value equals -1 when only left-handed helical structures are present in the
domain, it equals +1 when only right-handed structures are present and it equals 0
in case of reflectional symmetry. The focus on the balance between counter-
rotating structures, neglecting what is the major direction of rotation, is given by
descriptor h4, defined as the absolute value of h3 and thus ranging between 0 and
+1. The descriptor h5 is the ratio between the volumes of the helical structures in
the dominant direction of rotation Vd and the minor direction of rotation Vm. The
ratio of the helicity intensities in volumes Vd and Vm is given by descriptor h6.

This approach has been adopted in a very recent study (Gallo et al. 2012a, b).
Adopting a computational dataset composed of 50 normal carotid bifurcations,
they calculated the six descriptors hi and explored the relationship between the
helicity-based Eulerian descriptors and the overall burden of abnormal WSS. The
regression analysis underlined the importance of two descriptors (h2 and h4)
quantifying the total helicity intensity in the domain and the ratio between the
helicity intensity of the counter-rotating helical structures. Thus, a high amount of
helicity in the carotid bifurcation flow field is instrumental in suppressing flow
disturbances. However this protective effect can be moderated when one direction
of rotation is dominant in the flow field. Hence, the onset of helical flow into the
carotid bifurcation could avoid atheroprone hemodynamics, contributing to limit
flow separation leading to low and oscillatory shear (Gallo et al. 2012a).

The advantages of a Eulerian specifications of those bulk flow quantities reside
mainly in the attractiveness of this approach for clinicians, due to its immedi-
ateness. Eulerian quantities in fact have a simpler definition, allows real-time
analysis and can give a picture of the entire flow field. Although is often rea-
sonable to infer the bulk fluid motion from inspection of the velocity data, a
quantification of the flow structures in unsteady flows (i.e., when the time history
of the velocity field has to be taken into account also) could be difficult and could
result in misinterpretations.
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3.1.2 Lagrangian Approach

Hemodynamic quantities such as residence times of individual fluid particles,
particle deposition, and particle shear exposure can be evaluated according to
Lagrangian specifications because they rely on knowledge of the dynamical path
history of a fluid element, and the Lagrangian characterization identifies the
element by its position at some initial time. They hence differ from other hemo-
dynamic quantities such as WSS, which can be addressed using Eulerian speci-
fications because a picture of the spatial distribution of these quantities is known at
each instant of time (i.e., they are functions of position and time).

Since the very first eminent studies, in order to extract Lagrangian hemody-
namic information, a one-way coupled Eulerian/Lagrangian method was proposed,
in which the effect of a particle’s motion on the surrounding flow field is neglected
(Ehrlich and Friedman 1977; Perktold and Resch 1990): in this way the
Lagrangian approach simply reduced to computing the particle trajectories from
the pre-computed Eulerian flow field.

In principle, to model blood flow in large arteries, particle-seeding scheme
reflecting the physiological distribution of blood corpuscles should be used.
However, the concentration of particles required to model the physiological sit-
uation would present extreme computational demands: the concentrations make
the computational cost of the particle motion modelling unfeasible (Tambasco and
Steinman 2001, 2002). Hence, these limitations force to employ alternative
approaches for the computation of meaningful path-dependent hemodynamic
quantities for arterial models of blood flow. Among them, the most cost-effective
seems to be the statistical approach, consisting of extracting the relevant quantities
from ensemble averages over a sufficient set of particles.

In general, Lagrangian derived parameters can be used in the study in a wide
range of arterial models of quantities of interest such as particle deposition, par-
ticle stress history (e.g., to investigate blood trauma) and, very recently, the level
of pitch and torsion in the flow development, obtained through helicity (Hyun et al.
2000, 2001; Kleinstreuer et al. 2001, Tambasco and Steinman 2001, 2002; Hyun
et al. 2004; Grigioni et al. 2005; Morbiducci et al. 2007a, b).

Recently a four-dimensional descriptor, the Helical Flow Index (HFI), has been
introduced in order to get a ‘‘measure’’ of the helical structure in the blood flow.
Originally developed and applied to computational models (Grigioni et al. 2005,
Morbiducci et al. 2007a, b), and very recently tested in vivo on 4D PC-MRI
measurements in the human aorta (Morbiducci et al. 2009a, 2011), the HFI rep-
resents the content of helical motion by clustering the information according to a
Lagrangian analysis of the flow. Previous studies demonstratedthat HFI is an
effective synthetic flow descriptor of complex, fully four-dimensional flow fields
(Morbiducci et al. 2007a, b, 2011).

Technically, the HFI is defined using the LNH as basic quantity. Considering
the trajectory described by the generic particle k moving in a vessel, its dynamics
can be characterized by means of the quantity:
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hfik ¼
1

ðtend
k � tstart

k Þ

Ztend
k

tstart
k

LNHk 1ð Þj jd1 ð12Þ

Equation 12 is the integral sum, in time, of the LNH values experienced by the
k-th particle moving during the time interval tend

k � tstart
k

� �
.

Over the Np (k = 1,…, Np) particles moving in the fluid domain, the HFI can be
calculated as:

HFI ¼ 1
Np

XNp

k¼1

hfik

0�HFI� 1

ð13Þ

The previous hemodynamic quantities (Eqs. 12, 13) are considered Lagrangian
specifications of flow since they depend on knowledge of the dynamical path
history of a piece of fluid element.

The Lagrangian approach, that allows to extract path dependent quantities
tracking the fluid particle, in conjunction with visualization techniques, is par-
ticularly useful for characterizing unsteady flow patterns, and for highlighting
important hemodynamic features. Particle traces offer three-dimensional visuali-
zation of flow patterns which have proven to be useful tools to interrogate complex
flow fields in vessels and in general to reveal global organization of the flow
(Steinman 2000; Morbiducci et al. 2007a, b; 2009a, b), making easier to detect by
visual inspection the relevant flow features and to understand the true fluid motion.
The definition of path dependent quantities allows the investigation of dynamical
path histories and could offer a practical way to divide the particles into groups
regardless of position (e.g., using threshold for visualization). On the other hand,
the main disadvantages of a Lagrangian approach are a high computational cost,
the convectiveness of the particles, resulting in a poor control over the zone of
investigation that is determined by the particle motion and accumulation. Fur-
thermore, the influence of particle distributions and of particle seeding schemes on
quantities of interest is poorly investigated. Finally, adopting a Lagrangian
approach it is difficult to get a complete picture of the flow at specific time instants.

Alternatively to fluid motion tracking by computing particle trajectories
through velocity data integration, it is worth mentioning the recently proposed use
of the finite-time Lyapunov exponent (FTLE) to characterize flow kinematics of
unsteady flows. The FTLE measures the maximum linearized growth rate of the
distance between initially adjacent fluid particles, tracked over a finite time
interval (Haller 2001), and its calculation yields a scalar field derived from fluid
trajectories. Ridges of local maxima in the FTLE fields are able to reveal flow
features, identifying Lagrangian coherent structures (Shadden et al. 2005; Shadden
and Taylor 2008). For example, Shadden and Taylor (2008) and Vetel et al. (2009)
adopted this approach to visualize helical structures, vortex boundaries, flow
recirculation and flow separation regions in the human carotid artery.
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4 Hemodynamic Descriptors: Examples of in silico
and in vivo Applications, Their Significance
and Limitations

Nowadays, the coupling of medical imaging and computational fluid dynamics
(CFD) is used to obtain a realistic detailed description of the local hemodynamics.
This kind of image-based analysis is applied to study vascular districts with
marked predilection to vascular pathologies (Taylor and Steinman 2010), like the
carotid artery and the thoracic aorta. In the followings, we report two example of
image-based in silico and in vivo calculation of the introduced hemodynamic
descriptors.

As a first example, we adopted the anatomically realistic computational model
of a human carotid artery developed by Morbiducci and colleagues (Morbiducci
et al. 2010). Exhaustive details about the geometry reconstruction, the computa-
tional setup and the CFD simulations can be found in (Morbiducci et al. 2010).

In Fig. 1 we show different ways of visualizing the flow patterns within the
vessel. All the panels are representations of the same data, but the information
conveyed is different. From the observation of Fig. 1, it can be noticed that OSI
(panel A), TAWSS (panel B) and RRT (panel C) capture flow disturbances at the
same sites of the bifurcation, highlighting the bifurcation bulb site as the surface
area exposed to a higher risk. Helicity in the bulk flow can be visualized with a
Eulerian static depiction (Fig. 1, panel D) or a Lagrangian dynamic depiction
(Fig. 1, panel E). The Eulerian representation of LNH isosurfaces (Fig. 1, panel D)
is representative of the flow arrangement within the volume of the bifurcation,
going into detail about the formation of helical blood structures: counter-rotating
coherent helical structures arise at the base of the daughter vessels in correspon-
dence of the bulb. The particle traces, coloured by means of instantaneous value of
LNH, highlight the onset of a recirculation region and a flow separation region in
correspondence of the bifurcation bulb, qualitatively in accordance with the
localization given by the HWPs (Fig. 1, panel E).

A second example regards the evaluation of the HWPs in a CFD model of
thoracic aorta. Details are given in Gallo et al. (2012b) and Morbiducci et al.
(2013). TAWSS, OSI, and RRT distributions mainly capture flow disturbances at
the same sites, even though differences are present. In detail, they identify, as
regions of disturbed shear, areas on the curvature of the arch and focal regions in
the distal descending aorta (Fig. 2).

In the same subject, an in vivo evaluation of HFI was performed (Morbiducci
et al. 2009a, 2011). The particle traces in Fig. 3 show that the flow arrangement is
strongly characterized by the onset of coherent helical structures. Two large
counter-rotating helical structures arise in the proximal region of the outer wall
and develop towards the inner wall of the arch (Fig. 3).

This simple example demonstrates that it is possible to quantify arterial bulk
flow features in vivo with techniques that are mature for the application in the
clinical practice. This opens an intriguing scenario. In order to perform large scale
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studies of hemodynamic risk in vessel wall pathologies, the ideal descriptors
should be easily measurable in vivo. The use of routinely-acquired clinical data
from which it is possible to infer the amount of disturbed flow would allow to
investigate the hemodynamic risk of vessel pathologies in large-scale studies and
in the clinical practice. Although great advances have been made in the area of
image-based CFD, such models are still cumbersome, time-consuming to construct
and use, and affected by a certain number of assumptions.

In vivo WSS estimate has been recently proposed, mainly by four-dimensional
phase contrast MRI (4D PC MRI), through which it is possible to directly acquire
3D and three-directional data on blood flow over time. However, several

Fig. 1 Synoptic representation of the presented approaches. Panel a, b and C depict OSI,
TAWSS and RRT distributions, respectively. Colour-code indicates areas exposed to OSI and
RRT values above the 80th, 85th, 90th and 95th percentile values over the bifurcation surface
area (panel a and c), and areas exposed to TAWSS values above the 5th, 10th, 15th and 20th
percentile values (panel b). Panel d shows a Eulerian representation of bulk flow helicity using
LNH iso-surfaces at the beginning of the cardiac cycle. Panel e displays a Lagrangian
representation of helicity: particles injected at the beginning of the systole are tracked during the
entire cardiac cycle. Each particle trace is colour-coded with respect to LNH values

Fig. 2 Panel a, b and c depict OSI, TAWSS and RRT distributions, respectively. Colour-code
indicates areas exposed to OSI and RRT values above the 80th, 85th, 90th and 95th percentile
values over the bifurcation surface area (panel a and c), and areas exposed to TAWSS values
above the 5th, 10th, 15th and 20th percentile values (panel b)
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limitations affect the accuracy of the results. Since WSS depends on the spatial
velocity gradient at the vessel wall, it can be calculated from the MRI-measured
velocity fields, but limited spatial and temporal resolution, limited signal-to-noise
ratio, the difficulty of accurately segmenting the moving vessel lumens, partial
volume effects, and numerical derivation of the velocity field are likely to intro-
duce inaccuracies in the estimations of WSS.

To evaluate in vivo WSS, the main image parameters (in-plane pixel size, slice
thickness, number of time frames per cardiac cycle) must be selected according to
conflicting constraints. On one hand, they must be able to capture the flow features
within the vascular site of interest. On the other hand, the technological limitations
of MRI scanners bind the achievable image resolution in clinical practice, where a
trade-off policy is pursued by minimizing the overall costs and scanning time to
ensure the minimal requirements for diagnostic purposes. These clashing con-
straints become critical when the advanced processing of in vivo blood flow
datasets required to evaluate WSS is attempted. In fact, the application of numeric
algorithms including, for example, data interpolation, requires not only low noisy
data, but also spatial and temporal sampling rates sufficient to avoid the intro-
duction of a consistent source of numerical errors. In general, the definition of the

Fig. 3 Evolution of particle sets emitted during the flow deceleration phase in the thoracic aorta.
Color-coding of the particle traces was used to display the instantaneous LNH value. The
evolution is pictured at time intervals of 0.152 s
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optimal in vivo data sampling rate is challenging, since it depends on the
complexity of the sampled field and on the ‘regularity’ of the data, which is not
well defined a priori. At the moment, the environments traditionally used for
validating protocols, such as in vitro or theoretical models, do not give definitive
solutions to the problem, due to inherent limitations. In vitro validation is limited
by costs, time consumption, proper experimental setup to be built, intrinsic source
of noise and/or artefacts such as eddy currents, concomitant gradients, displace-
ment, misregistration, partial volume effects, intra-voxel phase dispersion and
aliasing. As for theoretical models, they remain extremely simplistic descriptors of
cardiovascular flows.

Frydrychowicz et al. (2011) in their excellent review underlined that WSS
estimates from 4D PC MRI measurements are restricted by a spatial resolution
between 1.4 and 2.4 mm that produces a WSS underestimation of one order of
magnitude when compared to CFD WSS maps (Frydrychowicz et al. 2011).
Boussel et al. (2009) stated that ‘‘Although 4D MRI can provide a rough estimate
of WSS, it is not currently capable of providing accurate absolute measurements’’,
and Markl et al. (2010) affirmed that the current spatiotemporal resolution of flow-
sensitive 4D MRI can considerably underestimate the true WSS magnitude, thus
limiting the accuracy of wall parameter calculations.

The main problems arising from WSS in vivo calculations are the followings:

• MR measurements show poor sensitivity to low values of velocities. The
sensitivity is governed by the setting chosen for the velocity encoding level
(VENC). It is usual for the VENC to be set sufficiently high to avoid aliasing in
regions with the highest velocity; but in this way the velocity to noise ratio is
compromised in regions of slow flow, generally located at the boundary of the
lumen. Zhao et al. (2002) showed that MR measurements in a carotid bifurca-
tion phantom produced spurious velocity vectors in the near-wall region. Given
the fact that WSS is a function of near wall velocity gradients, they concluded
that WSS evaluated directly from the MR data might not be reliable at certain
locations. These limitations are only partially overcome by the recent diffusion
of systems with multiple VENCs. Another problem is signal loss due to intra-
voxel dephasing in regions of complex flow (Papathanasopoulou et al. 2003).
Unfortunately, these are precisely the regions of most interest.

• In addition to sources of errors in velocity measurement, the relatively low
spatial and temporal resolution of MRI results in an averaging of the measured
velocities which strongly impacts the calculated values of the velocity gradients.
The effects of spatial averaging resulting from limited spatial resolution are
particularly evident in regions with a broad distribution of velocities within a
single voxel, such as at the edge of vessels. Temporal resolution is also an
important factor. Indeed, current implementations of 4D MRI have relatively
low temporal resolution. Temporal averaging consists in velocity averaging
through time, reducing the ability of MRI to estimate transient events, and in a
substantial smoothing of the shear values particularly when these values are
high, i.e., in regions of rapid spatial change in velocity. To overcome resolution
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limitations, a longer time scan would permit an improvement of the resolution
but it also increases the likelihood of patient motion, which can substantially
degrade the measurements. Imaging at high field strengths would provide
increased signal-to-noise ratio which could be used either to reduce imaging
time by the use of higher acceleration factors, or to improve resolution, although
errors in velocity measurements that result from scanner imperfections at higher
field strengths are not yet well characterized.

• WSS calculation relies on lumen edge definition on the magnitude image of the
PC MRI which is often difficult to delineate. The precise identification of the
blood vessel wall boundary within the image pixel is difficult due to limited
resolution, and because that pixel may be partially covered with moving blood
and partially covered by the stationary vessel wall (Shaaban and Duerinckx
2000). Inadequate spatial resolution leads to partial volume effects at the vessel
walls and a limited number of velocity data points from which to estimate the
wall position. This results in errors in wall position and in local surface orien-
tation, degrading the WSS calculation. This is exacerbated when noise is
included from surrounding structures which is particularly pronounced if that
structure has little or no magnetization (e.g., air). Morbiducci et al. (2012)
observed, using a synthetic PC MRI dataset, that image processing steps
involving spatial and temporal interpolation of local velocity values to recon-
struct the vessel wall could lead to unreliable direct estimation of WSS from PC
MRI in vivo data. Fatemi and Rittgers (1994) compared polynomial curve fitting
from first through eighth order, and found that while lower-order polynomials
fail to capture important velocity profile information, higher-order approxima-
tions result in unpredictable results due to oscillations of the fitting functions.
Moreover, WSS calculation requires a selection of velocity vectors close to the
wall, and it is important to use a reasonable estimate of that distance as it can
affect the results. Results from Long et al. (2004) indicate that shear rate
determined at 250–300 lm from the wall will underestimate WSS by about
10 %.

Hence, direct accurate estimation of WSS from MR measured velocities is not a
viable option for in vivo applications just yet. A number of issues need to be
resolved. Developments in hardware are expected to reduce, though not entirely
eliminate, these effects but WSS in vivo estimation remains a significant technical
challenge.

As described previously, in recent years the computation of bulk flow quantities
has emerged as a possible strategy to describe the temporal and spatial complexity
of arterial blood flow and complement WSS-based atherogenic hemodynamic
classification (Morbiducci et al. 2010). Morbiducci et al. (2012) have demonstrated
using a synthetic PC MRI dataset the reliability of measured bulk flow hemody-
namics at spatial and temporal resolutions that can be adopted in the clinical
practice. They also showed that the higher reliability of bulk flow quantities with
respect to WSS-based descriptors could make the calculation of 4D bulk flow
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descriptors an outcome which is less sensitive to the image resolution and might be
more suitable for in vivo application (Morbiducci et al. 2012).

Very recently, several authors successfully quantified helicity-derived quanti-
ties in vivo from time resolved phase-contrast measurements. Morbiducci and
colleagues (Morbiducci et al. 2009a, 2011) quantified helical flow in vivo in the
human thoracic aorta according to a Lagrangian approach: particle traces were
calculated from velocity data and characterized calculating the LNH. Harloff et al.
(2009) visualized and quantified helical flow from MRI measurements in carotid
artery, even though helical flow was categorized only based on the direction of
rotation (qualitative analysis). Lorenz et al. (2012) quantified in vivo the temporal
average of the normalized mean helicity on cross-sections in thoracic aorta, by
using helicity density and applying schemes previously tested in silico (Grigioni
et al. 2005).

5 Conclusions and Future Directions

The purpose of this chapter was to give an overview on the existing methods for
quantifying disturbed flow in arterial hemodynamics. Rather than providing a
comprehensive list of all the available approaches, we tried to organize this wide
matter in lights of the recent developments and the perspective use of these
quantities. Our aim was to provide the reader with the means for choosing the best
descriptor for the specific problem at hand. An important issue to be explored in
the future is the incorporation of hemodynamic descriptors (i.e., based on fluid
dynamics information) in appropriate measures of performance for surgical
interventions, device optimization, follow-up studies on subjects undergoing sur-
gical procedures (Marsden et al. 2008).
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Fluid–Structure Interaction Modeling
of Patient-Specific Cerebral Aneurysms

Kenji Takizawa and Tayfun E. Tezduyar

Abstract We provide an overview of the special techniques developed earlier by
the Team for Advanced Flow Simulation and Modeling (TwAFSM) for
fluid–structure interaction (FSI) modeling of patient-specific cerebral aneurysms.
The core FSI techniques are the Deforming-Spatial-Domain/Stabilized Space–
Time formulation and the stabilized space–time FSI technique. The special
techniques include techniques for calculating an estimated zero-pressure arterial
geometry, a special mapping technique for specifying the velocity profile at an
inflow boundary with non-circular shape, techniques for using variable arterial
wall thickness, mesh generation techniques for building layers of refined fluid
mechanics mesh near the arterial walls, a recipe for pre-FSI computations that
improve the convergence of the FSI computations, techniques for calculation of
the wall shear stress and oscillatory shear index, and arterial-surface extraction and
boundary condition techniques. We show, with results from earlier computations,
how these techniques work. We also describe the arterial FSI techniques
developed and implemented recently by the TwAFSM and present a sample from
a wide set of patient-specific cerebral-aneurysm models we computed recently.
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1 Introduction

Arterial fluid mechanics computations involve a number of challenges. One of the
major computational challenges is accurate and efficient modeling of the
fluid–structure interactions (FSI) between the blood flow and arterial walls. The
preferred method of handling the moving interfaces involved in FSI modeling has
mostly been the Arbitrary Lagrangian–Eulerian (ALE) finite element formulation
(Hughes et al. 1981). One of the earliest space–time formulations targeting FSI
modeling is the Deforming-Spatial-Domain/Stabilized Space–Time (DSD/SST)
formulation (Tezduyar 1992). The DSD/SST formulation was introduced by the
Team for Advanced Flow Simulation and Modeling (TwAFSM) as a general-
purpose interface-tracking (i.e. moving-mesh) technique for computation of flow
problems with moving interfaces. The formulation is based on the Streamline-
Upwind/Petrov–Galerkin (SUPG) (Brooks and Hughes 1982) and Pressure-
Stabilizing/Petrov–Galerkin (PSPG) (Tezduyar 1992) methods.

Patient-specific arterial FSI modeling with the DSD/SST formulation was first
reported by Torii et al. in a 2004 journal article (Torii et al. 2004) published by the
Japan Society of Mechanical Engineers. Over the years following that, Torii et al.
conducted one of the most extensive series of patient-specific arterial FSI mod-
eling of cerebral aneurysms (see Torii et al. 2011) and references therein). The
cases studied in these articles by Torii et al. were almost all for middle cerebral
arteries, and the geometries were constructed from computed tomography images.
In these arterial FSI computations the DSD/SST formulation was used together
with the mesh update methods (Johnson and Tezduyar 1994; Tezduyar et al. 1993)
developed by the TwAFSM and was implemented with block-iterative coupling
(Tezduyar 2004) (see (Tezduyar et al. 2006) for the terminology). The inflow
boundary condition used in the computations is a pulsatile velocity profile, which
closely represents the measured flow rate during a heartbeat cycle. A brief,
chronological review of the computations reported was provided in (Tezduyar
et al. 2007b).

New generation DSD/SST formulations, with increased scope, robustness and
efficiency, were introduced by the TwAFSM in (Tezduyar and Sathe 2007). The
stabilized space–time FSI (SSTFSI) technique, which is based on the new-
generation DSD/SST formulations, was also introduced in Tezduyar and Sathe
(2007). The SSTFSI technique was extended by the TwAFSM in Takizawa et al.
(2010a, b; Tezduyar et al. 2007b, 2008, 2009, 2010) to arterial FSI modeling, with
emphasis on arteries with aneurysm. The arterial geometries were approximations
to patient-specific image-based geometries, mostly to those reported by Torii et al.
A number of special techniques for arterial FSI were developed by the TwAFSM in
conjunction with the SSTFSI technique. These include techniques for calculating
an estimated zero-pressure (EZP) arterial geometry (Takizawa et al. 2010a, b;
Tezduyar et al. 2007a, 2008), a special mapping technique for specifying the
velocity profile at an inflow boundary with non-circular shape (Takizawa et al.
2010a), techniques for using variable arterial wall thickness (Takizawa et al. 2010a,

26 K. Takizawa and T. E. Tezduyar



b), mesh generation techniques for building layers of refined fluid mechanics mesh
near the arterial walls (Takizawa et al. 2010a, b; Tezduyar et al. 2009), a recipe for
pre-FSI computations that improve the convergence of the FSI computations
(Tezduyar et al. 2007b, 2008), the Sequentially Coupled Arterial FSI (SCAFSI)
technique (Tezduyar et al. 2008, 2007c, 2009, 2010) and its multiscale versions
(Tezduyar et al. 2009, 2010), and techniques (Takizawa et al. 2010b) for the pro-
jection of fluid–structure interface stresses, calculation of the wall shear stress
(WSS) and calculation of the oscillatory shear index (OSI). In FSI modeling of
three cerebral artery segments with aneurysm reported by the TwAFSM in
Takizawa et al. (2011), the arterial geometries came from 3D rotational angiog-
raphy (3DRA). In Takizawa et al. (2011), the TwAFSM also addressed the com-
putational challenges related to extraction of the arterial-lumen geometry from
3DRA, generation of a mesh for that geometry, and building a good starting point
for the FSI computations. In addition to these computational challenges common to
all three cases, the computational challenges encountered in some of these cases
individually were addressed in Takizawa et al. (2011).

In this chapter we provide an overview of the special techniques developed
earlier by the TwAFSM for space–time FSI modeling of patient-specific cerebral
aneurysms and present results from earlier computations. We also describe the
arterial FSI techniques developed and implemented recently by the TwAFSM and
present a sample from a wide set of patient-specific cerebral-aneurysm models we
computed recently. The governing equations and the finite element formulations,
including the DSD/SST and SSTFSI techniques, can be found in (Tezduyar et al.
2011). The special FSI techniques are described in Sect. 2. In Sect. 3, we describe
how we extract the arterial-lumen geometry from 3DRA and generate the mesh.
The fluid (blood) and structure (arterial wall) properties and boundary conditions
are given in Sect. 4. The pre-FSI computations are described in Sect. 5. We present
the test computations in Sect. 6, and give our concluding remarks in Sect. 7.

2 Special Techniques

2.1 Mapping Technique for Inflow Boundaries

The special mapping technique for inflow boundaries was introduced in Takizawa
et al. (2010a). We repeat here from Takizawa et al. (2010a) how the technique
works.

Some inflow profiles require the inlet to be circular, however the inlets in many
of the geometries we encounter are not circular. Furthermore, as the artery
deforms, the inlet shape changes. Thus, even if the inlet is initially circular, it will
not remain so. The technique introduced in Takizawa et al. (2010a) to meet this
requirement maps the inflow boundaries from non-circular shapes to circular
shapes. The actual inflow profile U z; tð Þ, where z is the coordinate vector in the
inflow plane, is obtained by mapping from a preferred inflow profile UP r; tð Þ. Here
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r is the circular coordinate and 0� r� rB, where rB is the average radius of the
inflow cross-sectional area, which comes from the image-based data. It is calcu-
lated by dividing that area by p and taking the square-root of that.

The technique involves two steps:

1. Map z to r and calculate a ‘‘trial’’ velocity:

r zð Þ ¼ z� zCj jj j
z� zBj jj j þ z� zCj jj j rB ; ð1Þ

U T z; tð Þ ¼ U P r; tð Þ; ð2Þ

where subscripts ‘‘C’’ and ‘‘B’’ denote the centroid and the closest boundary,
respectively, as shown in Fig. 1, and the superscript ‘‘T’’ stands for ‘‘trial’’.

2. Adjust the velocity:

U z; tð Þ ¼ Q tð ÞR
C INFL

U T z; tð ÞdC
U T z; tð Þ; ð3Þ

where Q is the flow rate and C INFL is the discretized inflow area; i.e. the inte-
gration area in the finite element space.

2.2 Wall Shear Stress Calculation

A new technique for calculating the wall shear stress (WSS) was proposed in
Takizawa et al. (2010b). We provide the description of the technique from
Takizawa et al. (2010b).

We first decompose the spatial version of wh
1I

� ffi�
nþ1 into its two components:

wh
1I ¼ wh

1I

� ffiWþ wh
1I

� ffiR
; ð4Þ

Fig. 1 Special mapping
technique
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where wh
1I

� ffiR
is the part associated with the rim nodes at the lumen ends, and

wh
1I

� ffiW
is the part associated with the rest of the fluid mechanics nodes at the

arterial wall. We then calculate hh
v

� ffi
1I

as follows:
Z

Ch

wh
1I

� ffiW � hh
v

� ffi
1I

dC ¼
Z

X

2le wh
1I

� ffiW
� �

: e uð ÞdX

þ
Xnelð Þn

e¼1

Z

Xe

wh
1I

� ffiW �r � 2le uð Þð ÞdX;

ð5Þ

Z

Ch

wh
1I

� ffiR � n� eR
� ffi

� r
� ffi

hh
v

� ffi
1I

dC ¼ 0; ð6Þ

where eR is the unit vector along the rim.

2.3 Oscillatory Shear Index

The oscillatory shear index (OSI) is a measure of the degree to which WSS
oscillates during a heart beat cycle. It is defined (see (Taylor et al. 1998)) as
follows:

OSI ¼ 1
2

1�
hh

v

� ffi NM

1I

hh
v

� ffi MN

1I

 !
; ð7Þ

where, following the notation from Takizawa et al. (2010b), ‘‘NM’’ and ‘‘MN’’
stand for ‘‘norm of the mean’’ and ‘‘mean of the norm’’, and

hh
v

� ffiNM

1I
¼ 1

T

ZT

0

hh
v

� ffi
1I

dt

������

������; ð8Þ

hh
v

� ffiMN

1I
¼ 1

T

ZT

0

hh
v

� ffi
1I

�� ��dt: ð9Þ

Here T is the period of the cardiac cycle. Higher OSI indicates larger flow
direction variation in a cardiac cycle. As pointed out in Takizawa et al. (2010b),
calculating the OSI based on a fixed reference frame is not the best way, because,
for example, if an artery segment undergoes rigid-body rotation, that should not
influence the OSI. Two methods that exclude rigid-body rotation from the OSI
calculation were proposed in Takizawa et al. (2010b).
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Method 1

hh
v

� ffiD
1I
¼ JF�1 hh

v

� ffi
1I
; ð10Þ

where F is the deformation gradient tensor associated with the deformation of the
fluid–structure interface (not the volumetric deformation gradient of the fluid-
domain motion), and J ¼ detF.

Method 2

hh
v

� ffiD
1I
¼ RT hh

v

� ffi
1I
; ð11Þ

where R is the rotation tensor coming from the decomposition of F as

F ¼ RU; ð12Þ

and U is the right stretch tensor.

For both methods, hh
v

� ffiD
1I

is calculated as follows:
Z

C1Ið ÞROSI

wh
1I � hh

v

� ffiD
1I

dC ¼
Z

C1Ið ÞROSI

wh
1I �R hh

v

� ffi
1I

dC; ð13Þ

where R ¼ JF�1 or R ¼ RT , and C1Ið ÞROSI is a reference configuration of the
fluid–structure interface used in the OSI calculations. In Eqs. (8) and (9), we

replace hh
v

� ffi
1I

with hh
v

� ffiD
1I

.

Remark 1 A similar concept can be found in Green and Naghdi (1976) as the
corotated Cauchy stress, RT rR.

Remark 2 The OSI calculations reported in this chapter are based on Eq. (10).

Remark 3 As pointed out in Takizawa et al. (2010b), the reference configuration
used in Eq. (13) is not necessarily the unstressed configuration of the fluid–
structure interface. For the calculations reported in this book chapter, it is the
configuration corresponding to the instant when the pressure is at its time-averaged
value (on the way up, i.e. at the ascending part of the pressure curve).

3 Arterial Geometry, Mesh Generation and Estimated
Zero-Pressure Geometry

3.1 Arterial-Surface Extraction from Medical Images

In our current arterial FSI research the arterial geometries come as voxel data from
3D rotational angiography (3DRA) performed at one of the neuroangiography
suites at the Memorial Hermann Hospital at the Texas Medical Center. This is
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done on a biplane neuroangiographic unit (Allura FD20/10; Philips Medical
System, Best, the Netherlands). Adjusting the contrast ratio for this voxel data
allows us to visualize and create a triangular surface mesh using a marching cubes
algorithm. The vertices of the surface mesh are then passed through a Gaussian
smoothing filter to eliminate any high frequency noise and obtain a smooth sur-
face. At the artery inlets and outlets, we select cutting planes that are approxi-
mately perpendicular to the flow direction. As pointed out in (Takizawa et al.
2011), this provides better inflow and outflow planes for specifying the fluid
mechanics boundary conditions and is also important for imposing proper slip
boundary conditions at the inlets and outlets for the structural mechanics and fluid
mesh motion (see Sect. 4.5 in Tezduyar et al. 2011). This entire process is carried
out using software originally designed by Warren and McPhail for the purpose of
interactively imaging the pulmonary structure of the human lung McPhail and
Warren (2008).

3.2 Mesh Generation and Estimated Zero-Pressure Arterial
Geometry

We use the arterial lumen geometry as input to ANSYS Meshing Tools to generate
a quadrilateral surface mesh. As mentioned in Takizawa et al. (2011), at locations
where the arteries have large curvature we use more mesh refinement. Based on
the surface mesh, we go through a process of determining the arterial wall
thickness, generating a hexahedral structural mechanics mesh for the arterial wall
(typically with two layers of elements across the arterial wall), and calculating the
estimated zero-pressure (EZP) arterial geometry Takizawa et al. (2010a, b;
Tezduyar et al. 2008).

The concept of EZP geometry was introduced in Tezduyar et al. (2008). Quite
often, the image-based geometries are used as arterial geometries corresponding to
zero blood pressure. As pointed out in Tezduyar et al. (2008), it is more realistic
to use that image-based geometry as the arterial geometry corresponding to the
time-averaged value of the blood pressure. Given that arterial geometry at the time-
averaged pressure value, an estimated arterial geometry corresponding to zero
blood pressure needs to be constructed. This is where the need for an EZP arterial
geometry comes from. In estimating that geometry, the time-averaged value of the
blood pressure, obtained by averaging over a cardiac cycle, is 92 mm Hg.

In Takizawa et al. (2011), different wall-thickness ratios are tried with the zero-
pressure shape until, approximately, a 10 % wall-thickness ratio (relative to the
diameter of the arterial lumen) is obtained at the inflow. At each iteration, the trial
wall-thickness ratio is globally uniform (which comes out to be in the range
12–13 % when the iterations end), but the base length scales for the ‘‘patches’’ are
defined individually, with a smooth transition between the patches. The patches are
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identified as the regions associated with the inflow trunk, each of the outflow
branches, and the aneurysm/bifurcation area. The length scales for the inflow and
outflow patches are the lumen diameters at those ends. The length scale for the
aneurysm/bifurcation patch is a factor times the lumen diameter at the inflow,
where the factor was less than one and varied between the three different patient-
specific artery models used in Takizawa et al. (2011). The zero-pressure shape at
each EZP iteration is obtained by shrinking the surface mesh generated in the
surface-extraction process (see Sect. 3.1) by an amount equal to the trial wall-
thickness described above. It was pointed out in Takizawa et al. (2011) that this
was a simplified implementation and it was proposed to calculate the shrinking
amount not with such direct dependence on the trial wall-thickness, but based on a
more sophisticated rule of dependence or based on an independent trial objective.

In Takizawa et al. (2010a, b) and Tezduyar et al. (2010) the EZP geometry was
calculated in a simpler way. The zero-pressure shape used at each EZP iteration
was simply the surface mesh generated in the surface-extraction process, without
any shrinking. The calculation was even simpler in Tezduyar et al. (2008, 2009),
where the entire artery segment was treated as a single patch.

Following the calculation of the EZP geometry, the structure is inflated to a
pressure corresponding to the pressure at the start of our computation cycle
(cardiac cycle). After that, we generate, with ANSYS Meshing Tools, a fluid
mechanics surface mesh associated with the inflated arterial-wall structure. Then,
using that surface mesh, we generate a desired number of layers of refined fluid
mechanics volume mesh near the arterial walls. The rest of the fluid mechanics
volume mesh is generated with the TwAFSM automatic mesh generator. Layers of
refined fluid mechanics volume mesh near the arterial walls were used in
TwAFSM computations as early as the computations reported in Tezduyar et al.
(2009), followed by the computations reported in Takizawa et al. (2010a, b, 2011)
and Tezduyar et al. (2010).

In Takizawa et al. (2011), the layers of refined mesh have locally variable
thickness (with smooth transition between areas of different thickness), because
some artery branches have very small diameters. The thickness of the layers of
refined mesh is determined basically in the same way as the arterial wall thickness
is determined in Takizawa et al. (2011). The layers of refined mesh were generated
in a simpler way in Takizawa et al. (2010a, b) and Tezduyar et al. (2009, 2010),
where the entire artery segment was treated as a single patch. The number of layers
was 6 in Tezduyar et al. (2009), with a progression factor of approximately 1.25,
and 4 in Takizawa et al. (2010a, b, 2011) and Tezduyar et al. (2010), with a
progression factor of 1.75.

In this book chapter we also present results obtained with new techniques for
determining the shrinking amount in the EZP process, the arterial wall thickness,
and the thickness of the layers of refined fluid mechanics volume mesh near the
arterial walls. These techniques were proposed in Remark 2 of Takizawa et al.
(2011). Instead of using (nearly) patch-wise constant values (with a smooth
transition between the patches) for the EZP shrinking amounts, the wall thick-
nesses, and the thickness of the layers of refined mesh, we determine the local
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values of all three based on the solution of the Laplace’s equation over the surface
mesh covering the lumen. In each of the three cases, the Laplace’s equation is
solved with values specified at the inflow and outflow boundaries and for the
shrinking amount and wall thickness, as needed,1 at a set of inter-patch points (i.e.
points that are considered to be at the boundaries between the patches). The trial
ratios for the shrinking amount and wall thickness are no longer globally uniform
but are defined individually for the inflow and outflow boundaries (which still
come out to be in the range 12–13 % for the wall thickness when the iterations
end), and the values specified at the inter-patch points are not directly related to
these ratios. Furthermore, instead of targeting just a 10 % wall-thickness ratio at
the inflow, we take some additional considerations into account, such as targeting a
10 % wall-thickness ratio also at the outflow boundaries, targeting a wall-thickness
for the aneurysm or a set inter-patch points, reasonableness of the aneurysm size
and overall shape, and the mesh quality. The trial shrinking is applied, as needed,
in multiple steps, with surface remeshing between the steps. Because the parameter
space is wider and the targets are multiple, the process involves more user
experience, intuition and judgment. Still, of course, the objective in iterating on the
values for the shrinking amount and wall thickness is to have an EZP geometry
that after inflation to average pressure gives us a shape that closely resembles the
lumen geometry from the 3DRA. We note that the trial ratios specified at the
boundaries for the shrinking amount and wall thickness are not independent
quantities, but related by the incompressibility constraint. In generating the refined
fluid mechanics volume mesh near the arterial walls, the number of layers is 4 and
the progression factor is 1.75.

Remark 4 The original version of the technique for calculating an EZP geometry
was introduced in a 2007 conference paper (Tezduyar et al. 2007a) and the 2008
journal (Tezduyar et al. 2008) as ‘‘a rudimentary technique’’ for addressing the
issue. Newer techniques have been introduced since then, such as the new versions
we described above and the approach given in Bazilevs et al. (2010). In the
approach given in Bazilevs et al. (2010), the geometry of the vessel is left
unchanged and a state of pre-stress is found, which puts the artery in equilibrium
with the cardiac-cycle-averaged pressure (and viscous forces). The pre-stress is
then directly employed for the blood vessel wall tissue modeling in the FSI
computations.

Remark 5 A technique for wall-thickness prescription, based on the solution of the
Laplace’s equation over the fluid volume mesh, was developed in Bazilevs et al.
(2009). The idea of using the Laplace’s equation over the surface mesh covering
the lumen to determine the local values of the EZP shrinking amount, the arterial

1 In some cases where the outflow diameters significantly differ, the solution obtained from the
Laplace’s equation for shrinking amount and wall thickness for the aneurysm/bifurcation area
could have an undesirable distribution. The need for specifying values at a set of inter-patch
points comes from seeking a better distribution in that area.
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wall thickness, and the thickness of the layers of refined mesh was motivated by
this earlier wall-thickness determination work.

4 Fluid and Structure Properties and Boundary
Conditions

4.1 Fluid and Structure Properties

As it was done for the computations reported in Torii et al. (2004, 2011), the blood
is assumed to behave like a Newtonian fluid (see Sect. 2.1 in Tezduyar et al. 2008).
The density and kinematic viscosity are set to 1,000 kg/m3 and 4.0 910-6 m2/s .
The material density of the arterial wall is known to be close to that of the blood
and therefore set to 1,000 kg/m3. The arterial wall is modeled with the continuum
element made of hyperelastic (Fung) material. The Fung material constants D1 and
D2 (from Huang et al. 2001) are 2.6447 9103 N/m2 and 8.365, and the penalty
Poisson’s ratio is 0.45. Cerebral arteries are surrounded by cerebrospinal fluid, and
we expect that to have a damping effect on the structural dynamics of the arteries.
Therefore we add a mass-proportional damping, which also helps in removing the
high-frequency modes of the structural deformation. The damping coefficient g is
chosen in such a way that the structural mechanics computations remain stable at
the time-step size used. It is 1.5 9104 s-1.

4.2 Boundary Conditions

At the inflow boundary we specify the velocity profile as a function of time, by
using the technique introduced in Takizawa et al. (2010a). Here we describe the
technique from (Takizawa et al. 2010a). We use a velocity waveform which
represents the cross-sectional maximum velocity as a function of time. Assuming
that the maximum velocity occurs at r ¼ 0, the artery is rigid and the cross-
sectional shape is a perfect circle, we can apply the Womersley (1955) solution as
follows:

UP r; tð Þ ¼ A0 1� r
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þ
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� �
; ð14Þ

where N is the number of Fourier coefficients (we use N ¼ 20), Ak 2 C are the
Fourier coefficients of the waveform, T is the period of the cardiac cycle, J0 is the
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Bessel functions of the first kind of order 0, i is the imaginary number, and � is the
Womersley parameter:

� ¼ rB

ffiffiffiffiffiffi
2p
mT

r
: ð15Þ

We use the special mapping technique described in Sect. 2.1 for non-circular
shapes. Figure 2 shows a sample volumetric flow rate as a function of time.

Remark 6. In the current TwAFSM computations, the volumetric flow rate (which
was calculated based on a velocity waveform that represents the cross-sectional
maximum velocity) is scaled by a factor. The scaling factor is determined in such a
way that the scaled flow rate, when averaged over the cardiac cycle, yields a target
WSS for Poiseuille flow over an equivalent cross-sectional area. The target WSS is
10 dyn/cm2 in the current TwAFSM computations.

At all outflow boundaries of an artery segment, we specify the same traction
boundary condition. The traction boundary condition is based on a pressure profile
computed as described in (Takizawa et al. 2010a). In that computation, the
pressure profile, as a function of time, is determined based on the flow rate and by
using the Windkessel model (Frank, 1899). From Eq. (14), we obtain the flow rate
as follows:
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Fig. 2 Sample volumetric flow rate (left) and outflow pressure profile (right) corresponding to
the sample flow rate
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¼
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k¼0

Bkexp i2pk
t

T

� �
; ð18Þ

where J1 is the Bessel functions of the first kind of order 1, and for notational
convenience we introduce another set of coefficients, Bk 2 C. The pressure, based
on the Windkessel model, can be written as follows:

p tð Þ ¼ exp � t

RC

� �Z t

0

1
C

Q sð Þexp
s

RC

� �
dsþ p0; ð19Þ

where C and R are the compliance and resistance of the distal arterial networks,
and p0 is a constant of integration. Substituting Eq. (18) into Eq. (19), we obtain
the following:
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After a sufficient number of periods, the exp � t
RC

� ffi
term in Eq. (20) goes to 0:

p tð Þ ¼ T
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exp i2pk
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T

� �
þ p0: ð21Þ

Here T
RC is only a profile factor, because it is a parameter that only acts on each

Fourier coefficient. We set T
RC to 18.2, and the other parameters, T

C and p0, are set in
such a way that the range for the pressure profile is from 80 to 120 mm Hg for
normal blood pressure. Figure 2 shows the pressure profile corresponding to the
sample flow rate.

On the arterial walls, we specify no-slip boundary conditions for the flow. In the
structural mechanics part, as boundary condition at the ends of the arteries, we set
the normal component of the displacement to zero (see Sect. 4.5 in Tezduyar et al.
2011), and for one of those nodes we also set to zero the tangential displacement
component that needs to be specified to preclude rigid-body motion.

5 Simulation Sequence

Recipes for pre-FSI computations that provide a good starting point for the FSI
computations and improve their convergence were introduced in Tezduyar et al.
(2007b). Now, in all arterial simulations carried out by the TwAFSM, the FSI
computations are preceded by a set of pre-FSI computations. These pre-FSI
computations include fluid-only and structure-only computations. The recipes
introduced in (Tezduyar et al. 2007b) were used also in Tezduyar et al. (2008,
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2009). A slightly modified recipe was introduced in Takizawa et al. (2010a),
resulting in a simulation sequence called ‘‘S ? F?S ? FSI’’, and this is the one
that the TwAFSM has been using in its arterial simulations since then.

Structure ? Fluid ? Structure ? FSI (S ? F?S ? FSI) sequence

Step 1: Generate the structure mesh based on the shape of the unstressed structure.
Step 2: Compute the structural deformation with a uniform fluid pressure held
steady at a value close to 80 mm Hg.

• Structural deformation can be determined with a steady-state computation or a
time-dependent computation that eventually yields a steady-state solution.

• For the steady-state computation, Dt!1 and a ¼ 0 in Eq. (23) in Tezduyar
et al. (2011), the number of time steps is one, and the initial displacement,
velocity and acceleration are set to zero.

Step 3: Generate the fluid mesh based on the shape of the deformed structure.
Step 4: Compute a developed flow field while holding the structure from Step 2
rigid.

• The outflow traction is set to a value close to 80 mm Hg.
• The inflow velocity is set to a value corresponding to the outflow traction.

Step 5: Recompute the structural deformation, with the fluid stresses at the
interface held steady at their values from Step 4, and simultaneously update the
fluid mesh.

• Structural deformation can be determined with one of the two choices we had
in Step 2.

Step 6: Compute the FSI with the same inflow and outflow conditions used in Step
4, with the initial condition for the flow velocity coming from Step 4.
Step 7: Compute the FSI with the inflow and outflow conditions pulsating.

6 Computational Results

All computations were carried out in a parallel computing environment and were
completed without any remeshing. The fully discretized, coupled fluid and
structural mechanics and mesh-moving equations are solved with the quasi-direct
coupling technique (see Sect. 5.2 in Tezduyar and Sathe 2007). In solving the
linear equation systems involved at every nonlinear iteration, the GMRES search
technique (Saad and Schultz 1986) is used with a diagonal preconditioner.

6.1 WSS Calculations with Refined Meshes

The two different fluid mechanics meshes used in Tezduyar et al. (2010) were a
‘‘coarse’’ mesh with 15,850 nodes and 88,573 four-node tetrahedral elements, and a
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‘‘medium’’ mesh with 22,775 nodes and 128,813 four-node tetrahedral elements.
The medium mesh has four layers of elements with higher refinement near the
arterial wall, with the thickness of the first layer being approximately 0.02 mm. The
progression factor is 1.75. The coarse mesh has one layer of elements with a
uniform thickness of approximately 0.2 mm. The coarse and medium meshes have
the same number of nodes and elements at the fluid–structure interface: 3,057 nodes
and 6,052 three-node triangular elements. The computations reported in Takizawa
et al. (2010b) were based on the same artery model as the one used in Tezduyar
et al. (2010) and involved basically three new features. The new features were (a)
carrying out higher-resolution FSI computations with more refined fluid and
structure meshes, (b) calculating the WSS with a new technique, as described in
Sect. 2.2, and c) reporting OSI values that were calculated with a new technique, as
described in Sect. 2.3. We describe the computations from Takizawa et al. (2010b).
Two structural mechanics meshes are used. The ‘‘coarse’’ structure mesh consists of
8,067 nodes and 5,316 eight-node hexahedral elements, with 2,689 nodes and 2,658
four-node quadrilateral elements on the fluid–structure interface. The ‘‘fine’’
structure mesh consists of 30,732 nodes and 20,366 eight-node hexahedral ele-
ments, with 10,244 nodes and 10,183 four-node quadrilateral elements on the fluid–
structure interface and two layers of elements across the arterial wall. It is shown in
Fig. 3. The reason behind using a more refined fluid mechanics mesh in the higher-
resolution FSI computations reported in Takizawa et al. (2010b) was to increase the
accuracy of the WSS calculations by increasing the fluid mechanics mesh refine-
ment also on the arterial wall, not just in the normal direction near the arterial wall.
As pointed out in Takizawa et al. (2010b), this would normally make sense only if
the structural mechanics mesh has comparable refinement. The refined structural
mechanics mesh introduced in Takizawa et al. (2010b), which is shown in Fig. 3,
served that purpose. The ‘‘fine’’ fluid mechanics mesh has 138,713 nodes and
823,756 four-node tetrahedral elements. It has 11,713 nodes and 23,304 threenode
triangular elements at the fluid–structure interface, which is shown in Fig. 3. The
fine mesh, just like the medium mesh, has four layers of elements with higher
refinement near the arterial wall. The thickness of the first layer is approximately
0.02 mm and the progression factor is 1.75 (see Fig. 3).

Fig. 3 A bifurcating middle cerebral artery segment with aneurysm. Fine structural mechanics
mesh when the outflow pressure is maximum (left). Fine fluid mechanics mesh at the fluid–
structure interface (center) and the inflow plane (right)
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The computations were carried out with the SSTFSI-TIP1 technique (see
Remarks 8 and 16 in (Tezduyar et al. 2011)) and the SUPG test function option
WTSA (see Remark 2 in (Tezduyar et al. 2011)). The stabilization parameters used
are those given by Eqs. (12)–(18) in Tezduyar et al. (2011). The time-step size is
3.333 9 10-3 s for the coarse and medium meshes and 1.667 9 10-3 s for the fine
mesh. For all three meshes the number of nonlinear iterations per time step is 6.
For the fluid ? structure block the number of GMRES iterations per nonlinear
iteration is 300 for the coarse and medium meshes and 600 for the fine mesh. For
all six nonlinear iterations the fluid scale is set to 1.0 and the structure scale to 50.
For the mesh moving block the number of GMRES iterations is 30. Good mass
balance is achieved in all computations. This was verified by comparing the rate of
change for the artery volume and the difference between the volumetric inflow and
outflow rates. The pictures showing that can be found in Takizawa et al. (2010b).
Figure 4 shows, for the three meshes, the time-averaged WSS and the OSI.

Fig. 4 A bifurcating middle cerebral artery segment with aneurysm. Time-averaged WSS (left)
and OSI (right) for the coarse (top), medium (middle) and fine (bottom) meshes
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Table 1 shows the maximum, mean and minimum values of the WSS for the three
meshes. The higher OSI region indicates flow direction changes over the cardiac
cycle. The medium and fine mesh results are in good agreement. Figure 5 shows
typical streamlines around the higher OSI region at t = 0.268 s (accelerating flow)
and t = 0.448 s (decelerating flow). When the flow accelerates, a vortex forms,
which results in a downward WSS. Conversely, when the flow decelerates, the
vortex dissipates and the flow creates an upward WSS. As pointed out in Takizawa
et al. (2010b), one of the reasons behind this change in flow characterstics is the
motion of the aneurysm. We observe an aneurysm movement towards the left in
Fig. 5 when the flow accelerates.

6.2 Computations with the New Techniques for the EZP
Geometry, Wall Thickness and Boundary-Layer Element
Thickness

We present a sample from a wide set of patient-specific cerebral-aneurysm models
used in (Takizawa et al. 2012), where the shrinking amount in the EZP process, the
arterial wall thickness, and the thickness of the layers of refined fluid mechanics
mesh are determined based on the solution of the Laplace’s equation over the
surface mesh covering the lumen (see Sect. 3.2). The length scales used in con-
junction with the trial ratios for the inflow and outflow boundaries are the lumen
diameters at those ends. The value specified for the thickness of the first layer of

Table 1 A bifurcating middle cerebral artery segment with aneurysm

Mesh Peak systole Time average

Max Mean Max Mean Min

Coarse 102 37 32 12.53 0.16
Medium 237 54 60 16.76 0.32
Fine 263 53 68 16.53 0.24

WSS (dyn/cm2) for the coarse, medium and fine meshes. Spatial maximum and mean at peak
systole, and spatial maximum, mean and minimum of time-averaged values.

Fig. 5 A bifurcating middle
cerebral artery segment with
aneurysm. Streamlines
computed with the fine mesh
at t = 0.268 s (left) and
t = 0.448 s (right). The
streamlines illustrate the
WSS direction changes
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elements at the inflow and outflow boundaries is 0.0079 (lumen diameter at those
ends). In these computations, the volumetric flow rate is specified by using the
scaling technique introduced in Remark 6. Figure 6 shows the EZP shrinking
amount, wall thickness, and structure mesh for the arterial model, which we call
Model-M6Acom. The diameter of the arterial lumen is 3.13 mm at the inflow end,
and 2.12 and 2.11 mm at the outflow ends. The structure mesh has two layers of
elements across the arterial wall. For the layers of refined fluid mechanics mesh
near the arterial wall, the progression factor is 1.75. Figure 7 shows the fluid
mechanics mesh at the lumen, thickness of the first layer of elements near the
arterial wall, and the mesh at the inflow plane. The node and element numbers for
the model are given in Table 2. The Womersley parameter (defined in Sect. 4.2) is
2.0. This is based on the duration of one cardiac cycle (1 s) and the representative

Fig. 6 Model-M6Acom. EZP shrinking amount over the surface (lumen) extracted from the
medical image (left), wall thickness over the shrunk lumen (middle), and structure mesh at zero
pressure (right). The color range represents a value range that increases from light to dark

Fig. 7 Model-M6Acom. Fluid mechanics mesh at the lumen and outflow planes (left), thickness
of the first layer of elements near the arterial wall (middle), and the mesh at the inflow plane
(right). All pictures are from the starting point of our computation cycle. The color range
represents a value range that increases from light to dark
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diameter is calculated from the inflow area corresponding to the shape when
inflated to the average pressure.

The computations were carried out with the SSTFSI-TIP1 technique (see
Remarks 8 and 16 in Tezduyar et al. 2011) and the SUPG test function option
WTSA (see Remark 2 in Tezduyar et al. 2011). The stabilization parameters used
are those given by Eqs. (12)–(18) in Tezduyar et al. (2011). The SSP option is used
fully (see Remarks 21 and 22 in Tezduyar et al. 2011). The time-step size is
3.333 9 10-3 s. The number of nonlinear iterations per time step is 6. The number
of GMRES iterations per nonlinear iteration for the fluid ? structure block was
chosen such that mass balance is satisfied to within at most 5 % for each case. The
number of GMRES iterations is 300, and this was sufficient for obtaining good
mass balance. For all six nonlinear iterations the fluid scale is 1.0 and the structure
scale is 100. For the mesh moving block the number of GMRES iterations is 30.
Figure 8 shows the WSS when the volumetric flow rate is maximum and the OSI.
The OSI is calculated with the technique that excludes rigid-body rotations from
the calculation (see Sect. 2.3).

Table 2 Model-M6Acom. Number of nodes and elements. Here nn and ne are number of nodes
and elements, respectively

M6Acom

Structure Volume nn 17,574
ne 11,650

Interface nn 5,858
ne 5,825

Fluid Volume nn 33,040
ne 192,112

Interface nn 3,528
ne 6,996

Fig. 8 Model-M6Acom. WSS when the volumetric flow rate is maximum and OSI
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7 Concluding Remarks

We presented an overview of the special techniques developed earlier by the
TwAFSM for FSI modeling of patient-specific cerebral aneurysms. The core
techniques are the DSD/SST and SSTFSI methods. The special FSI techniques
developed in conjunction with the core techniques include (a) techniques for
calculating an EZP geometry, (b) a special mapping technique for specifying the
inflow velocity profile, (c) techniques for using variable arterial wall thickness, (d)
techniques for building layers of refined fluid mechanics mesh near the arterial
walls, (e) pre-FSI computation techniques that improve the convergence of the FSI
computations, (f) techniques for calculation of the WSS and OSI, and (g) arterial-
surface extraction and boundary condition techniques. With results from earlier
computations carried out by the TwAFSM, we demonstrated how these techniques
work. We also presented the special arterial FSI techniques developed and
implemented very recently by the TwAFSM and the computational results
obtained with these techniques. Overall, this review article shows that the space–
time arterial FSI techniques developed by the TwAFSM can deal effectively with
the computational challenges involved in arterial fluid mechanics problems.
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A Full-Eulerian Approach for the
Fluid–Structure Interaction Problem

Satoshi Ii, Kazuyasu Sugiyama, Shu Takagi and Yoichiro Matsumoto

Abstract A fixed-mesh method is developed for the fluid–structure interaction
problem, based on a fully Eulerian formulation. A material phase for an elastic
solid/membrane immersed in a fluid field is represented by a volume-fraction
function (or phase function) without any material point. In addition, its material
deformation at a current configuration is given by solving a transport equation for
the left Cauchy-Green deformation tensor on a fixed Eulerian mesh. A set of
partial differential equations in a mixture form is monolithically discretized by a
finite difference/volume method which has been developed in the field of the
multiphase flow analysis. The present fully Eulerian method does not require a
mesh generation, mesh moving and remeshing (or reconnection) procedures, thus
it straightforwardly addresses not only biological problems in which geometric
data are given by a measurement image, but also suspension flows in which soft
materials are largely moved and deformed in a fluid, e.g. blood flow with multiple
red blood cells and platelets, without any numerical or technical modification. A
numerical accuracy of the present method is well investigated in a grid refinement
manner and also in comparisons with that of the existing Lagrangian methods.
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1 Introduction

Computational studies for the fluid–structure interaction (FSI) problem are required
in many fields, e.g. biological systems, and industrial processes. Conventionally, the
computational fluid dynamics is more commonly described in an Eulerian way,
whereas the computational structure dynamics is more straightforward and descri-
bed in a Lagrangian way. The coupling of the fluid and structure dynamics is a
formidable task because of the difference in the numerical framework.

Concerning a simulation scale, the nonzero Reynolds number flows require that
the computational mesh is set out over the entire domain if the partial differential
equation is numerically solved for FSI problems. There are currently several major
approaches classified, with respect to the computational treatment, on how the
kinematic and dynamic interactions are coupled on the moving interface. One of
the most accurate approaches is raised as arbitrary Lagrangian–Eulerian (ALE)
(Hirt et al. 1974; Belytschko 1980; Hughes et al. 1981) or deforming-spatial-
domain/stabilized space–time (DSD/SST) (Tezduyar et al. 1992a, b, 2007;
Takizawa and Tezduyar 2011) technique, in which the body-fitted mesh is used.
These approaches are referred to as an interface-tracking approach, in which the
surface mesh is shared between the fluid and solid phases, and thus automatically
satisfies the kinematic condition. However, the computational domain has to be
remeshed as the object is greatly distorted, and it is not always an easy task to keep
the load of each computational core balanced.

An alternative to the interface-tracking approach is an Eulerian–Lagrangian
approach, in which the fluid and solid phases are separately formulated on the
fixed Eulerian and Lagrangian grids, respectively. A noticeable contribution is the
development of the immersed boundary (IB) method by Peskin (1972, 2002), who
introduces a smoothed approximation of Dirac d function for communication
between the Eulerian and Lagrangian quantities, and demonstrated the landmark
simulation of the blood flow around heart valves (Peskin 1972). The fictious
domain (FD) method (Glowinski et al. 1999; Yu 2005) and PHYSALIS (Takagi
et al. 2003) for specific multiphase flow problems with circular or spherical par-
ticles are also classified into the Eulerian–Lagrangian approach. The IB and FD
methods have been applied to a variety of studies, for example, moving rigid
particles (Glowinski et al. 1999; Yuki et al. 2007), moving flexible bodies (Mori
and Peskin 2008; Zhao et al. 2008), elastic membrane (Eggleton and Popel 1998;
Lac et al. 2004; Bagchi 2007; Sui et al. 2008; Takagi et al. 2009; Gong et al. 2009),
and restricted diffusion with permeable interfaces (Huang et al. 2009). The IB
method has also inspired many researchers to propose a number of improved
methods (Zhang et al. 2004; LeVeque and Li 1994; Li and Lai 2001; Takeuchi
et al. 2010).

Considering the utilization of voxel data converted from the medical image data
of MRI or CT, it is straightforward to develop the full Eulerian finite difference
methods, which directly access the voxel data to describe the boundary on the fixed
Cartesian mesh and avoid difficulty in mesh generation and reconstruction. Several
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Eulerian solvers for modeling the solid deformation have been proposed for linear
elastic materials (Xiao and Yabe 1999), for elasto-plastic materials (Udaykumar
et al. 2003; Okazawa et al. 2007), for hyperelastic materials (Van Hoogstraten et al.
1991; Liu and Walkington 2001; Dunne 2006; Cottet et al. 2008; Richter and
Wick 2010).

Recently, Sugiyama et al. (2010a, 2011) has developed a novel full-Eulerian
FSI solver for biological problems, and it has been extended to a fluid and wavy
wall interaction (Nagano et al. 2010), fluid and stiff material interaction (Ii et al.
2011) and fluid and membrane interaction (Ii et al. 2012a, b). Considering that the
voxel data contain the volume fractions of fluid and solid, we apply the volume-of-
fluid/volume-fraction (VOF) formulation (Hirt and Nichols 1981) to describing the
multicomponent geometry. Because the Eulerian formulation lacks of the material
points to link between the reference and current configurations, we need to devise
a method to quantify the level of deformation. To this end, we introduce the left
Cauchy-Green deformation tensor defined on each grid point, and temporally
update it. The full-Eulerian method has been reviewed by Takagi et al. (2012).

In this Chapter, a basic formulation of the full-Eulerian FSI method proposed
by Sugiyama et al. (2011) is described, and numerical results are discussed.
Moreover, further developments of the full-Eulerian FSI method are shown in
respect to the numerical method for the fluid–membrane interaction (Ii et al.
2012a), less-dissipative advection method (Ii et al. 2012c), quasi-implicit formu-
lation (Ii et al. 2011) and particle-in-cell based approach (Sugiyama et al. 2010b),
and also application for a suspension flow of the multiple flexible capsules (Ii et al.
2012b).

2 Full-Eulerian Approach for the Fluid–Solid Interaction

2.1 Eulerian Versus Lagrangian Frames

2.1.1 Material Phase

Let’s consider that Xf is a fluid region and Xs is a solid region, and introduce an
indicator function Is(x, t), which is being to either 0 or 1 for x [ Xf or x [ Xs.
Then, on a control volume dV(x), the volume-fraction or volume-of-fluid (VOF)
function of a solid is defined as

/sðx; tÞ ¼
1

dVðxÞj j

Z
dVðxÞ

Isðx0; tÞdx
0
; ð1Þ

According to a kinematic relation:

dtx ¼ v; ð2Þ
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(dt indicates a material derivative, i.e. qt ? v�r, with a partial temporal-derivative
qt), the VOF function is updated by solving a following advection equation given in
the Eulerian form.

ot/s þ v � r/s ¼ 0: ð3Þ

Here, v(x, t) is the velocity vector defined in the field. Expressions (1) and (2)
are mathematically equivalent to describe the material interface with a same initial
condition and velocity filed, except for a difference of numerical treatments.

In a simple deformation problem, in which a square solid is deformed by a
given velocity field, it is confirmed that the material phases based on both
Lagrangian (2) and Eulerian (3) ways are in good agreement (Fig. 1). It therefore
shows the material phase can be addressed in the Eulerian way as far as an
appropriate numerical method to update the VOF function.

2.1.2 Solid Deformation

Based on a basic theory on a finite deformation (e.g. Belytschko 1980; Holzapfel
2000, HolBonet and Wood 2008), the deformation gradient tensor is defined as

F ¼ ox

oX
; ð4Þ

where, X and x denote a reference and current coordinate systems. Due to a
kinematic relation (2), the deformation tensor F is updated by

otFþ v � rF ¼ rvT � F: ð5Þ

Then, the left Cauchy-Green deformation tensor B = F�FT, which is explicitly
shown to describe the Cauchy stress of a hyperelastic material (described later in
detail), is updated by a following transport equation (based on the upper-convected
time derivative or Oldroyd derivative) in the Eulerian way.

otBþ v � rB ¼ B � rvþrvT � B: ð6Þ

Fig. 1 Comparison for a material phase (volume fraction /s) in Lagrangian versus Eulerian
frames
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Similarly, a numerical difference between both Lagrangian and Eulerian
approaches is considerable. In the Lagrangian way, F is first calculated by using
the material points updated by (2) in a local coordinate system n with a bilinear
basis function on a quadrangular mesh, that is F = (qx/qn)�(qX/qn)-1, and then
B is calculated by F�FT. In the Eulerian way, B is directly updated by solving (6).
Figure 2 shows distributions of the first invariant of B, i.e. tr(B). It is also found
that numerical solutions at a certain time are competitive except for the material
interface due to a cut-off manipulation (described later).

2.2 Basic Formulation

2.2.1 Governing Equations and Fluid–Solid Mixture Representations

Figure 3 shows the notation of the fluid–structure systems to be addressed. Let us
consider an incompressible hyperelastic domain Xs submerged in an incom-
pressible fluid domain Xf, which is bounded with rigid flat walls. Hereafter, the
suffices f and s stand for the fluid and solid phases, respectively. We focus on the
system, where the walls are in contact with only fluid at the boundary CW, and the
moving wall drives the fluid and solid motions. Both fluid and solid are homo-
geneous, i.e. the material properties are uniform inside each phase. We shall
restrict our attention to the kinematic and dynamic interactions at the fluid–
structure interface CI. The fluid and solid densities are assumed to be identical
(qf = qs = q) as in many analyses for biological systems. For incompressible fluid
and solid, the governing equations consist of the mass and momentum
conservations:

r � vf ¼ 0; x 2 Xf ;

r � vs ¼ 0; x 2 Xs;
ð7Þ

qðotvf þ vf � rvf Þ ¼ r � rf ; x 2 Xf ;

qðotvs þ vs � rvsÞ ¼ r � rs; x 2 Xs;
ð8Þ

Fig. 2 Comparison for a deformation (the first invariant of the left Cauchy-Green deformation
tensor, tr(B)) in Lagrangian versus Eulerian frames
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where v denotes the velocity vector, t the time, q the density, and r the Cauchy
stress tensor. The no-slip condition is imposed on the fluid-wall boundary, namely

vf ¼ VW ; x 2 CW ; ð9Þ

where VW denotes the wall velocity. The kinematic and dynamic interactions
between the fluid and solid phases are determined by continuity in the velocity and
in the traction force at the fluid–structure interface, namely

vf ¼ vs; x 2 CI ; ð10Þ

rf � n ¼ rs � n; x 2 CI ; ð11Þ

where n denotes the unit normal vector at the interface.
In the practical numerical procedure based on the full Eulerian perspective,

instead of separately partitioned two velocity fields vf and vs respectively in Xf and
in Xs, it is convenient to introduce a monolithic velocity vector v applied to the
entire domain X(= Xf [ Xs). In multiphase flow simulations, one set of governing
equations for the whole flow field, known as a one-fluid formulation (Tryggvason
et al. 2007), is often employed to be discretized on a fixed grid. In the present
study, such an idea is applied to the fluid–structure system by using v, that is here
referred to as a one-continuum formulation. The one-continuum formulation
would immediately satisfy (10) because v is supposed to be continuous across the
interface CI. Following the volume averaging procedure (Takeuchi et al. 2010), we
establish the velocity field v as v = (1 - /s)vf ? /svs, where /s is the volume
fraction of solid inside a computation cell:

/sðx; y; zÞ ¼
1

DxDyDz

Z Dx=2

�Dx=2
dx̂

Z Dy=2

�Dy=2
dŷ

Z Dz=2

�Dz=2
dẑ Isðxþ x̂; yþ ŷ; zþ ẑÞ; ð12Þ

where Da (a = x, y, z) denotes the grid size, the suffices x, y and z stand for the
respective directions.

We may regard the volume fraction /s as a smoothed Heaviside function at the
grid scale. The distribution of the volume fraction reveals /s = 0 in fluid, /s = 1
in solid, and 0 \ /s \ 1 for the grid involving the fluid–solid interface. The

Fig. 3 Abstract setting for
the FSI problem considered
in the present study
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mixture representation is employed in the present study. Taking the weighted
average with respect to /s, we write the mixture stress r as

r ¼ �pIþ ð1� /sÞr
0

f þ /sr
0

s; x 2 X; ð13Þ

where I denotes the unit tensor, and the prime on the second-order tensor stands
for the deviatoric tensor, e.g. T‘ = T - tr(T)/3 for a tensor T. For incompressible
continua, the pressure p may be regarded as of a Lagrangian multiplier imposing
the solenoidal condition over the whole velocity field. The Poisson equation will
be solved to find the pressure field p, written in the one-continuum form, over the
entire domain X. Since /s is smoothed at the grid scale and r is supposed to be
smoothly distributed over the entire domain, the expression (13) at /s = 1/2
would satisfy the continuity of the traction force (11). Throughout this Chapter, the
fluid component is assumed to be Newtonian, and thus the deviatoric stress of fluid
is given by

r
0

f ¼ 2lf D; ð14Þ

where lf denotes the dynamic viscosity of fluid, and D(= (rv + rvT)/2) the strain
rate tensor. Instead of (7) and (8) with (10), (11) and (13), we solve the following
equations in the one-continuum form over the entire domain:

r � v ¼ 0; x 2 X; ð15Þ

q otvþ v � rvð Þ ¼ �pIþ ð1� /sÞr
0

f þ /sr
0

s; x 2 X; ð16Þ

with the updating equations for /s and B in (3) and (6), respectively.

2.2.2 Constitutive Equations for Solid

We consider incompressible visco-hyperelastic materials undergoing only the
isochoric motion. The deviatoric Cauchy stress of solid is expressed as

r
0

s ¼ 2lsDþ r
0

sh; ð17Þ

where the first term on the right-hand-side corresponds to the viscous contribution
with dynamic viscosity ls. The second term r‘sh corresponds to the hyperelastic
contribution to be derived below. To formulate the constitutive equation, we refer
to the general theories (e.g. Trapp 1971; Gurtin and Guidugli 1973; Simo et al.
1985) of constrained material. Choosing the Mooney–Rivlin expression (Mooney
1940; Rivlin 1948), and considering the nonlinearity up to O(B2) in the deviatoric
Cauchy stress, we write the hyperelastic strain energy potential W as

WðIB; IIBÞ ¼ c1ðIB � 3Þ þ c2ðIIB � 3Þ þ c3ðIB � 3Þ2; ð18Þ
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where IB = tr(B) and IIB = (tr(B)2 - tr(B�B))/2 denote invariants of the left/right
Cauchy-Green deformation tensor. Utilizing the equivalence of the invariants
between the left and right Cauchy-Green deformation tensors C(= FT�F), we write
the deviatoric Cauchy stress tensor as

r
0

sh ¼ 2 F � oW

oC
� FT

� ffi0
¼ 2 c1B

0 þ c2ðIBB� B � BÞ
0
þ 2c3ðIB � 3ÞB0

� �
: ð19Þ

We will give several demonstrations afterward for some specific cases
based on the linear Mooney–Rivlin, neo-Hookean and incompressible
Saint–Venant–Kirchhoff materials. Note that all these materials obey (19). Linear
Mooney–Rivlin material (Mooney 1940; Rivlin 1948) is given by setting c3 = 0,
and the neo-Hookean material, which is a particular case of the linear Mooney–
Rivlin material, is given with the coefficients c1 = G/2, c2 = 0, c3 = 0. As
another typical hyperelastic material, we consider Saint–Venant–Kirchhoff
material (Bonet and Wood 2008), which often models a thin but finite volume
membrane. The constitutive equation is expressed as a simple extension of
Hooke’s law, as defined by c1 = lLamé, c2 = - lLamé/2, c3 = (kLamé +2lLamé)/8,
where lLamé and kLamé are the Lamé constants.

It is should be noted that when the tensor field B is determined in a purely
Eulerian manner, all the equations will be closed in the Eulerian form. One may
use the transport Eq. (6) to update the B field, however, it should be noticed that it
is quite cumbersome to solve (6) from a numerical viewpoint, because B exhibits
rough distribution in the fluid domain Xf (Liu and Walkington 2001). The fluid
element subject to a shearing motion is likely to elongate toward the extensional
direction. Such an elongation causes a temporally exponential growth of some
components of B. To avoid the numerical instability brought by the exponential
growth, we define the modified left Cauchy-Green deformation tensor:

~B ¼ /1=2B; ð20Þ

and update it by solving

ot
~Bþ v � r~B ¼ ~B � rvþrvT � ~B; ð21Þ

with the initial condition /s
0.5I. Further, to avoid the inevitable exponential growth

at the cell near the interface CI containing the fluid–solid mixture, and to obtain a
viable compromise between the numerical consistency and stability, we introduce
a threshold /min and enforce

~B ¼ 0; for /s\/min: ð22Þ

In the present study, we set /min between 0.01 and 0.1. From (21), the resulting
deviatoric stress of solid multiplied by /s, which is involved in (17) with (19), is
expressed as
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/sr
0

s ¼ 2/slsDþ 2 c1/
1=2
s

~Bþ c2ðtrð~BÞ~B� ~B � ~BÞ þ 2c3ðtrð~BÞ � 3Þ~B
� �0

; ð23Þ

which can be evaluated together with the temporally updated modified left
Cauchy-Green deformation tensor from (21).

2.2.3 Numerical Methods

The basic equations are solved by a finite difference method on a fixed Cartesian
grid. We follow the simplified MAC (SMAC) algorithm (Amsden and Harlow
1970) to find the pressure field and simultaneously to satisfy the solenoidal con-
dition (15) with the staggered arrangement (Harlow and Welch 1965), where the
velocity component is located on the cell face, and the pressure and solid volume
fraction at the cell center. For the tensor component, the diagonal components are
defined on the cell center, while the non-diagonal components are on the cell apex.

Here, the time-stepping algorithm to update the variables at the (n ? 1)th time
level from the (n)th time level is briefly explained. Following the SMAC method,
corresponding to a standard incompressible fluid flow algorithm, with an incre-
mental pressure correction applied to the finite difference scheme, we decompose
the time-stepping into three steps. In the first step, the volume fraction and the
modified left Cauchy-Green deformation tensor are updated by

/nþ1
s ¼ /n

s þ DtR/ð/n
s ;/

n�1
s ; vn; vn�1Þ; ð24Þ

~B
nþ1 ¼ ~B

n þ DtRBð~B
n
; ~B

n�1
; vn; vn�1Þ; ð25Þ

where R/ and RB indicate the advection and right-hand-side terms of Eqs. (3) and
(21) in the discretization level with adequate spatial and temporal methods. In the
second step, the velocity field is temporarily calculated by

v� ¼ vn þ Dt

q
RpðpnÞ þ Rvðvn; vn�1;/nþ1;/n; ~r�; ~rnÞ
� �

; ð26Þ

~r� ¼ ð1� /nþ1
s Þlf ðrv� þ rv�TÞ þ /nþ1

s lsðrv� þ rv�TÞ þ r
0

shð~B
nþ1Þ

� �
; ð27Þ

where v* denotes the temporal velocity, and Rp and Rv denote the discretization
terms of the momentum equation in terms of the pressure and deviatoric Cauchy
stress terms. Finally, pressure, solenoidal velocity vector, and stress tensor are
updated during the projection step by

pnþ1 ¼ pn þ u; ð28Þ

vnþ1 ¼ vn � Dt

q
ru; ð29Þ

A Full-Eulerian Approach 55



~rnþ1 ¼ ~rn þ drð/nþ1;uÞ; ð30Þ

where the incremental pressure u is determined by solving the Poisson equation:

r2u ¼ r � v
�

Dt
; ð31Þ

and dr is a stress increment tensor depending on a time-integration method
employed in (26) (see Sugiyama et al. (2011) for the detailed formulation).

The spatial derivatives are approximated by the second-order central differ-
ences, except for those of the advection terms in (3) and (21), to which the fifth-
order WENO scheme (Liu et al. 1994; Jiang and Shu 1996) is applied. For the
momentum equation, following the spirit in the energy conservation methods
(Kajishima 1994; Ikeno and Kajishima 2007), we discretize the advection terms to
satisfy the identity r�(vv) = (v�r)v ? v(r�v) in the discretized space, that would
make the energy highly conserved. The time integrations are basically approxi-
mated by the second-order Adams–Bashforth method, except for the viscous stress
term in the momentum Eq. (27), to which the second-order Crank–Nicolson
method is applied. More details about the advection scheme, etc., are given in the
literatures (Kajishima et al. 2001; Kajishima and Takiguchi 2002).

2.3 Numerical Examples

2.3.1 Reversibility in Shape of a Circular Hyperelastic Material

We here deal with a shear flow between two plane plates involving a hyperelastic
particle. The distance between the plates is Ly = 2. The computational extent in
x direction is set to Lx = 8. The upper and lower plates are located at y = 1 and
y = - 1, respectively. Initially, the system is at rest. An unstressed solid particle is
initially circular with a radius of 0.75, and centered at the middle position (0, 0)
between the plates as depicted in Fig. 4a. The no-slip condition is imposed on the
plates, whereas the periodic condition is applied in x direction. We fix the material
properties q = 1, lf = 1 and ls = 0. We consider two kinds of materials: one is
the linear Mooney–Rivlin material with c1 = 4, c2 = 2 and c3 = 0, and the other
is the Saint–Venant–Kirchhoff material with kLamé = 6 and lLamé = 4 (i.e.
c1 = 4, c2 = - 2 and c3 = 1.75). The system motion is controlled as follows.
Within a period of t [ [0, 4], the upper and lower plates move at speeds of
VW(upper) = 1 and VW(lower) = - 1 in x direction, respectively, to drive the fluid
and solid motions. After t = 4, the moving plates stop (i.e. VW(upper) =

VW(lower) = 0) to release the particle from the shearing force.
Figure 4 visualizes the particle deformation and the flow field for six consec-

utive time instants with a grid resolution of 1024 9 256. As the shear flow is
induced by the moving plates, the shearing force is imposed on the solid particle,
and causes the particle elongation toward the extensional direction. In the transient
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state during the development of the deformation, it is observed in Fig. 4b and c
that the transverse elastic waves travel inside the solid, and are reflected by the
fluid–structure interface. The wave amplitude is damped through the repetitious
reflections with time as shown in Fig. 4d and e. As examined by Gao and Hu
(2009), the elastic wave propagation inside the particle may play an important role
on the deformation. As shown in Fig. 4e, the vorticity inside the particle at t = 4 is
negative, indicating that the particle experiences a tank-treading like motion. After
the shearing force is released by setting the wall velocities to be zero at t = 4, the
fluid flow rapidly decays and the deformed particle gradually recovers the circular
shape. At t = 6 as shown in Fig. 4f, the vorticity in the bulk fluid is almost zero,
while the non-zero vorticity forms near the fluid–structure interface, indicating the
particle shape is under recovery.

To directly demonstrate whether the reversibility can be captured, the distri-
butions of the tracers for four consecutive time instants are shown in Fig. 5. As
depicted in Fig. 5a, the tracers are initially seeded on the concentric circles inside
the solid to demonstrate the local displacements inside the solid. The bilinear
interpolation to the tracer location is applied to identifying its velocity, and its
position is temporally updated in a Lagrangian way. Figure 5b shows the tracer
distribution at the most deformed instant t = 4 when the particle is under the tank-
treading like motion. After the wall velocities is set to be zero at t = 4, the tracer
particles gradually move back toward the initial concentric circles with time. It
should be noted that because the degree of freedom corresponding to the rigid
rotation is allowed, the tracer distributions in Fig. 5c and d turn in the clockwise
directions about 80� with respect to the initial distribution in Fig. 5a. At the instant
t = 8, when the same period as the shear-imposing stage (four unit time) has
elapsed after the walls stop, the discrepancy between the tracer location and the
concentric circle is clearly shown in Fig. 5c, indicating that the recovery in the

Fig. 4 Snapshots of the velocity (arrows) and vorticity (color) fields involving a circular particle
in the imposing-releasing shear flow between two parallel plates. The figures are reproduced with
permission from Sugiyama et al. (2011)
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particle shape is still underway. After a sufficiently long time (t = 200), the tracers
are found to be back in the concentric circles as shown in Fig. 5d. We may say that
the present Eulerian approach can capture the reversibility in shape under certain
right circumstances.

2.3.2 Two Particles Interaction in a Couette Flow

We here make a comparison with the available numerical analysis of the inter-
action between two deformable particles in a Couette flow performed by Gao and
Hu (2009), who adopted body-fit Lagrangian mesh. The computational extent is
Lx 9 Ly = 8 9 4, which is the same as the reference. Initially, the system is at
rest. Two unstressed solid particles are initially circular with a radius of 0.5, and
centered at xc,A = (2, 2.5) and xc,B = (6, 1.5) as depicted in Fig. 6a. The upper and
lower plates located at y = 4 and y = 0, respectively, start to move impulsively to
drive the fluid and solid motions at speeds of VW(upper) = 1 and VW(lower) = - 1 in
x direction.

Fig. 5 Material point distribution in the imposing-releasing shear flow involving a circular
particle between two parallel plates mesh. The conditions are the same as those of Fig. 4. The
(colored) filled circles are distributed to demonstrate the rotation. Reproduced with permission
from Sugiyama et al. (2011)
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The no-slip condition is imposed on the plates, while the periodic condition is
applied in x direction. The solid component is purely hyperelastic. The material
properties are q = 1, lf = 20, ls = 0, c2 = 40 and c1 = c3 = 0. Figure 6 visu-
alizes the two-particle shape for five time instants. The dotted markers are, again,
to represent the solid deformations and those markers are not used for computing
solid stress or strain. The arrows at the particle centers are the instantaneous
translating velocity vectors. The dashed curve in Fig. 6 represents the outline of
the particles obtained by Gao and Hu (2009). The particles experience somehow
complicated interactions involving the ‘‘roll over’’ and ‘‘bounce back’’ modes. The
solid shape obtained by the present Eulerian simulation is again in agreement with
the well-validated result by Gao and Hu, indicating that the particle–particle
interaction is also reasonably captured by the present approach.

Fig. 6 Comparison of particle–particle interactions in a Couette flow with the existing data
(dashed line) by Gao and Hu (2009), in which the body-fit Lagrangian mesh was used to solve the
FSI problem. The dotted material points and the solid outline correspond to the present simulation
results based on the full Eulerian approach with a mesh 1,024 9 512. Reproduced with
permission from Sugiyama et al. (2011)
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Figure 7 shows the temporal evolution of the yc-position of the particle centroid
for various grid resolutions (Nx 9 Ny = 128 9 64, 256 9 128, 512 9 256,
1024 9 512). In the full Lagrangian computation, the finite element mesh is
refined within the particle–particle gap, whereas in the present Eulerian simulation,
the grid size is uniform and fixed. When the plot shows peaks around t = 3.0,
t = 16.0 and t = 20.0, the gap between the particles is narrow, and the particle
undergoes relatively strong hydrodynamic force owing to a squeezing effect. Such
a narrow-gap effect is less resolved by the present method than the full Lagrangian
method especially for the low spatial resolution cases, that is reflected on the larger
deviations from the result by Gao and Hu preferentially at the peaks. In the higher
spatial resolution, the profiles of the present simulation get closer to the full
Lagrangian result.

3 Further Developments

3.1 Full-Eulerian Fluid–Membrane Coupling Method

In coupling methods for a fluid and elastic membrane typified by the immersed
boundary method (Peskin 1972, 2002), the Lagrangian description is employed for
the membrane motion, whereas the Eulerian description is employed for the fluid.
However, there is an open question for a numerical stability in a long time run
without any numerical stabilization. For that reason, rather than using the
Lagrangian particles, field variables to identify the membrane interface are intro-
duced and utilized for interaction between the fluid and membrane on the Eulerian
mesh. Cottet and Maitre (2006) introduced the level-set function to identify the

Fig. 7 Variations of particle
yc-position as functions of
time for various number of
grid points. Comparison with
the result of Gao and Hu
(2009). Reproduced with
permission from Sugiyama
et al. (2011)
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interface, in addition, the membrane stretching or variation of the surface area was
obtained from the information of the level-set function. As a result, the membrane
force was successfully obtained on the Eulerian mesh without using the interfacial
material points. However, since the constitutive law of the membrane elasticity is
limited to a model which only involves a variation of the surface area, it has not been
applied yet for more general membrane models which depend on the principal
strains.

A novel full Eulerian fluid–membrane interaction method has been proposed
(Ii et al. 2012a, b), as an extension of the general idea by Sugiyama et al. (2011). It is
assumed that a closed membrane is immersed in a field X, where inner and ambient
regions X1 and X2 are filled with the incompressible Newtonian fluids (X = X1 [
X2). A material phase to describe each fluid is expressed by a smoothed volume
fraction (VOF) function /, which distributes from zero to one within a few com-
putational meshes. Then a membrane transition region C defined as |r/| B e, where
|r/| is regarded as a smoothed Delta function (e.g. Brackbill et al. 1992) and e is an
arbitrarily value depending on the mesh size, is introduced as in Fig. 8.

By making use of a basic theory on the finite deformation (Skalak et al. 1973;
Barthés-Biesel and Rallison 1981), a set of governing equations with a mixture
formulation is given as follows in the Eulerian frame.

r � v ¼ 0; x 2 X; ð32Þ

q otvþ v � rvð Þ ¼ �rpþr � ðlðrvþrvTÞÞ þ jr/jfs; x 2 X; ð33Þ

ot/þ v � r/ ¼ 0; x 2 X; ð34Þ

otBs þ v � rBs ¼ Bs � rsvþrsv
T � Bs; x 2 C; ð35Þ

otJs þ v � rJs ¼ Jsrs � v; x 2 C; ð36Þ

otjR þ v � rjR ¼ 0; x 2 C; ð37Þ

where rs = P�r is the surface gradient operator with a surface projection tensor
P = I - nn, where n is a unit normal vector of a membrane surface, Bs = P�B�PR

the surface left Cauchy-Green deformation tensor (subscript R denotes a reference
coordinate), Js the surface Jacobian (i.e. ratio A/A0 between an initial surface area

Fig. 8 The compactly
supported or smoothed
interface region C immersed
in the Cartesian mesh
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A0 and current area A), jR the reference mean curvature and fs the surface singular
force (force per area) of the membrane given by

fs ¼ rs � ðss þ sbÞ; ð38Þ

where ss is an in-plane stress tensor, e.g. the neo-Hookean material (Barthés-Biesel
and Rallison 1981):

ss ¼
Es

3ðK1 þ 1Þ Bs �
1

ðK1 þ 1Þ2
Ps

 !
; ð39Þ

and the Evans–Skalak material (Evans and Skalak 1980):

ss ¼
Es

ðK1 þ 1Þ2
Bs þ EsK1 � Cs

K2 þ 1
K1 þ 1

� ffi
Ps; ð40Þ

where,

K1 ¼ Js � 1; K2 ¼
trðBsÞ

2Js
� 1: ð41Þ

Here, Es is the shear modulus, Cs the area dilation modulus. sb is a bending
stress tensor proposed by Pozrikids (2001):

sb ¼ qsn;

qs ¼ rs �msð Þ � P; ms ¼ ks js � jRpð Þ;
ð42Þ

where Ks is the bending modulus and js = rsn the Cartesian curvature tensor.
The outward unit normal vector defined as n = - r//|r/|, and js (and also jR)
are calculated in the Eulerian meshes. A set of PDEs is discretized by the finite
difference/volume manner, and the SMAC algorithm (Amsden and Harlow 1970)
is employed to couple with the pressure and velocity fields with the staggered
arrangement. More detailed description on the numerical methods, see literatures
(Ii et al. 2012a, b).

For the sake of validation, a shear-induced deformation problem for a spherical
capsule obeying the neo-Hookean law (39) is simulated. A capsule with a diameter
of d = 2 is located on a computational domain, [- 4, 4] 9 [- 2, 2] 9 [- 4, 4].
An opposite velocity of ± V that results in a shear rate c = 2 V/Hz, where Hz = 8
is a vertical height of the domain, is imposed on each top/bottom wall in z direc-
tion. The periodic boundary conditions are imposed on other x and y directions.
The viscosity l(= l1 = l2) is given by Reynolds number Re = qcd2/(4l), and the
membrane stiffness is given by capillary number Ca = cd/(2Es). In this test,
q = 1, c = 1 and Re = 0.001 are fixed, therefore, the membrane stiffness only
depends on the capillary number Ca. Here, the bending force is neglected and the
capillary number is varied as 0.0125, 0.025, 0.05, 0.1 and 0.2. Numerical results at
steady state with a mesh size Dx = d/32 are shown in Fig. 9, where the time
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increment Dt = 0.0025 is used. It is confirmed that the deformation becomes
larger as the capillary number increases.

Here, time history of a deformation parameter D = (l - s)/(l ? s), where l and
s denote the semi-major and semi-minor axes of an ellipse fitting to an obtained
interface in ‘‘shear plane’’, i.e. x–z cross-section passing through y = 0, is shown
in Fig. 10. The mesh lengths Dx = d/16 and d/32 are employed, where the time
increments Dt = 0.005 and 0.0025 are used. In this regard, numerical solutions
given by the immersed boundary (IB) method (Eggleton and Popel 1998) and the
boundary element method (BEM) (Pozrikidis 1995) are also shown. As compared
with the well-validated results of the IB method and BEM, the present results
converge to the reference solutions by increasing the spatial resolution.

Fig. 9 The fully-developed deformed surface of the neo-Hookean membrane subjected to the
linear shear flow for various capillary numbers Ca = 0.0125, 0.05 and 0.2. The ‘‘shear plane’’
indicates a plane at y = 0, and the arrows indicate a schematic of the imposed shear velocities.
Reproduced with permission from Ii et al. (2012b)

Fig. 10 Deformation parameter D vs. time t for various capillary numbers Ca = 0.0125, 0.025,
0.05, 0.1 and 0.2. The lines are the present solutions with the mesh sizes of Dx = d/16 and d/32,
the filled-circles indicate the solutions by means of the immersed boundary method by Eggleton
and Popel (1998), and open-triangles show those of the boundary element method by Pozrikidis
(1995). Reproduced with permission from Ii et al. (2012b)
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3.2 Less-Dissipative Treatment for Updating the VOF
Function

The updating equation of the VOF function /s(x, t) is derived from the advection
Eq. (3). From a numerical point of view, an accurate treatment is necessary to
numerically obtain the flux v/s in a conservative form without the numerical
dissipation and oscillation. In other words, an accurate approximate function
F(x, t) is desirable for the indicator function Is(x, t). In the discretization, the
approximate function F(x, t) is piecewisely reconstructed in a single mesh ijk, that
is Fijk. In the present Eulerian FSI method especially for the coupling with the
membrane including a diffusive membrane region, a numerical method is required
to ensure the diffusive transition region between respective material-phases (fluid
and solid regions or inner/outer fluid region of the membrane) without numerical
dissipation over time. In order to satisfy solving such a requirement, a continuous
interface capturing method, namely MTHINC method (Ii et al. 2012c), has been
proposed developed by the method by Xiao et al. (2005), in which a (multi-
dimensional) hyperbolic tangent function is utilized for the approximation of the
cell-wisely indicator function.

In order to check the effect of the non-dissipative (MTHINC) method on the
full-Eulerian FSI solver, we again carry out a simulation on the two particles
interaction problem shown in Sect. 2.3.2. The temporal evolutions of the yc-
position of the particle centroids for various grid resolutions (Nx 9 Ny = 64 9 32,
128 9 64, 256 9 128, 512 9 256) are shown in Fig. 11. The present solutions
with the MTHINC method are excellently competitive to the full Lagrangian result

Fig. 11 Similar with Fig. 7,
but the MTHINC method is
employed for updating the
VOF function /s
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(Gao and Hu 2009) with lower grid resolutions as compared with the results
with the fifth-order WENO method (Fig. 7 in Sect. 2.3.2), inferring that the less-
dissipative numerical method for updating the VOF function is very important to
maintain an overall accuracy on the coupling problem based on the Eulerian
formulation.

3.3 Quasi-Implicit Formulation for a Stiff Material

For the soft material or membrane, of which the propagation speed of the elastic
wave is comparable to the advection speed, the explicit time-marching is com-
pleted with no small time increment Dt, whereas for the hard one, it suffers from
the expensive computational cost because of a huge number of time steps with the
sufficiently small Dt to capture the high-speed elastic wave. For the latter situation,
an implicit treatment is required to relax the stability restriction because of the
stiffness. A geometric nonlinearity appears in a general finite deformation prob-
lem, thus a nonlinear system should be solved in an implicit manner. However, the
above-mentioned instability mainly comes from the stiffness of the material, i.e.
high-speed elastic wave. It is therefore expected that the system becomes stable
drastically with the implicitly treated wave propagation even if the interface
motion is explicitly treated, inferring that no nonlinear system is solved.

In the employed fractional step approach, the effect of the elastic wave prop-
agation appears in a coupling with (26) and (26, 27). Therefore, the stress tensor of
the solid is approximated as

r
0

shðBnþ1Þ � r
0

shðBnÞ þ or
0
shðBnÞ
oBn|fflfflfflfflffl{zfflfflfflfflffl}

JB

�DB�; ð43Þ

where JB is the fourth-order Jacobian tensor and the time increment of the mod-
ified left Cauchy-Green deformation tensor DB* is approximated as

DB� � Dt

2
Bn � ðrvn þrv�Þ þ ðrvn þrv�ÞT � Bn
� �

: ð44Þ

As compared with the explicit (or semi-implicit) estimation (25), Eq. (44)
involves the temporal velocity vector v*. It is therefore shows that, by substituting
Eqs. (43) with (43) into (27), a linear system (26) for v* is obtained based on the
quasi-implicit treatment for the solid stress tensor. Detailed expressions are shown
in literatures (Ii et al. 2011, 2012a).

It was confirmed in the literature (Ii et al. 2011) the present implicit method
offers a unified treatment for both soft and hard materials, enabling simulation over
a broad range of elastic moduli (including a severe near-rigid condition) within a
feasible computation time without switching the numerical procedures depending
on the moduli.
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3.4 Particle-In-Cell Approach

The Eulerian FSI simulation provides significant advances in our understanding of
the geometrical flexibility, however, one inevitably encounters a numerical dif-
fusion problem. The VOF function is able to be accurately updated by using the
less-dissipative interface-capturing method, e.g. the MTHINC method (Ii et al.
2012c) described in Sect. 3.2, on the other hand, there are no sophisticated
methods for updating the deformation tensor because of its definition. Even if a
high-order scheme is chosen, the fluid–structure interface is smeared out gradually
with time. One of the methods to retain the sharp interface and the numerical
stability is a particle-in-cell (PIC) or material-point approach (Harlow 1988), in
which a moving object is discretized into Lagrangian markers accompanying the
status data for the individual small regions. The PIC method and its variants have
been proven to their merits in coping with, for example, solid dynamics (Sulsky
et al. 1995; Huang and Savage 1998; Guilkey and Weiss 2003; Wallstedt and
Guilkey 2008) and fluid-membrane interaction (York et al. 2000) problems.

A novel PIC-based Eulerian FSI solver has been proposed by Sugiyama et al.
(2010b), in which the Lagrangian markers are introduced to describe the solid
shape and deformation level, whereas the force-coupling is addressed in the
Eulerian mesh. A centroid xp

(l) of a marker l with a volume -vp
(l) and a modulus Gp

(l),
which is related to the prescribed velocity by

dx
ðlÞ
p

dt
¼ vðxðlÞp Þ; l 2 ½1;Np�; ð45Þ

where Np is the total number of particles. The left Cauchy-Green deformation
tensor Bp

(l), is temporally updated by

dBðlÞp

dt
¼ BðlÞp � LTðxðlÞp Þ þ LðxðlÞp Þ � BðlÞp ; l 2 ½1;Np�: ð46Þ

Here, v(xp
(l)) and L(xp

(l)) = (rv(xp
(l))) T are interpolated from the Eulerian mesh

to the marker position xp
(l). Following an idea of a component-weighted average

(Drew and Passman 1999), we compute the hyperelastic stress field /srsh
’ , e.g.

/sGB’ in the neo-Hookean material, on the fixed mesh through an extrapolation
from the marker points to satisfy

/sGBðxcÞ ¼
1
Vc

XNp

l¼1

Z
Vc

d3xGðlÞp vðlÞp BðlÞp dðx� xðlÞp Þ: ð47Þ

where Vc is the computational cell volume, xc is its centroid, and d(…) is the Dirac
delta function.

The proposed PIC-based Eulerian FSI analysis offers an excellent agreement
with theoretical analyses in some problems (Sugiyama et al. 2010b), and possi-
bility to solve the suspension flow of flexible bodies in an elastic tube with a
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narrow constriction, in which a higher spatial resolution is required to address an
interaction between both flexible bodies and wall in case of a pure full-Eulerian
approach.

4 Suspension of Biconcave Capsules and Spheroid Solids
in a Capillary Tube

Human blood is composed of biological cells (erythrocyte, leukocyte and throm-
bocyte, i.e., red blood cell, white blood cell and platelet), proteins and plasma.
Especially, the deformable red blood cell (RBC) highly occupies a blood, where its
volume ratio ranges from 30 to 50 %, thus the dynamic motions of the multiple
RBCs play an important role in a capillary vessel when its size (or diameter D) is
comparable to a RBC size (diameter d * 8 lm). In such a small vessel, the blood
is no longer accordance with the Newtonian fluid due to the presence of the high-
density RBCs. When the vessel size D is close to the RBC size d for D [ d, it has
been observed that a flow rate increases even if a same driving pressure is
enforced, that is commonly known as the Fåhræus–Lindqvist effect (Fåhræus and
Lindqvist 1931). Due to a hydrodynamic effect, the deformable RBCs axially
aggregate and the RBC-rich core region is created around an axial center, resulting
in a cell-free layer (or plasma occupying layer) near the vessel wall. In a primary
stage of the thrombus formation (or blood clotting) that stops the bleeding in
homeostatic mechanism, the platelets immediately accumulate on an injured vessel
wall. Therefore, it is quite important to know how many platelets are confined and
drift in the cell-free layer.

In this section, a suspension flow of the multiple RBCs and platelets in an
elastic capillary vessel and study the feasibility of the blood flow analysis based on
the full-Eulerian approaches. Here, to simplify the analysis, the platelet is regarded
as the elastic solid with a stiff elastic modulus, whereas the RBC is treated as the
elastic membrane obeying an adequate constitutive law with experimentally given
parameters (Hochmuth and Waugh 1987).

4.1 Analysis Setup

A suspension of the RBCs and platelets is enclosed by the elastic vessel tube with
a radius of D = 20 lm, obeying the solid material of the neo-Hookean law (18).
Here, 30 RBCs are randomly distributed to that a relevant hematocrit Ht is
approximately 20 %. The Evans-Skalak model (40) and Pozrikidis bending model
(42) are employed for the RBC. Meanwhile 10 platelet-like elastic solids are
randomly distributed within a range of rc B 8 lm (rc is a centroid of the platelet in
a radial direction) to reveal how the centrally-located platelets behave due to the
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presence of the RBCs. Initial shapes of the RBC and platelet are of biconcave
discoid (Evans and Fung 1972) and spheroid, respectively. A flow is induced by a
pressure-gradient as a body force, and a periodic boundary condition is imposed on
a streamwise direction x, and wall boundary conditions are employed for both
spanwise and vertical directions, y and z, respectively. Computational conditions
are referred to Table 1 of literature (Ii et al. 2012b).

4.2 Results and Discussion

4.2.1 Dynamic Motions of the RBCs

Snapshots of numerical results at t = 7.5, 30 and 75 ms are shown in Fig. 12. It is
found that the initially-distributed RBCs are mixed over time. Each of RBCs has a
different shape such as a parachute shape or slipper one reported in both a
numerical simulation (Zhao et al. 2010) and experiment (Gaehtgens et al. 1980).
The deformed RBCs aggregate into large masses around the axial center due to a
hydrodynamic effect, causing a plasma phase near the wall, so-called the cell-free
layer.

To clarify the development of the cell-free layer, a spatial occupancy of the
RBCs in a streamwise direction x is plotted in Fig. 13. It is confirmed that the cell-
free layer (or non-existing region of the RBC near the wall) becomes larger and a
RBC-rich core region is created around a tube center over time. It has been
reported that the RBC-rich core region is sufficiently created at t = 87.5 ms in a

Fig. 12 Snapshots of the numerical results at t = 0, 7.5, 30 and 75 ms. Reproduced with
permission from Ii et al. (2012b)
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2D simulation (Zhang et al. 2008), in which the computational conditions are
totally different (i.e., 2 and 3D, rigid parallel plate and elastic tube, Ht & 30 and
Ht & 20 %). Nevertheless, the present result is physically comparable to the
existing result (Zhang et al. 2008) in terms of a time constant for creating the
RBC-rich core region. In a bounded flow subjected to a pressure gradient, it is
known that a laterally-located RBC follow a tank-treading motion due to a strong
shear rate near the wall (Zhao et al. 2010; Zhang et al. 2008; Crowl and Fogelson
2010, 2011). This tendency has been also reported by Doddi and Bagchi (2009)
(Fig. 11 of the literature) whose simulation employs a parallel plate in 3D.
However, the present result is given by a specific configuration (one initial dis-
tribution), therefore further discussions for the development of the RBC aggre-
gation will be necessary using various initial distributions.

4.2.2 Platelet Motion

Trajectories of the respective platelets in a radial direction are plotted in
Fig. 14(left). Each platelet moves in a flow undergoing a fluctuation in a radial
direction, especially, such a fluctuation seems to be large around the tube center
(r B 4 lm). As the above discussion in Sect. 4.2.1, it is considered that the axi-
ally-aggregating RBCs push out the platelets together with the plasma, and the
laterally-migrated platelets drift with a less fluctuation. Taking the distribution of
the RBCs into account, it is assumed that the RBC-rich core region induces a
mixing effect of the flow, which results in a higher fluctuation in respect to the
medially-located platelets, whereas the cell-free layer restricts the radial motions
of the laterally-located platelets. Furthermore, a specific separation is observed
between the axial center (r B 4 lm) and near the wall (6 lm B r B 8 lm) for
t B 75 ms. In the 2D simulation results (Crowl and Fogelson 2010, 2011), this
separation has relevance to the multiple behaviors of the RBCs playing the tank-
treading motions near the wall, and they could perform a kind of barrier to restrict
the radial drift of the platelet from the lateral to the center. In the present

Fig. 13 Spatial occupancy
of the RBC versus axial
position at different time.
Reproduced with permission
from Ii et al. (2012b)
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simulation, it is not clear by what this separation is triggered because the number
of platelets is only 10 and the simulation is run with 1 initial configuration.
Nevertheless, it is considered that the radial fluctuation comes from the motions of
the RBCs. To clarify it, we carry out a computation without taking account of the
RBCs. The platelet trajectories are shown in Fig. 14(right). In a situation without
the RBCs, the radial fluctuation of the platelet only comes from the platelet motion
itself. Therefore, the platelets straightforwardly drift in the flow with less radial
fluctuation for t B 75 ms. It therefore appears that the dynamic motions of the
platelets are strongly affected by the motions of the RBCs.

5 Conclusion

A full Eulerian simulation method for solving fluid–structure interaction (FSI)
problems has been developed. A volume-of-fluid formulation was applied to
describing the multi-component geometry. The temporal change in both the solid
deformation and membrane deformation were described in the Eulerian frame by
updating a (surface) left Cauchy-Green deformation tensor, which was used to
express the nonlinear hyperelastic constitutive law. The validity of the present
simulation method was established through comparisons with the available sim-
ulation data. We confirmed that the present Eulerian approach can capture the
reversibility in shape by introducing the grids with sufficiently high resolution.

The significance of the present full Eulerian simulation method may be that the
approach showed a feasibility of reducing the FSI coupling problem to simple
incompressible fluid flow solvers. Thus, the conventionally-used efficient com-
putational techniques, such as the fast Fourier transform, and multi-grid method,
are applicable. The present Eulerian method has been shown to be well-suited for
using the voxel-based multi-component geometry on the fixed Cartesian system.
Once the initial field of the solid volume fraction is given over the entire domain,
the present Eulerian method enables one to carry out the FSI simulation without

Fig. 14 Trajectories of the respective 10 platelets in a radial direction. Left figure shows the
result with the suspension of the RBCs and right figure shows the result with the pure plasma.
Reproduced with permission from Ii et al. (2012b)
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mesh generation procedure. The method promises to extend the possibility of the
FSI simulation to certain additional classes of problems in the medical field, owing
to a facility in incorporating the voxel data directly converted from medical
images.
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Physiological Significance of Cell-Free
Layer and Experimental Determination
of its Width in Microcirculatory Vessels

Bumseok Namgung, Leo Hwa Liang and Sangho Kim

Abstract Formation of a cell-free layer (CFL) adjacent to the luminal surface of
microvessels is a consequence of axial migration of red blood cells (RBCs)
towards the flow centerline. The CFL formation is a prominent hemodynamic
feature in the microcirculation and thus it can be a dynamic indicator for alteration
of the microcirculatory system. Consequently, its dynamic characteristics (mean
width and spatio-temporal variations) are important factors to better understand the
microcirculatory functions under physiological and pathophysiological conditions.
The CFL is known to play a lubricating role by reducing the friction between RBC
core and vessel wall. As a result, a thicker CFL may attenuate wall shear stress by
reducing the effective viscosity of blood which in turn leads to lower nitric oxide
(NO) production by the endothelium, in particular in small arterioles. In addition,
the CFL can be a diffusion barrier to NO scavenging by RBCs as well as oxygen
delivery from the cells to tissue in the arterioles. Thus, due to the importance of the
CFL formation in the microcirculation, there have been many attempts to exper-
imentally quantify the CFL width in microcirculatory vessels. In this chapter, we
will review currently available techniques for the CFL width measurements in
microsystems and discuss about their limitations. For more detailed quantification
on the spatio-temporal variations of the CFL, recently developed computer-based
methods will be introduced.
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1 Cell-Free Layer Formation in Microcirculation

Formation of a cell-free layer (CFL) is mainly attributed to axial migration of red
blood cells (RBCs) toward the flow center (Goldsmith 1986; Kim et al. 2009;
McHedlishvili and Maeda 2001). The axial migration is induced by ‘‘tank-
treading’’ motion of the deformable cell membrane. The motion arises from both
compressive and tensile forces acting on the cell membrane under shear flow
(McHedlishvili and Maeda 2001). The deformable membrane of RBC is favorable
towards tank-treading motion rather than tumbling which is commonly observed
with solid particles under shear flow (Abkarian and Viallat 2008). The RBCs that
migrate towards the centerline are subjected to relatively faster flow stream than at
its initial lateral position adjacent to the wall. Consequently, the migrated RBCs
maintain their individual lateral position in flow stream, which results in the
development of blood phase separation to plasma and RBC core. This phase
separation leads to formation of the CFL or cell-deplete zone near the wall
(Goldsmith 1986; McHedlishvili and Maeda 2001). Therefore, the CFL width is
defined as the distance between the outermost edge of RBC core and luminal
surface of the endothelium in vessels (Fig. 1). The CFL width can be influenced by
physical and rheological factors such as hematocrit, RBC deformability and
aggregability, vessel diameter, and flow rate (Maeda 1996; McHedlishvili and
Maeda 2001; Suzuki et al. 1998; Tateishi et al. 1994). In addition, the elasticity of
vessels also influences the CFL width. A relatively thicker CFL can be formed in
elastic vessels than in hardened vessels (Maeda et al. 1996).

Fig. 1 Typical example of
the cell-free layer (CFL)
formation in arteriole
(ID = 55 lm). The solid and
dashed lines indicate the
inner vessel wall and outer
edge of RBC core,
respectively
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2 Hemodynamic Aspect of Cell-Free Layer

It has long been established in micro-glass tube studies that the CFL plays a
lubricating role in blood flow by reducing the friction between the RBC core and
tube wall (Alonso et al. 1993; Cokelet and Goldsmith 1991). The CFL formed
adjacent to the wall attenuates local viscosity, which in turn causes a reduction in
apparent viscosity. The attenuation of apparent viscosity is mainly due to relatively
lower viscosity of plasma near the wall than the viscosity of the core. Conse-
quently, the apparent viscosity decrease results in reduction of blood flow
resistance.

Alternatively, the CFL plays an important role in balancing nitric oxide (NO)
production by the endothelium and NO scavenging by RBCs (Makena Hightower
et al. 2011). NO is an important relaxation factor of smooth muscle cells, thus its
bioavailability becomes a major concern of vasodilation (Horiuchi et al. 2002).
The layer can be a diffusion barrier to NO scavenging by RBCs as well as oxygen
delivery from the RBCs to tissue (Butler et al. 1998; Chen et al. 2006; El-Farra
et al. 2003; Lamkin-Kennard et al. 2004; Vaughn et al. 1998). Many computational
predictions have been performed to examine the effect of the CFL on the NO
profiles by varying the layer width. These predictions showed that the CFL could
inhibit the scavenging of NO by RBCs, which leads to higher tendency of NO
diffusion to the tissue (Lamkin-Kennard et al. 2004). The inhibition effect of the
CFL influences NO bioavailability greatly, and it can offset the increase in NO
scavenging rate due to elevation of the core hematocrit by the thicker CFL for-
mation (Lamkin-Kennard et al. 2004).

It should be noted that not only the diffusion barrier role of CFL but also its role
in modulation of wall shear stress (WSS) is physiologically important. As the WSS
is a dominant mechanical force triggering NO release from the endothelium
(Chien 2007; Pittner et al. 2005; Resnick et al. 2003), its relation with the CFL has
been of particular concern in many studies (Namgung et al. 2011; Sharan and
Popel 2001; Yalcin et al. 2008). An in vitro study has reported that a thicker CFL
formation may attenuate WSS by reducing effective viscosity of blood, which in
turn leads to a lower NO production by the endothelium (Yalcin et al. 2008). A
theoretical study (Sharan and Popel 2001) suggested that the WSS should be
influenced by a dynamic change of the CFL width, which was examined later in an
in vivo study (Namgung et al. 2011). The latter study highlighted potential
enhancement of arteriolar WSS by the temporal variation of the CFL width.
Subsequent computational studies reported that the CFL variation might poten-
tially result in an augmentation of the NO bioavailability in tissue (Ong et al.
2011a, b). Therefore, not only the mean width of the CFL but also its spatio-
temporal variations may have a significant impact on the NO transport in
microcirculation.
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3 Visualization of Cell-Free Layer Formation
in Microcirculation

Figure 2 shows some examples for visualization of blood flow in the
microcirculation, which is essential and a very first step for understanding of the
microcirculatory system. Upon successful visualization, more detailed information
can be obtained by employing appropriate image analysis techniques to further
advance our knowledge of blood flow in the microcirculation. The surgical
exposure of a particular muscle of rodents, e.g. cremaster or spinotrapezius
muscle, allows us to directly visualize the microcirculation under an intravital
microscopic system. In addition, advancement in optical technology has contrib-
uted in providing high quality images of blood flow in such small vessels.
Especially, a high-speed video camera provides the capacity of digital recording of
blood flow with better image contrast and sharpness. By merging the aforemen-
tioned technologies, now it becomes possible to visualize spatio-temporal
variations of the CFL width in vivo.

The CFL width determination has relied mostly on transilluminated micro-
scopic images. The CFL can be detected in distinct brighter region near the vessel
wall than the RBC core region. Therefore, the light intensity difference (contrast)
between the two regions is a key determinant in the layer measurement. By per-
forming digital image processing (or manual measurement), the CFL width can be
determined by measuring the distance between the inner vessel wall and outer
edge of RBC core. For optical enhancement of the image contrast, a blue filter with
wavelength for peak transmittance of *400 nm can be used. The peak value
corresponds to maximum wavelength of absorption of photons by hemoglobin in
RBCs, which enhances the contrast between the CFL and RBC core.

Fig. 2 Visualization of red cell flows in the rat cremaster muscle. a, b and c Show blood flows in
arterioles, venules, and a capillary, respectively. The arrow indicates the flow direction
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4 Quantification of Cell-Free Layer Width
in Microcirculation

4.1 Conventional Manual Method

A number of studies have been carried out to quantify the CFL width in micro-
vessels. The conventional method for the CFL width determination is the manual
measurement on the analog video and/or digital image frames recorded through a
microscopic system (Maeda et al. 1996; Soutani et al. 1995; Tateishi et al. 1994).
In a recent study by Lima and coworkers, they visualized the layer by flowing
labeled RBCs under a confocal microscopic system (Lima et al. 2009). In their
study, the CFL widths were measured by manually tracking the trajectory of
outermost cells of RBC core. This kind of manual measurement can be time-
consuming and subjective, depending on performance. Thus, it may result in low
reliability and repeatability of the measurement. Furthermore, it is not suitable to
obtain detailed information on spatial and temporal variations of the CFL width.

4.2 Computer-Based Automated Method

4.2.1 Histogram-Based Thresholding Algorithm

To overcome the limitations of the manual measurement, a recent study proposed a
simple but effective way for the CFL width determination by adopting a computer-
based digital image processing technique (Kim et al. 2006). The key feature of the
method is the image segmentation which is commonly used for separating the
objective from background in an image. Its algorithm is based on light intensity
values of the image. The method provides the consistency in measurement and
automation of the process. Thus, it greatly minimizes the human measurement
error and time consumption. In addition, the method is capable of providing
information on spatio-temporal variations of the CFL width in more detail.
Figure 3 shows a flow chart of the overall procedure for the computer-based CFL
width determination (Kim et al. 2006), whereas the resulting digital images are
represented in Fig. 4.

Firstly, an uncompressed-format footage recorded by a high-speed video
camera is extracted into gray-scale images (Image extraction). Each image is then
filtered with the median filter to reduce the ‘salt and pepper’ noise (Chan et al.
2005). After the image preparation, an analysis line is drawn across the vessel at a
location of interest (Fig. 4a). To determine the vessel wall location (Wall deter-
mination, Fig. 4b), the light intensity profile along the analysis line is obtained and
its initial peak that transits from dark to light over two pixels is considered as the
location of the inner vessel wall. This criterion was suggested by previous studies
for the determination of the endothelial surface (Gretz and Duling 1995; Kim et al.
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2006; Smith et al. 2003). The error associated with this method is estimated to
be ±0.5 lm (Kim et al. 2006). After confirmation of the vessel wall location, the
light intensity profile along the analysis line over all sequential images are accu-
mulated into a single grayscale image (Image reconstruction, Fig. 4c). The
reconstructed image then proceeds to ‘Image segmentation’ to be converted into a
binary image (Fig. 4d) by using a thresholding algorithm. During the segmentation
process, any pixel of the image f x; yð Þ with light intensity value greater than a
certain threshold value (T) is considered as objective, whereas other pixels are
considered as background. Therefore, the binary image g x; yð Þ can be defined as
follows:

g x; yð Þ ¼ 1 if f x; yð Þ[ T
0 if f x; yð Þ� T

�
ð1Þ

Therefore, the CFL width can be obtained from the binary image by counting
the number of white pixels from the vessel wall until the first black pixel is
encountered (Fig. 4d).

In the above process, the thresholding algorithm is a crucial determinant in the
CFL width measurement and thus several histogram-based thresholding algorithms

Fig. 3 Digital image processing for the cell-free layer (CFL) width determination from recorded
images
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were examined in a subsequent study (Namgung et al. 2010). This study has
highlighted that the Otsu’s algorithm used in the study by Kim and coworkers
(Kim et al. 2006) has a drawback in the measurement accuracy when the sizes of
object and background are significantly unequal as also pointed out in previous
studies (Kittler and Illingworth 1985; Qiao et al. 2007). In this comparative study,
four different histogram-based thresholding algorithms were tested, including the
minimum (Prewitt and Mendelsohn 1966), intermodes (Prewitt and Mendelsohn
1966), 2nd peak detection (Sezan 1985), and Otsu’s methods (Kim et al. 2006;
Otsu 1979). These algorithms have been widely used for their simplicity, ease of
implementation, and high speed of processing (Qiao et al. 2007; Sezgin and
Sankur 2004).

To better depict the histogram-based thresholding method, the probability
distribution (normalized grayscale histogram) of image is described. The proba-
bility can be calculated as follows:

Pi ¼
ni

N
; Pi� 0;

XL

i¼0

Pi ¼ 1 ð2Þ

where L is the gray level (0–255), the number of pixels at the gray level i is
denoted by ni and the total number of pixels in an image is dented by N. If an
image has clear contrast between objective and background, the shape of proba-
bility distribution will have a bimodal (double-peaked) shape. Figure 5 shows a

Fig. 4 Computer-based method for cell-free layer (CFL) measurement. a Grayscale image of red
blood cell flow in a venule. b Light intensity profile along the analysis line (represented by solid
line). c Grayscale image after reconstruction. d Binary image. Arrows in ‘a’ and ‘b’ and solid
lines in ‘c’ and ‘d’ represent the location of vessel wall. (Reprinted with permission of Kim (Kim
et al. 2006))
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typical example of image segmentation based on the minimum thresholding
method. The figure clearly shows that when the gray image (Fig. 5a) has good
contrast between red cells and background, the probability distribution of the
image can have a distinct bimodal shape (Fig. 5b). In the shape, each class (each
unimodal distribution) represents an objective (blood core) and background (tis-
sue). The gray level at which the probability has its minimum corresponding to the
valley of the shape can be a most suitable threshold value for the segmentation
(Fig. 5c). In this process, additional treatments can be performed such as digital
image contrast enhancement to reduce imbalance between the two classes and
iterative smoothing of the histogram to achieve the two unique local maxima
(Glasbey 1993).

However, as mentioned above, if the image has unequal local maxima or a
broad and flat valley of the class, it may not provide a proper threshold value.
Especially, the Otsu’s algorithm is highly sensitive to these unequal local maxima.
Thus, an unequal variance of the classes may cause a tendency of the threshold
level to be determined at a level closer to the peak with larger population of
probability (Kittler and Illingworth 1985; Qiao et al. 2007).

4.2.2 Grayscale Method (Edge Detection)

The image contrast between RBCs and background can be significantly influenced
by light intensity passing through the surrounding tissue. In particular, when the
arteriole of interest is located in a deep tissue, faint shaded regions near the vessel
wall may be observed, which causes possible breakdown of the histogram-based
CFL width measurement. This limitation has been addressed in a study by Ong and
coworkers (Ong et al. 2011c) In this study, an alternative way of determining the
CFL width (grayscale method) was proposed to take into account the faint shaded
region as part of the RBC core. This method provides local detections of the inner
vessel wall as well as the boundary between the CFL and RBC column without
binarization of the grayscale image (Ong et al. 2011c). A comparison between the
previous histogram-based methods and the grayscale method is illustrated in

Fig. 5 Typical example of image segmentation by use of the minimum method. a Grayscale
image, b Probability distribution of the image, c Binary image obtained by the minimum
algorithm. T represents the threshold level determined by the minimum method
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Fig. 6. The main feature of the grayscale method is the edge detection which relies
on the local maximum gradient along the analysis line.

Firstly, the inner vessel wall is determined by comparing light intensities in two
adjacent pixels along the analysis line. The local maximum light intensity decrease
(negative gradient) determines the location of the inner vessel wall. After deter-
mination of the wall location, the reconstructed image is created (from Image
reconstruction in Fig. 3). By performing the Otsu’s thresholding process, a pro-
spective CFL region is predefined which possibly includes the shade region of RBC
column in the CFL. The following equation defines the criterion used for the actual
CFL region detection during the pixel scanning for light intensity comparison.

I x; yð Þ�
PnCFL

k¼1 Ik

nCFL

x ¼ 1; 2; . . .;N; y ¼ 1; 2; . . .;R� 1ð Þ ð3Þ

where I x; yð Þ refers to the gray level intensity value at a point in the reconstructed
image. nCFL denotes the total number of pixels in the CFL determined by the
Otsu’s method. N and R are the width and height of the reconstructed image,
respectively. The maximum increase in light intensity between two adjacent pixels
along the analysis line satisfying the above criterion determines the edge location
of the RBC column. The CFL width finally is obtained by counting the number of
pixels from the light pixel to the inner vessel wall. Thus, the pixels (faint gray
region) with lower intensity than the averaged intensity of the prospective CFL
region determined by the Otsu’s method can be considered as part of RBC column.

Fig. 6 A comparative description of the computer-based methods for cell-free layer width
measurement. (Reprinted with permission of Ong (Ong et al. 2011c))
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5 Limitations of Current Methods and Future Prospects

All the measurement techniques discussed here are influenced by image quality
that varies with microscopic systems. In addition, the spatial resolution of the
measurement relies on the microscopic system including a digital video camera.
Most recent studies have reported their spatial resolution to be *0.4 lm with use
of high-speed framing rates [3,000 f/s. The CFL measurement is sensitive to the
image contrast, image resolution and frame rates of video recording. The resolu-
tion will become more significant in the layer measurement when small vessels
(inner diameter \20 lm) are of particular interest.

A direct way to improve the spatial resolution is to use a higher magnification
objective for the visualization. However, a smaller field of view with the higher
magnification objective is inevitable. Especially for observation of the CFL for-
mation in a microvascular network, the limited field of view may not allow us to
obtain simultaneous measurements of the CFL width variations in the entire net-
work. Therefore, if the CFL modulation inherited by upstream conditions is of
interest, the enhancement of pixel resolution would be essential to secure the large
enough field of view for network coverage. An alternative way of improving the
pixel resolution is to adopt a camera with a high resolution CMOS (comple-
mentary metal-oxide-semiconductor) or CCD (charge-coupled device) sensor.

Another issue in the CFL width measurement will arise from the presence of
glycocalyx layer on the endothelium. The thickness of the glycocalyx layer has
been reported to be *0.5 lm in capillaries and venules and *0.4 lm in arterioles
(Savery and Damiano 2008). The glycocalyx layer is not detectable under the
transillumination microscopic system. Thus, the CFL width determined by such a
system includes this transparent glycocalyx layer. In addition, when the thickness
of the glycocalyx layer is smaller than the pixel resolution of the microscopic
system, overestimation of the CFL width may be substantial. To overcome this
limitation, the thickness of the glycocalyx layer should be predetermined before
the CFL measurement. A previous study by Vink and Duling (1996) proposed a
way of measuring the glycocalyx thickness by suspending FITC-dextran. They
compared the anatomical diameter obtained from a bright field illumination image
with the labeled plasma column from a fluorescent image. By subtracting the
plasma column from the anatomical diameter, they visualized the existence of the
glaucocalyx layer (Pries et al. 2000). Thus, the estimation of the glycocalyx layer
thickness for each flow condition can be made by using fluorescent plasma.

Lastly, as discussed in the Grayscale method section, considering the faint
shaded region as part of RBC core may lead to an overestimation of the CFL
width. The hematocrit distribution along the radial direction of the blood lumen is
not homogenous in 3-D flow, but all the measurements described here are based on
the 2-D images. Thus, if it is unclear whether the faint shaded region belongs to the
same focal plane of interest, the CFL width measurement might be underesti-
mated. Figure 7 shows typical examples of CFL width data measured with dif-
ferent image segmentation algorithms. As shown clearly in Fig. 7, the CFL width
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measurement can be highly sensitive to determine whether or not the faint shaded
region is considered as part of RBC core. A confocal microscopic system with
suspending labeled RBCs may be used to address this issue. However, this method
is limited to lower hematocrit RBC suspension and is only applicable when the
labeled cells are positioned in outer most boundary of RBC core. Alternatively, the
digital image enhancement techniques (Filtering, smoothing, and transformation)
can be performed for improvement of image contrast. However, it should be noted
that such image manipulations may result in image artifacts and thus selection of
an appropriate digital image post-processing would be essential.

6 Conclusion and Outlook

As mentioned earlier in this chapter, the CFL is of great interest in microcircu-
latory studies as an important hemodynamic parameter. To accumulate further
detailed knowledge of relationship between hemodynamic impairment and its
corresponding response in CFL width, the limitations of the CFL width mea-
surement discussed in this chapter are to be overcome by advancement of the
measurement techniques. For the future clinical application of the CFL as a
diagnostic indicator, many attempts still need to be extended. In addition, mini-
aturization and integration of the CFL width measurement system would be the
essential part of those attempts.
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Fig. 7 a Cell-free layer width defined by the Otsu’s, Minimum and Gray methods.
b Corresponding cell-free layer width variations over 500 frames with 3,000 f/s. (Mean ± SD)
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Computational Simulation of NO/O2

Transport in Arterioles: Role of Cell-Free
Layer

Seungkwan Cho, Swe Soe Ye, Hwa Liang Leo and Sangho Kim

Abstract Nitric oxide (NO) is the primary signalling molecule that regulates
blood flow and tissue oxygenation. NO diffuses into the vessel lumen and sur-
rounding tissues after its production in the endothelium, where the NO production
rate may be significantly affected by oxygen (O2) bioavailability. Indeed, many
studies have reported that abnormal changes in the bioavailability of these two
gases are highly correlated with cardiovascular diseases such as hypertension,
atherosclerosis and angiogenesis-associated disorders. However, despite a growing
body of literature on the physiological role of NO and O2, precise mechanisms of
action remain largely unknown. Therefore, it is necessary to develop appropriate
mathematical models of NO and O2 biotransport to better understand such
mechanisms. In addressing this purpose, a number of researchers have developed
mathematical and computational models of varying sophistication to describe the
gas transport in arterioles. In brief, early theoretical studies introduced numerical
models capable of predicting only the NO transport in arterioles. Subsequent
studies improved upon this methodology by developing transport models that
simulate the interaction between NO and O2 under steady-state conditions. Most
recently, the coupled NO/O2 computational models for gas transport in arterioles
have been developed with the added dimension of time-dependency. These time-
dependent models incorporate potential physiological responses to temporally
varying cell-free (plasma) layer widths near the vessel wall. In this chapter, we
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will provide a historical review of the computational models employed for NO and
O2 transport in arterioles and lastly, we will discuss about the new developments
for numerical models that study gas transport in detail.

1 General Principles

1.1 Biological and Chemical Systems of Nitric Oxide
and Oxygen Synthesis

Nitric oxide (NO) is a principal signalling molecule associated with tissue
oxygenation and vasodilation in the microvascular network. It is produced from
the guanidine-nitrogen terminal of L-Arginine by the enzyme NO synthase
(eNOS) in the endothelial cells. NO release by eNOS is initiated by the variation in
shear stress on the endothelial cell surface, or by the activation of specific endo-
thelial receptors by several hormones (Ballermann et al. 1998; Busse et al. 1998).
In elaboration, the activation of eNOS depends on intracellular concentrations of
Ca2+ and CaM, and this concentration can be enhanced by acute increases in shear
stress (Kuchan et al. 1994). Therefore, changes in wall shear stress due to varying
blood flow conditions can modulate NO release rate by eNOS. When eNOS is
maximally activated, the co-substrates oxygen (O2) and L-Arginine are required to
synthesize NO. The general oxidation reaction that synthesizes NO can be sum-
marized as follows (Chen and Popel 2006; Buerk 2001):

L� Arginineþ 2O2 ! L� citrulline þ NO ð1Þ

In this synthesis, O2 availability is the primary factor that affects the production
rate of NO. Accordingly, the general agreement in the literature is that an increase
in O2 enhances the NO production by eNOS. With regards to studying the NO/O2

chemical relationship, the NO production rate can be represented by Michaelis–
Menten kinetics. Michaelis and Menten first applied the concept of mass action
kinetics developed for gas-phase reactions to biochemical reactions.

The Michaelis–Menten kinetics for NO/O2 production can be summarized by
the following equation:

RNO ¼ RNOmaxCO2=ðCO2 þ KmÞ ð2Þ

where RNOmax is the maximum NO production rate and Km is the Michaelis con-
stant. The Michaelis constant represents the O2 concentration (CO2) when the NO
production rate RNO is half of the maximum NO production rate RNOmax(Buerk
2001).

The various values of Km have been suggested from several experimental
studies. Rengasamy and Johns (1996) investigated the effect of different concen-
trations of O2 on NO synthase activity in bovine brain, cultured bovine aortic
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endothelial cells and macrophages. In their results, apparent Km values for O2 were
reported to be 23.2 ± 2.8, 7.7 ± 1.6 and 6.3 ± 0.9 lM for the brain, endothelial
cells and macrophages respectively. Whorton et al. (1997) investigated the effect
of varying O2 concentrations on NO production by measuring nitrite (NO2

-) and
nitrate (NO3

-) production by intact vascular endothelial cells. They found that the
half-maximal NO production rate occurred at a PO2 level of 38 Torr.

In addition to the O2-L-Arginine biochemical reaction, there are several
biochemical reactions that can be treated as sources or sinks for the NO/O2

biotransport modelling (Buerk 2001). These reactions are summarized in Table 1.
However, despite a growing body of literature on the physiological role of

NO/O2, the precise mechanisms of action remain largely unknown. Thus, there is a
need to develop appropriate mathematical models of NO/O2 biotransport to better
understand the different mechanisms. The use of mathematical models together
with experimental data could help to elucidate the role of NO/O2 and its related
effects in the pathophysiological conditions.

1.2 Rheological Factors Affecting NO/O2 Transport

1.2.1 Cell-Free Layer

The cell-free layer (CFL) is a plasma-rich layer present in the blood lumen
adjacent to the endothelium. To be rigorous, the definition of the CFL width is the
distance from the outer edge of the red blood cell (RBC) core to the luminal
surface of the endothelium. The CFL formation may influence the local haema-
tocrit, which in turn affects the NO/O2 diffusion in the vessel. Several factors are

Table 1 Biochemical reactions describing the sources/sinks for NO/O2 in biotransport modelling
(Buerk 2001)

Sources

1. L-Arginine ? O2 ? L-citrulline +NO
2. 2RSNO ? RSSR ? 2NO
3. SNO-Hb(Fe2+)O2 ? GSH ? HS-Hb(Fe2+)O2 ? GSNO ? O2

4. GSNO ? O2
- ? GSH ? O2 ? NO

5. NO2
- ? H+ ? NADH ? NO ? H2O

Sinks
1. 4NO ? O2 ? H2O ? 4NO2

- ? 4H+

2. NO ? O2
- ? ONOO-

3. NO ? ONOO- ? NO2
- ? NO3

4. NO ? Hb(Fe2+) ? Hb(Fe2+)NO
5. NO ? Hb(Fe2+)O2 ? Hb(Fe2+) ? NO3

-

6. NO ? Mb(Fe2+) ? Mb(Fe2+)NO
7. NO ? Mb(Fe2+)O2 ? H2O ? Mb(Fe2+)OH ? ONOO- ? H+

8. 2NO ? RSH ? O2 ? RSNO ? ONOO-
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known to affect the width of CFL in microvessels, and these have been summarized
by Tateishi and co-workers (1994): (1) decreasing the microvessel inner diameter
increases the CFL width; (2) lowering the hematocrit increases the width; (3)
increasing flow rate and shear stress increases the width, and (4) decreasing the
deformability of RBCs reduces the width.

In addition, the CFL width also affects the NO/O2 gas transport by serving as a
diffusion barrier between the RBCs and the endothelium.

1.2.2 RBC Distribution and Blood Flow

Gas exchange between blood and the surrounding tissue primarily occurs in the
microcirculation. Hence, the hemodynamics in microvessels will inevitably affect
this exchange dynamics. Due to the comparable length scales between the RBC size
and the microvessel size, the two phase nature of the blood mixture becomes
apparent in the local hemodynamics. The key observations from the two phase
nature of blood flow are that the distribution of RBCs in the bloodstream is non-
uniform and that the RBCs tend to aggregate in the center of the blood vessel to
form a core RBC flow. The resulting velocity profile from this non-uniform RBC
distribution is a blunted velocity profile where variations in the edge of the core
bulk flow may have significant influence on NO synthesis and transport. The dis-
crete nature of RBCs along the edge of the RBC core engenders the likelihood of
RBCs being present in the plasma layer between the core flow and the endothelium;
variations in the location and spatial orientation of these discrete RBCs along the
core edge directly affect the local CFL width and hence the NO dynamics.
Experimental observations of RBCs in the plasma layer can be found in the liter-
ature (Kobayashi and Takizawa 2002), which indicate that the RBC distribution in
the vessel lumen is uneven. They noted that the edge of the RBC core close to the
wall occasionally contain RBCs. Their results agreed with the RBC distribution
curve by Prakash and Singh (1995) who had obtained RBC distribution profiles for
hematocrit values ranging from 10 to 60 % in a glass capillary with an internal
diameter of 200 lm using axial tomographic and image velocimetry techniques.
Their results confirmed that the RBC cell population is almost constant in the center
of a glass tube and decreases to zero almost linearly near the wall when the tube
hematocrit is high. Long et al. (2004) performed experiments in rat venules using
fluorescent microparticle image velocimetry and estimated viscosity profiles in the
vessel lumen. In their results, blood viscosity was constant in the core region of the
venular flow, but decreased almost linearly near the vessel wall.

Until this point, we understand that the local wall shear stress in arterioles
affects the NO synthesis by the endothelium cells. Wall shear stress is an entity
that arises from the hemodynamics in the blood vessel and consequently this
implies that the vessel geometry changes along the axial flow direction inherently
affect the NO synthesis by affecting the wall shear stress. Particularly, curved
vessels and bifurcations are essential geometric characteristics of the vascular
network; the disturbed blood flow in these locations may affect the local
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vasodilation. It has been suggested that in the long term, these disturbances might
play a role in the development of vascular diseases, such as atherogenesis (Cooke
and Dzau 1997; Malek et al. 1999).

In addition to affecting the NO production rate, hemodynamics in the micro-
vessel also affects the O2 transport and exchange dynamics. The blood flow pro-
vides a convective field velocity along which the O2-carrying RBCs advect. In a
review of the O2 transport models, Hellums and co-workers (1996) proposed that
the effect of intra-luminal blood flow velocities ought to be considered in order to
sufficiently quantify the O2 supply from blood to tissue. Due to the inherent
coupling between NO and O2, this convective effect of blood flow on O2 transport
may consequently affect the NO transport dynamics.

2 Development of Mathematical Models for NO/O2

Transport

Mathematical modelling is a useful and powerful tool for investigating the
simultaneous diffusion and reaction of NO/O2. These models should be based on
known mechanisms and employ physiologically relevant values of the production/
decomposition rate. However, these rate values are neither well characterized, nor
is it clear how the NO/O2 production and decomposition rates affect the diffusion
distance in the blood lumen, endothelium, and surrounding smooth muscle.

2.1 Mathematical Models for NO/O2 Transport
with a Constant CFL Width

2.1.1 NO Transport Models

Most mathematical models for NO transport have been developed to investigate
local NO transport in the vessel and surrounding tissue by employing a constant
CFL width. Lancaster (1994) developed the first mathematical model for
describing the NO diffusion and reaction in a blood vessel. The NO production rate
employed in the model was based on the maximum NO concentration from the
measured data in Malinski and Taha’s earlier study (1992), which have had sig-
nificant impact on the development and calibration of mathematical models for
studying NO diffusion. In similarity to the Lancaster model, Wood and Garthwaite
(1994) have developed theoretical models for describing the kinetic and concen-
tration profiles of NO generated from single or multiple sources in the brain. They
modelled the neuron to be a point source of NO and expressed the decay of NO in
the brain tissue as a first order reaction. Although several questions regarding NO
diffusion and reaction have been well addressed by these initial studies, the early
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models still suffer an inaccuracy due to their non-complete representation of
physical reality. Furthermore, initial studies have not taken into account the finite
size of the tissue region across which NO diffusion occurs.

Subsequent models were developed for more realistic cylindrical geometry,
including other physiological factors that allow higher NO levels in the vascular
wall to be simulated. For instance, Butler et al. (1998) have developed a mathe-
matical model that simulates NO transport within an infinite-radius cylinder. This
model is an improvement over the Lancaster model in that it specifies a RBC-rich
region with a high NO scavenging rate and a CFL with zero NO scavenging rate.
Vaughn et al. (1998a, b) developed a mathematical model to estimate the nitric
oxide production and reaction rates in tissue. Their model provides a general
analysis of NO reaction and diffusion in the lumen, endothelium, and abluminal
regions. In addition, El-Farra et al. (2003) developed a two-dimensional multi-
cellular model to evaluate the effect of the non-uniform RBC profiles on NO
transport across the blood lumen and surrounding tissue for a 50 lm diameter
vessel. Kavdia and Popel (2004) also studied the effect of wall shear stress on NO
level in arterioles with diameters of 50 lm. In their analysis, a linear relation
between eNOS production rate and wall shear stress was assumed. Their model
predicted that a physiological wall shear stress of 24 dyn/cm2 results in a NO
concentration of about 100 nm in the smooth muscle.

2.1.2 O2 Transport Models

The early investigators (Lagerlund and Low 1991; Lagerlund and Low 1987;
Reneau et al. 1969) made a number of assumptions in their blood-to-tissue O2

transport models, namely (1) that blood can be represented as a homogeneous
hemoglobin solution; (2) that the vessel wall does not participate in the con-
sumption of O2, and (3) that O2 does not react with other molecules in blood and
tissue. Despite these oversimplifications, early investigators were able to set up a
fairly reasonable framework for studying O2 transport, and have made several
discoveries of interesting phenomena through this basic framework.

A typical early model is the model constructed by Lagerlund and Low (1987,
1991). They modelled the O2 transport in the capillaries and tissue surrounding rat
nerves based on the work by Reneau et al. (1969). Their model coupled the O2

transport across the two distinct regions (the vessel lumen and surrounding tissue).
In addition, it was assumed in the model that the only sink for O2 is the surrounding
tissue, which consumes O2 with a certain rate predicted by the Michaelis–Menten
Kinetics. Interestingly, Lagerlund and Low found that Michaelis-Menten Kinetics
could affect the overall O2 distribution in the model. Popel et al. (1989) used a
Fick’s law diffusion model with the inclusion of an additional term representing
capillary flow in analyzing the experimental data on O2 flux from arterioles in the
hamster cheek pouch retractor muscle. They pointed out that if mitochondrial
respiration were the only sink for O2 as assumed in earlier models, the available O2

supply from blood would be more than the needs of the tissue.
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Tsai et al. (1998) performed experiments combined with mathematical
modelling to study O2 transport around an arteriole in rat mesentery. They
hypothesized that the excess O2 is consumed by the vascular wall, which has a
significantly higher O2 consumption rate than the surrounding tissue. In their
experiments, the phosphorescence quenching microscopy technique was used to
measure PO2 values inside the arteriolar lumen and surrounding tissues. Based on
the data obtained from the direct measurements in the tissue, they established PO2

profiles. Although the radial intravascular PO2 profiles could not be obtained
directly due to their experimental limitation, they managed to estimate the intra-
vascular PO2 values adjacent (about 4 lm from the blood-tissue interface) to the
inner membrane of the vessel. They found a dramatic PO2 drop inside the vessel
wall. They also developed a two dimensional model to estimate the O2

consumption rate using the O2 profiles obtained from their experimental mea-
surements. It was concluded that the O2 consumption rate in small arterioles of the
rat mesentery can be much higher ([200 times) than the mesenteric tissue O2

consumption rate. In a recent review, Tsai et al. (2003) pointed out that the non-
uniform distribution of RBCs in the bloodstream might be an important factor for
O2 delivery.

2.1.3 Coupled NO/O2 Transport Models

Recently, several theoretical studies have introduced numerical models that sim-
ulate the NO/O2 transport in the arteriolar blood flow with an inclusion of the role
of the CFL. Lamkin-Kennard et al. (2004a) investigated how coupled O2 and NO
transport in arterioles is influenced by the plasma boundary layer that forms as a
result of RBCs migrating towards the center of microvessel (Fåhraeus-Lindqvist
effect). In this study, they used a two-phase model which is composed of a RBC
core region and a CFL region. From their results, two mechanisms by which NO
bioavailability to the surrounding tissue can be affected were highlighted. In the
first mechanism the increase in CFL width implicitly increases the core hematocrit
which promotes a higher scavenging rate, resulting in reduction of NO bioavail-
ability to the tissue. However, in the second mechanism, the increase in CFL width
provides a larger diffusion barrier across the blood lumen, hence promoting the
diffusion and bioavailability of NO into the surrounding tissue. It is clear that these
two mechanisms work in opposing effects on the bioavailability of NO and O2 to
the tissue. They concluded that for a given rate of NO production by the eNOS,
the second mechanism takes dominance in the NO transport dynamics of
smaller arterioles. In another similar model developed by the same group
(Lamkin-Kennard 2004b), the gas model complexity was enhanced to include the
coupled physics between NO and O2 by solving for both gas transport equations.
The coupling comes from the interdependency that links the concentration of
either molecule to the production or consumption of its partner in the binary
relationship: the NO production from the NOS is O2 concentration dependent,
while the O2 consumption at the tissue is mediated by the presence of NO. Their
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results predicted that NO levels in the endothelium and vascular wall can be higher
with additional NO production from iNOS or nNOS at locations near the vessel
wall than with NO production from just purely eNOS alone. They also modelled
the competition between superoxide and superoxide dismutase on NO bioavail-
ability and their resulting impact on the coupled O2 and NO transport in arterioles
and surrounding tissue (Buerk et al. 2003). These modelling efforts were consistent
with the majority of previous models for NO transport in the literature (Buerk
2001), which are based on a simplified one-dimensional radial mass transport
model for NO by diffusion. Convective effects and axial diffusion could be ignored
in these models since it is generally understood that the scavenging reaction for
NO in the bloodstream is extremely rapid hence leading to a significantly higher
radial diffusive flux than axial convective or diffusive flux.

2.2 Mathematical Models for NO/O2 Transport
with a Time-Dependent CFL Width

2.2.1 Time-Dependent Computational Model for NO Transport

NO transport in small arterioles is complicated by formation of the CFL which
directly affects the diffusion dynamics across the blood lumen (Goldsmith et al.
1989). The CFL creates a physical diffusion barrier to NO transport by widening
the separating distance from the NO source in the endothelium to RBCs in the flow
stream. This phenomenon is likely to lower the exposure of NO to scavenging by
RBCs in the blood lumen which in turn helps to improve the preservation of NO
bioavailability in the arteriolar vessel (Liao et al. 1999; Vaughn 1998b). On the
contrary, NO preservation can be attenuated by an increase in NO scavenging rate
caused by a more compact RBC core in the blood lumen due to the CFL (Lamkin-
Kennard et al. 2004b). Furthermore, it is also possible that NO production in the
endothelium could be mitigated by a diminished wall shear stress due to reduction
in effective viscosity near the vessel wall (Yalcin et al. 2008; Baskurt et al. 2004).
The aforementioned computational studies that examined the effect of the CFL
formation on NO transport in the arterioles are all based on steady-state models
where the layer width is non-varying in the time domain. Consequently previous
models have assumed constant NO scavenging rates by the RBCs and NO pro-
duction rates in the endothelium.

With regards to the transient gas transport phenomena, Ong et al. (2011)
hypothesized that temporal variations in the CFL width would improve overall NO
bioavailability in the arteriole predominantly through the transient modulation of
wall shear stress and NO production. In their study, a time-dependent computa-
tional model on NO transport was implemented to test this hypothesis in relation to
their measured temporal data of the CFL width in arterioles. They showed that
transient changes in physiological responses accompanying the temporal varia-
tions in the CFL could significantly affect the NO bioavailability in the vessels.
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2.2.2 Time-Dependent Computational Model for Coupled
NO/O2 Transport

Most recently, Ong et al. (2012) developed a new time-dependent computational
model for coupled NO/O2 transport in arterioles with consideration of temporal
variations of the CFL width. This simulation study provides unique information on
how the CFL changes induced by alteration of red cell aggregability, deforma-
bility, and hematocrit influence the gas transport in a single arteriole. In this study,
for simplicity, the 1-Dimensional system was used for the gas diffusion in small
arterioles. A six compartmental model of the arteriole was considered, which
comprises of the blood lumen (BL), cell-free layer (CFL), glycocalyx (GLY),
endothelium (EC), vascular wall (WALL) and tissue (T) (see Fig. 1). In their
model, four assumptions were made; (1) only one-dimensional diffusion of
NO and O2 in the radial direction of the vessel (y-direction) is considered,
(2) convective transport of NO and O2 in the axial direction of the vessel is
neglected, (3) the respective diffusion coefficients of NO and O2 are constant in all
compartments, and (4) O2 solubility is the same in all compartments.

Unlike their previous model (Ong et al. 2011a, b), NO and O2 transport in the
arteriole were coupled in this model via two mechanisms: (1) NO production in the
endothelium is dependent on O2 bioavailability based on the Michealis-Menten
kinetics and (2) O2 consumption in the vascular wall and tissue can be inhibited by
NO based on the modified Michealis-Menten kinetics. Time-dependent changes in
the core hematocrit and wall shear stress due to the CFL variations were also
considered in their simulation, which would simultaneously lead to variations in
the NO scavenging rate and O2 partial pressure (PO2) in the blood lumen and the
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Fig. 1 Six-compartment
arteriolar diffusion model.
(Reprinted with permission of
Ong (Ong et al. 2012))
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NO production rate in the endothelium, respectively. The influence of changes in
wall shear stress on NO production was considered by modifying the maximum
NO production rate term in the Michealis-Menten equation.

3 Future Developments for the Gas Transport Model

One common simplification in the models earlier discussed is the assumption that a
one-dimensional diffusion model can sufficiently describe the overall dynamics of
gas exchange and transport. The metastability of NO is well known, and this in
addition to the considerable scavenging ability of hemoglobin in the RBC core
dictates that NO produced by eNOS at the endothelium does not remain in the
blood lumen for very long. These two factors are the usual argument given for
the assumption that neither the axial diffusion nor convection by the bulk flow in
the lumen affects the magnitude or direction of the NO diffusive flux. That is to
say, in describing a system characterised by quasi-equilibrium states, the dominant
transport direction remains in the radial direction. The radial diffusion model is
certainly adequate in elucidating the role of each compartment in the microvessel
and its surrounding tissue with regards to NO/O2 exchange. As mentioned earlier,
researchers can quantify or at least predict trends in how the radial placement of
sources/sinks affects the bioavailability of these two important molecules in our
smooth muscle and tissue. As such, these models are reasonably useful for
describing a general picture of the microcirculation physiology.

The limitation however is that the location of NO/O2 sources/sinks in micro-
vessels is hardly ever constant, even in the mean sense. From experimental studies
alone, researchers have found that key participants of the gas exchange system do
in fact exhibit strong variation in both the axial direction and in the time domain
(Ong et al. 2012). One participating element already highlighted is the CFL. The
CFL can vary both temporally and spatially in the axial and azimuthal directions.
RBCs along the edge of the core flow determine the CFL width. As the RBCs are
free to tumble and interact with one another, the pattern of the CFL spatial (or
temporal) variation can hardly be predicted and quantified.

The CFL variations may have two implications, the first being that because of
the temporal variation, even the mean CFL is evolving with time. The second
implication is that with a non-smooth CFL profile in space, the role of convection
in the transport process across the lumen (and hence indirectly, the surrounding
tissue) may be non-trivial after all. When the two are considered together, it may
be arguable that the NO/O2 dynamic can safely always be assumed to be quasi-
steady state. Furthermore it is conceivable that the variation in wall shear stress
due to both temporal and spatial variations of the flow field inevitably changes the
rate of NO production at the endothelium. Without including at least the axial
dimension, the effect of flow variation and NO production rate may not be treated
as coupled parameters in the model as they truly are in reality for the arteriole.
With regards to the varying hemodynamics that underlies the actual NO/O2
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exchange in a microvessel, it may be worthwhile to combine the current NO/O2

diffusion models with existing hemodynamic models that incorporate two-
dimensional or even three-dimensional flow modelling. A higher dimensioned
diffusion-convection model would be particularly useful in analysing changes in
NO/O2 transport dynamics in relation to changing microvessel geometries.
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Flow-Induced Deformation of a Capsule
in Unbounded Stokes Flow

Toshihiro Omori, Takuji Ishikawa, Yohsuke Imai
and Takami Yamaguchi

Abstract Dynamics of deformable capsules in fluid flow is great interest in
chemical engineering, bioengineering, and food industry. To investigate the
motion and deformation of a capsule, both the fluid mechanics of the internal and
external liquids and the solid mechanics of the membrane must be solved pre-
cisely. To express the elastic behaviours of the solid membrane, two different
kinds of modelling are commonly used. One is a continuum constitutive law and
the other is a discrete spring network model. This study first examines the cor-
relations between the mechanical properties of the discrete spring network model
and those of continuum constitutive laws. We also derive the relationships
between the spring constant and continuum properties, such as Young modulus,
Poisson ratio, area dilation modulus, and shear elastic modulus. Next, we inves-
tigate the motion and deformation of a capsule in simple shear flow. Especially, we
analyze the dynamics of a non-spherical capsule in shear. In the absence of inertia
effect of fluid motions, a boundary element method is used to compute the internal
and external Stokes flow. The results show that the orientation of a non-spherical
capsule is variant under time reversal, though that of a rigid particle is invariant.
Interestingly, the alignment of a non-spherical capsule over a long time duration
shows a transition depending on the shear rate.
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1 Introduction

A capsule is a liquid drop enclosed by a thin membrane. Capsules can be found in
nature, such as cells, eggs, etc., and artificial capsules are used in various engi-
neering fields, including chemical engineering, bioengineering, and food indus-
tries. Since capsules are usually suspended in another liquid, a viscous stress is
exerted on the membrane owing to the motion of both the internal and external
liquids. Understanding the deformation of capsules is crucial to predict their risk of
rupture, either to prevent or favor it depending on the application (Barthès-Biesel
et al. 2006).

Capsule deformation is governed by the fluid–structure interaction between the
motion of internal and external liquids and the deformation of the solid membrane.
Thus, the model chosen to solve the solid mechanics of the capsule membrane plays
a key role to predict capsule deformations (Barthès-Biesel et al. 2002). Since
typical thickness of the membrane, which is about nano-meter order, is much
smaller than the capsule size (typically micron order), only the deformation of its
median surface is considered. Henceforth, the word membrane refers to the two-
dimensional median surface. To model hyper-elastic behaviours of the capsule
membrane, several continuum constitutive laws have been proposed. Neo-Hookean
(NH) law has been used for isotropic volume-incompressible rubber-like materials
(Green and Adkins 1970). To express the area incompressible property of biolog-
ical membranes, Skalak et al. (1973) introduced the law (SK). Different constitutive
laws allow us to predict quite different material properties under large deformation.
For example, the NH law shows a strain-softening behaviour, whereas the SK law
shows a strain-hardening property (Barthès-Biesel et al. 2002).

Discrete spring network model has also been used for modelling of capsule and
biological cell membrane, because it can avoid the numerical implementation of
the complicated solid mechanics of the continuous models. Especially, in bioen-
gineering field, a spring network model has been used to model a red blood cell
(RBC) membrane. The RBC membrane is primarily consists of the lipid bilayer
and spectrin network. The lipid bilayer contributes area incompressibility of the
membrane and the cytoskeleton of spectrin network enables the RBC to undergo
large deformation while maintaining the structural integrity of the membrane. In
Omori et al. (2011), we investigated the mechanical properties of a spring network
model and clarified the relationship between the spring constant and continuum
mechanical properties, such as the Young modulus, area dilation modulus, Poisson
ratio, and shear elastic modulus. In this chapter, we explain how to compare the
mechanical properties of discrete spring network model and those of continuum
constitutive laws.

Fluid motions around the capsule are also important to simulate the deformation
of capsules. In particular, discontinuity of the viscous stress across the thin
membrane must be concerned. Due to the small size of the capsule, the inertia
effect of both internal and external fluid motions can be neglected. The fluid
velocity field is thus governed by the Stokes equations and can be expressed in

102 T. Omori et al.



terms of surface integrals defined on the capsule membrane. This method, known
as a boundary element method, can treat the discontinuity of the viscous traction
across the membrane explicitly. Therefore, it is one of the most accurate numerical
methods to simulate flow-induced capsule deformation. In Sect. 4, we numerically
investigate motion and deformation of a capsule in simple shear flow. The fluid
mechanics of liquid motions is solved by a boundary element method, while the
large deformation of hyper-elastic membrane is solved by a finite element method
(Foessel et al. 2011; Walter et al. 2010). We then analyze the effect of different
membrane models on the deformation of a spherical capsule in shear flow. Next,
we show the motion and deformation of an oblate ellipsoidal capsule in shear,
including an RBC type biconcave disk.

2 Governing Equations

In this section, we present the governing equations of a capsule deforming under
viscous flow. Since details of capsule mechanics can be found in the book of
Barthès-Biesel et al. (2010) and Pozrikidis (1992, 2003), we only describe the brief
outline here. Throughout this chapter, summation is performed over repeated
indices. Greek indices take values 1 or 2, whereas Latin indices refer to 1, 2, or 3.

2.1 Fluid Mechanics

Consider a capsule is freely suspended in a Newtonian liquid undergoing viscous
flow with velocity v1. We assume a capsule is filled with an incompressible
Newtonian liquid with viscosity kl and density q. Outer liquid is also assumed as
an incompressible Newtonian liquid with viscosity l but density q. Gravitational
effects thus can be omitted and the capsule is neutrally buoyant.

Due to the small size of a capsule, typical Reynolds number of the flow based
on the capsule dimension Re ¼ qa v1j j=l is much smaller than unity, where a is
the characteristic length of the capsule. The inertia effect of the fluid flow can be
neglected, and both the motions of internal and external liquids are governed by
the Stokes equations. In the Stokes regime, the velocity field can be evaluated in
terms of surface integral defined on the deformed membrane S (Pozrikidis 1992):

1þ k
2

v xð Þ ¼ v1 xð Þ � 1
8pl

Z
J x; yð Þ � q yð ÞdS yð Þ

þ 1� k
8p

Z
v yð Þ �K x; yð Þ � n yð ÞdS yð Þ;

ð1Þ
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where k is the viscosity ratio of the internal and external liquids, n is the unit
outward normal vector, q is the viscous load on the membrane, and J and K are the
single- and double-layer potential of Green’s function, respectively. Dynamic
condition requires the load q must be equal to the discontinuity of the stress tensor
across the membrane

q ¼ rout � rin
� ffi

� n; ð2Þ

where rout and rin are the stress tensor of the outer and inner liquids, respectively.
Single- and double-layer potentials J and K are defined as:

Jij ¼
dij

r
þ rirj

r3
; Kijk ¼ �6

rirjrk

r3
; ð3Þ

where r = y – x, and r = |r|.

2.2 Membrane Mechanics

We next describe the governing equations of the solid mechanics of the thin
membrane. The local curvilinear coordinate (n1, n2) is introduced as depicted in
Fig. 1.

Let X(n1, n2) and x(n1, n2) be a position of the material point in the reference
and deformed state, respectively. The covariant bases in each state thus can be
written as

Ga ¼
oX

ona ; ga ¼
ox

ona : ð4Þ

For simplicity of the description, we only describe the bases in the deformed
state, hereafter. The unit normal outward vector n is also given by

n ¼ g1 ^ g2

g1 ^ g2j j : ð5Þ

The associated contravariant bases are defined as

ga � gb ¼ da
b: ð6Þ

The covariant and contravariant metric tensor can be written as

Fig. 1 Illustration of the
curvilinear coordinate and
covariant vectors
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gab ¼ ga � gb; gab ¼ ga � gb: ð7Þ

Since the covariant and contravariant bases have the relation of

ga ¼ gabgb; ga ¼ gabgb; ð8Þ

the metric tensor of contravariant bases can be rewritten as

g11 ¼ g22

gab

�� �� ; g22 ¼ g11

gab

�� �� ; g12 ¼ g21 ¼ � g12

gab

�� �� ; ð9Þ

where gab

�� �� ¼ g11g22 � g2
12.

Assuming negligible bending rigidity, deformations occur only in the plane of
the membrane. Let dX and dx be the infinitesimal in the reference state and
deformed state, respectively. The surface deformation gradient tensor Fs is given
by

Fs ¼
ox

oX
; ð10Þ

or

Fs ¼ ga �Ga; ð11Þ

where � represents the tensor product over two vector spaces. The local defor-
mation of the membrane can be measured by the right Cauchy-Green tensor

C ¼ FT
s � Fs

¼ Ga � gað Þ � gb �Gb
� �

¼ gabGa �Gb:

ð12Þ

The Green–Lagrange strain tensor E is also given by

E ¼ 1
2

C� Isð Þ

¼ 1
2

gab � Gab
� �

Ga �Gb:

ð13Þ

where Is is the two-dimensional identity tensor. Two invariants of the strain tensor
I1 and I2 can be written as a function of the principal extension ratios k1 and k2

(Skalak et al. 1973):

I1 ¼ 2trE ¼ gabGab � 2 ¼ k2
1 þ k2

2 � 2; ð14Þ

I2 ¼ 4 det Eþ 2trE ¼ gab

�� �� Gab
�� ��� 1 ¼ k2

1k
2
2 � 1: ð15Þ

In the membrane model, the stresses are integrated towards the thickness
direction and replaced by tensions, which have the dimension of force per unit
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length. In the case of isotropic hyper-elastic materials, the Cauchy tension is given
by the strain energy function W:

s ¼ 1
Js

Fs �
oW

oE
� FT

s ; ð16Þ

where Js = k1k2 expresses the ratio between the deformed and the reference
surface area. When the strain energy W is a function of I1 and I2, the chain-rule is
applied to the above equation, and the contravariant expression of the Cauchy
tension is given by

sab ¼ 2
Js

oW

oI1
Gab þ 2Js

oW

oI2
gab: ð17Þ

2.2.1 Two-Dimensional Continuum Constitutive Laws

A number of constitutive laws are now available for modelling thin hyper-elastic
membrane. Different laws allow us to describe quite different material behaviours,
including strain-softening behaviours of a gelled membrane or strain-hardening
behaviours of a polymerized membrane. In this section, we introduce three dif-
ferent constitutive laws.

In the small deformation limit, all laws reduce to the 2D Hooke’s law (H)
(Barthès-Biesel et al. 2010):

WH ¼ Gs tr e2
� �
þ ms

1� ms
treð Þ2

� ffl
; ð18Þ

where Gs is the shear elastic modulus, ms is the Poisson ratio and e is the linearized
Green–Lagrange strain tensor. The area dilation modulus Ks of the Hooke’s law is
given by Ks = Gs (1 ? ms)/(1 - ms), and the Young modulus is given by Es = 2 Gs

(1 ? ms).
The Neo-Hookean (NH) law (Green and Adkins 1970) is widely used for

modelling of capsule membrane. The NH law can describe the behaviour of
volume incompressible rubber-like material. The strain energy function of the NH
law is defined as

WNH ¼ GNH
s

2
I1 � 1þ 1

I2 þ 1

� ffl
; ð19Þ

where Gs
NH is the shear elastic modulus of the NH membrane. In small deformation

limit, the continuum material properties of the NH law have the relation of

Gs ¼ GNH
s ; Es ¼ 3Gs; ms ¼

1
2
; Ks ¼ 3Gs: ð20Þ
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To model the large deformation of an RBC membrane, Skalak et al. (1973)
introduced the law (SK):

WSk ¼ GSK
s

4
I2
1 þ 2I1 � 2I2 þ CI2

2

� �
; ð21Þ

where Gs
SK is the shear elastic modulus of the SK membrane. For small defor-

mation, the correspondence between material properties and the law parameter is

Gs ¼ GSK
s ; Es ¼ 2Gs

2C þ 1
C þ 1

; ms ¼
C

C þ 1
; Ks ¼ Gs 2C þ 1ð Þ: ð22Þ

To model the area incompressible material of a biological membrane, the law
parameter C must be large enough. For example, the area dilation modulus of the
RBC membrane is much larger than the shear modulus, and the parameter C is
estimated as the order of 105–106 (Pozrikidis 2003; Skalak et al. 1973). For a
numerical simulation, however, such high C may not be needed to discuss the
effect of area incompressible property of the membrane, because the Poisson ratio
ms rapidly converges to 1 by substituting large number of C into equation 22 (Note:
in the case of a 2D area incompressible material, the Poisson ratio corresponds to
1). Actually, the areal change Js-1 of a biconcave disk in shear flow with C = 10
is less than 2 % (capillary number is 2, the viscosity ratio k = 1).

2.2.2 Discrete Spring Network Model

Next, we derive a spring network to model the capsule membrane. A 2D sheet is
discretized by a network of springs. Assume that all springs have the same elastic
resistance, which is proportional to the length change of the springs. In a Cartesian
frame (x1, x2), the spring force between the node i and j is defined as

f ij ¼ k rij

�� ��� r0
ij

���
���

	 
 rij

rij

�� �� ; f ji ¼ �f ij; ð23Þ

where k is the spring constant, rij = rj – ri, and rj and ri are the position vector of

node i and j, respectively. r0
ij

���
��� is the equilibrium length between the points i and

j. To investigate how influence the mesh topology to the mechanical properties of
the spring network, four kinds of triangular mesh are used (Fig. 2). The cross mesh
is constructed by squares with diagonal line. Nodal points are added at the
intersections of the diagonal line, refers as the cross-centre mesh. In the regular
triangle, the mesh is based on regular hexagons associated with a central node. The
unstructured mesh is generated by the Delaunay triangulation.

To compare the mechanical properties of spring network and those of contin-
uum constitutive laws, the tension-strain relationship of the spring network model
must be taken into account. Consider deformation of a 2D sheet of length L1 and
width L2. The initial boundary grid spacing DL1 and DL2 are also given by
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DL1 = L1/n and DL2 = L2/m, where n and m are the number of boundary seg-
mentation towards the x1 and x2 directions, respectively. When the 2D sheet is
deformed to k1L1 and k2L2 in the x1 and x2 directions, respectively, the principal
tension s1 and s2 of the spring network model is defined as

s1 ¼
P

i Fi;1

��
x1¼k1L1

k2L2
; s2 ¼

P
j Fj;2

��
x2¼k2L2

k1L1
; ð24Þ

where Fi,1 is the x1 component of the total spring force Fi acting on the node i and
Fj,2 its x2 component. For simplicity of the discussion, L1 and L2 correspond to 1,
and we use DL1 = DL2 in this study. The principal strain is also defined as

ea ¼
1
2

k2
a � 1

� �
: ð25Þ

3 Comparison Between Continuum Model
and Spring Network

3.1 Small Deformation Limit

In this section, we analytically investigate small deformation of the spring network
model. Especially, the Young modulus, Poisson ratio, area dilation modulus, and
shear elastic modulus of the spring network are derived. Next, we compare these
parameters to those of the continuum constitutive model.

3.1.1 Analytical Solution for Infinitely Fine Mesh

We consider an infinitely fine spring network, assuming that all the mesh elements
are identically deformed so that the forces acting on the nodes are symmetric. For
the sake of simplicity, we only detail here the derivation of the elastic constant for
a cross mesh element under uniaxial deformation.

Fig. 2 Mesh configuration of spring network model (Omori et al. 2011) a Cross. b Cross centre.
c Reglar triangle. d Unstructured
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Configuration of the spring network is shown in Fig. 3. Spring 1 has the initial
length l0 and oriented to the x1 direction. Spring 2 has the initial length w0 and
oriented to the x2 direction. Spring 3 is along with the cross direction and its initial
length L0 is calculated as L0

2 = l0
2 ? w0

2. The initial angle between the spring 1 and
3 is defined as h0. The counterpart of spring 3 is also defined as spring 30. Consider
the spring network is deformed from l0 to l0 ? Dl0 in the x1 direction and from w0

to w0 ? Dw0 in the x2 direction, respectively. In the small deformation limit
(Dl0 � l0, and Dw0 � w0), the three springs has the relation of

L0 þ DL0ð Þ2� l0 þ Dl0ð Þ2þ w0 þ Dw0ð Þ2; ð26Þ

where DL0 is the length change of spring 3. Neglecting the second order term of
DL0, Dl0, and Dw0, we have the following equation:

DL0 ¼
l0Dl0 þ w0Dw0

L0
: ð27Þ

The x1 components of total spring force acting on a node is contributed from
spring 1, 3, 30:

F1 ¼ kDl0 þ 2kDL0 cos h0 þ Dh0ð Þ; ð28Þ

where Dh0 is the angle change. Apply similar manner to the x2 component of the
spring force, we have

F2 ¼ kDw0 þ 2kDL0 sin h0 þ Dh0ð Þ: ð29Þ

The local tension s1 and s2 on a mesh are given by

s1 ¼
F1

w0 þ Dw0
; s2 ¼

F2

l0 þ Dl0
: ð30Þ

In uniaxial deformation (s2 = 0), we can determine the Poisson ratio and
Young modulus of the spring network model. The transverse displacement Dw0

can be deduced from Eq. (29) with s2 = 0 condition

Fig. 3 Numbering of the
spring network
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Dw0

Dl0
¼ � 2l0 sin h0

L0 þ 2w0 sin h0
: ð31Þ

In the small deformation limit, the Poisson ratio is thus given by

ms ¼
Dw0=w0j j
Dl0=l0j j ¼

2l0 sin h0

L0 þ 2w0 sin h0

l0

w0
: ð32Þ

Substituting Eq. (31) into (28), we obtain the expression of F1 as a function of
Dl0, from which the small deformation Young modulus follows

Es ¼
s1

Dl0=l0
¼ L0 þ 2w0 sin h0 þ 2l0 cos h0

L0 þ 2w0 sin h0

l0
w0

k: ð33Þ

In the isotropic deformation (s1 = s2), we can also have the relation between
area dilation modulus Ks and the spring constant k by using a similar manner with
uniaxial deformation (Omori et al. 2011). In Table 1, the results of the uniaxial
deformation of cross mesh, cross centre mesh, and regular triangle are shown.
These results clearly show the gemetrical dependency of the spring network
model. To express isotropic elasticity using a spring network model, the mesh
must therefore be isotropic.

3.1.2 Comparison of Spring Network and Continuum Model

We compare the small deformation mechanical properties of spring network
models with an isotropic mesh and the constitutive laws NH and SK. The Poisson
ratio of a spring network model is determined only by the mesh configuration and
is independent of k. For the isotropic cross mesh, the Poisson ratio can be esti-
mated as 1/2, which corresponds to the NH law and the SK law with C = 1. In the

Table 1 Young modulus and Poisson ratio of the spring network model (Omori et al. 2011). A 2D
sheet is discretized by cross mesh, cross centre mesh, and regular triangles

Mesh type k as a function of Es vs

k ¼ L0 þ 2w0 sin h0

L0 þ 2 w0 sin h0 þ l0 cos h0ð Þ
w0

l0
Es

Isotropic mesh: k = 2/3 Es

vs ¼
2l0 sin h0

L0 þ 2w0 sin h0

l0
w0

Isotropic mesh: vs = 1/
2

k ¼ L0 þ w0 sin h0

L0 þ w0 sin h0 þ l0 cos h0

w0

l0
Es

Isotropic mesh: k = 3/4 Es

vs ¼
l0 sin h0

L0 þ w0 sin h0

l0
w0

Isotropic mesh: vs = 1/
3

Isotropic mesh:

k ¼
ffiffi
3
p

2 Es

Isotropic mesh:
vs = 1/3
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case of two-dimensional isotropic elastic material, two mechanical module are
independent as related by the conventional relations of elasticity:

Ks ¼ Gs
1þ ms

1� ms
; Es ¼ 2Gs 1þ msð Þ: ð34Þ

If the spring constant is further set to k/Gs = 2, the small deformation
mechanical properties Es, Gs, and Ks of the isotropic cross mesh model are
identical to those of a MR or of SK (C = 1) membrane. Similarly, by adjusting
k/Gs = 2 for isotropic cross-centre mesh and k

�
Gs ¼ 4

� ffiffiffi
3
p

for regular triangles,
the mechanical properties of the spring network coincide with those of the SK law
with C = 1/2.

3.2 Large Deformation

Next, we present mechanical properties of the spring network model under large
uniaxial and isotropic deformation. In large deformation, we numerically compare
the tension-strain relationship of the spring network discretized with isotropic
cross mesh, cross centre mesh, and unstructured mesh and those of the continuum
model. The tension-strain relationship under large uniaxial extension is shown in
Fig. 4. The cross mesh exhibits a strain-hardening behaviour similar to the SK law,
whereas the cross centre and unstructured mesh show a quasi-linear behaviour
even for large deformation. The results of isotropic deformation are also shown in
Fig. 5. In this case, all three spring network models show a strain-softening
behaviour. This result suggests that the spring model is not appropriate to express
the area incompressible membrane property of the material.

Fig. 4 Tension-strain
relationship under uniaxial
extension (s2 = 0)
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4 Capsule in Shear Flow

We next describe motion and deformation of a capsule in simple shear flow. Due
to small size of a capsule, we assume the flow is Stokesian and the flow field is
solved by a boundary element method. A finite element method is employed to
solve the solid mechanics of continuum thin membrane. Since we use the same
numerical method of Foessel et al. (2011), and Walter et al. (2010), only brief
numerical procedures are described here.

We track the Lagrangian position of the membrane material points over time.
Thus, we can explicitly compute local membrane deformations. Once, the strain is
given, the membrane tension can be computed depending on the constitutive law.
The static local equilibrium equation of the membrane is given by

rs � sþ q ¼ 0; ð35Þ

where rs is the surface divergence operator. Based on the virtual work principle,
the above equilibrium equation can be written as the weak form:

Z
û � qdS ¼

Z
ê : sdS; ð36Þ

where û and ê ¼ 1
2 rs ûþrs ûT� �

are the virtual displacement and strain, respec-
tively. A finite element method is used to solve Eq. (36) with respect to the load
q. Once, the load is given, the velocity field is calculated from Eq. (1). The mem-
brane material point x is updated by means of the kinematic condition ox=ot ¼ v.
This equation is solved by an explicit second order Runge–Kutta method. The whole
procedure is repeated while we get sufficient long computation time.

In a Cartesian reference frame with the capsule centre as the origin, the
undisturbed linear flow v1 can be defined as v1 ¼ Eþ Xð Þ � x, where E and X are
the rate of strain and rotation tensors, respectively. In the case of a simple shear

Fig. 5 Tension-strain
relationship under isotropic
extension (s = s1 = s2)
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flow, E and X are defined as E12 = E21 = W12¼ �X21¼ _c=2 and all the other
components equal zero, where _c is the shear rate. The capillary number Ca rep-
resents the ratio of the fluid viscous forces and the membrane elastic forces:

Ca ¼ la _c
Gs

: ð37Þ

where a is the characteristic length, which is defined as the radius of the spherical
capsule with the same volume of an ellipsoidal capsule and a biconcave disk. To
ensure reliable results with high numerical accuracy, the membrane is discretized
by 5,120 linear triangle meshes, and non-dimensional time step _cDt is ranged from
10-5 to 10-3.

4.1 Deformation of a Spherical Capsule

We first investigate deformation of a spherical capsule in shear flow. The defor-
mation of a capsule can be measured by the Taylor parameter, which is defined as:

D12 ¼
L1 � L2j j
L1 þ L2

; ð38Þ

where L1 and L2 are the semi-axis length of the ellipsoid inertia of the deformed
capsule in the shear plane.

Figure 6 shows the results of D12 with several membrane models. In all cases,
the viscosity ratio is 1. For the spring network with triangle meshes, the spring
constant of the capsule membrane is adjusted, so that it coincides, in the small
deformation limit, with the value of Es/Gs of the SK law with C = 1/2. This figure
shows deformation of the spring network is larger than that of a capsule enclosed
with the SK C = 1/2 membrane, although the two membranes have the same

Fig. 6 Taylor parameter of a
spherical capsule in shear
flow
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mechanical properties in the small deformation limit. This is due to the fact that
the spring network is strain-softening under large deformation, whereas the SK
C = 1/2 membrane is strain-hardening.

4.2 Off-plane Motion of a Non-Spherical Capsule

Last, we present kinematic motions of a non-spherical capsule in simple shear
flow. Since capsules are often initially oriented to random directions in some
experimental situations, the revolution axis of the spheroid capsule is initially out
of the shear plane.

To explain the orientation of a capsule efficiently, we define the orientation
vector d as a unit vector extending from the centre of gravity and pointing to
material point located at the revolution axis of the spheroidal capsule. The angle h
is also defined as the angle between the vector d and the vorticity direction, i.e. the
x3-axis.

In Fig. 7, the results of an oblate spheroidal capsule with Ca = 0.3 and 1 are
shown. The membrane is modelled by the NH law and the aspect ratio of the minor
and major axes is 0.6. For both Ca cases, the viscosity ratio of internal and external
liquid is equal to 1. The initial orientation of the capsule is set to h0 = p/4. Time
history of the angle h is also shown in Fig. 7c. Since we assume the reference
shape coincides with the initial shape, h oscillates two times during one period
(rim of the oblate capsule passes through the x1 axis in twice during a period). In
addition to the short-time oscillation, h tends to approach towards 0 or p/2,
depending on Ca, over a long time duration. This tendency also can be found in a
prolate capsule and biconcave disk (Omori et al. 2012). For comparison, the result
of a rigid oblate with the same aspect ratio is also drawn in Fig. 7c. In the case of
the rigid body, the angle h periodically oscillates around the mean angle and does
not show the transition. These results clearly illustrate that a deformable capsule
becomes reoriented, even in simple shear flow, and the time reversibility of rigid
particles can be destroyed by introducing particle deformability.

We also compare the numerical results and former experimental studies of an
RBC in shear flow. In the numerical simulation, the RBC membrane is modelled
by the SK law with C = 10 to express the area incompressible property of a
biological membrane. As the same for the oblate capsule, orientation of the RBC
converges to h = 0 in high Ca regime, whereas it converges to h = p/2 in low Ca
regime. When h = 0, the membrane property becomes symmetric towards the
flow and vorticity directions, and the RBC shows a steady deformation with a
tank-treading motion. This motion is called as a steady tank-treading motion, in
this study. When h = p/2, on the other hand, the membrane property becomes
anisotropic towards the flow direction, and the RBC shows a swinging motion. In
Fig. 8b, critical capillary number Ca0 and Cap/2 are shown. In Ca B Cap/2 con-
ditions, the angle h converges to p/2, whereas it converges to 0 in Ca C Ca0. The
criterion of the transition is defined as |h30 - hf | B 0.05, where h30 is the mean
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angle at the 30th rotation, and h = 0 or p/2. The experimental conditions of former
studies (Abkarian et al. 2007; Fischer et al. 1978) are also plotted in this figure. In
Abkarian et al. (2007), the swinging motion of an RBC was reported, while an
RBC show the steady tank-treading motion in Fischer et al. (1978). The parameter
range of Abkarian et al. is below Cap/2, and our numerical results also show the
swinging motion. Whereas the range of Fischer et al. is above Ca0, and the results
show the steady tank-treading. Thus, the present results can nicely explain the
difference of two former experimental observations, even without introducing any
inertial effect.

The reorientation transition appears in a wide variety of artificial and biological
capsules. Given that the transition can be controlled by adjusting the background
flow, the results obtained here can be utilized for particle-alignment techniques in
engineering applications.

Fig. 7 Oblate capsule in simple shear flow with a Ca = 0.3, and b Ca = 1.0. The viscosity ratio
is 1 and the aspect ratio is 0.6. The membrane is modelled by the NH law. The dot and
octahedron represented in the figure are the material point on the membrane. c Time change of
the angle h. For comparison, the result of a rigid oblate is also plotted in this figure

Flow-Induced Deformation of a Capsule in Unbounded Stokes Flow 115



References

Abkarian M, Faivre M, Viallat A (2007) Swinging of red blood cells under shear flow. Phys Rev
Lett 98:188302

Barthès-Biesel D, Walter J, Salsac AV (2010) Computational hydrodynamics of capsules and
biological cells. In: C. Pozrikidis (ed) Flow-induced deformation of artificial capsules. Taylor
& Francis, Boca Raton

Barthès-Biesel D, Yamaguchi T, Ishikawa T, Lac E (2006) From passive motion of capsules to
active motion of cells. J Biomech Sci Eng 1:51–68

Barthès-Biesel D, Diaz A, Dhenin E (2002) Effect of constitutive laws for two-dimensional
membranes on flow-induced capsule deformation. J Fluid Mech 460:211–222

Fischer TM, Stöhr-Liesen M, Schmid-Shönbein H (1978) The red cell as a fluid droplet: tank
tread-like motion of the human erythrocyte membrane in shear flow. Science 202:894–896

Foessel E, Walter J, Salsac AV, Barthès-Biesel D (2011) Influence of internal viscosity on the
large deformation and buckling of a spherical capsule in a simple shear flow. J Fluid Mech
672:477–486

Fig. 8 a Motion of an RBC in simple shear flow. The capillary number is 2 and the viscosity
ratio is 1. b Comparison with former experimental study of Abkarian et al. (2007), and Fischer
et al. (1978). The solid line indicates Ca0 and the broken line is Cap/2

116 T. Omori et al.



Green AE and Adkins JE (1970) Large elastic deformations, 2nd edn. Oxford University Press,
Oxford

Pozrikidis C (2003) Modeling and simulation of capsules and biological cells. Chapman and Hall/
CRC, Boca Raton

Pozrikidis C (1992) Boundary integral and singularity methods for linearized viscous flow.
Cambridge University Press, Cambridge

Omori T, Imai Y, Yamaguchi T, Ishikwa T (2012) Reorientation of a nonspherical capsule in
creeping shear flow. Phys Rev Lett 108:138102

Omori T, Ishikawa T, Barthès-Biesel D, Salsac AV, Walter J, Imai Y, Yamaguchi T (2011)
Comparison between spring network models and continuum constitutive laws: application to
the large deformation of a capsule in shear flow. Phys Rev E 83:0419818

Skalak R, Tozeren A, Zarda RP, Chien S (1973) Strain energy function of red blood cell
membranes. Biophys J 13:245–264

Walter J, Salsac AV, Barthès-Biesel D, Tallec PL (2010) Coupling of finite element and boundary
integral methods for a capsule in a Stokes flow. Int J Numer Meth Eng 83:829–850

Flow-Induced Deformation of a Capsule in Unbounded Stokes Flow 117



Cell-Free Layer (CFL) Measurements
in Complex Geometries: Contractions
and Bifurcations

Susana Novais, Diana Pinho, David Bento, Elmano Pinto, Tomoko
Yaginuma, Carla S. Fernandes, Valdemar Garcia, Ana I. Pereira,
José Lima, Maite Mujika, Ricardo Dias, Sergio Arana and Rui Lima

Abstract In this chapter we discuss the cell-free layer (CFL) developed adjacent
to the wall of microgeometries containing complex features representative of the
microcirculation, such as contractions, expansions, bifurcations and confluences.
The microchannels with the different geometries were made of poly-
dimethylsiloxane (PDMS) and we use optical techniques to evaluate the cell-free
layer for red blood cells (RBCs) suspensions with different hematocrit (Hct). The
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images are captured using a high-speed video microscopy system and the thickness
of the cell-free layer was measured using both manual and automatic image
analysis techniques. The results show that in in vitro microcirculation, the
hematocrit and the geometrical configuration have a major impact on the CFL
thickness. In particular, the thickness of the cell-free layer increases as the fluid
flows through a contraction–expansion sequence and that this increase is enhanced
for lower hematocrit. In contrast, the flow rates tested in these studies did not show
a clear influence on the CFL thickness.

1 Introduction

Human blood is a complex fluid composed mainly of suspended deformable red
blood cells (RBCs) within plasma. The RBCs are responsible for the supply of
oxygen and nutrients to the body and removal of carbon dioxide and metabolic
wastes from tissues. Blood flow behaviour in microcirculation depends on several
combined effects such as cell deformability, flow shear rates and geometry of the
microvessel, as well as biochemical and biophysical factors which may also affect
the rheological characteristics of blood.

A well known hemodynamic phenomenon, known as Fahraeus-Lindqvist effect,
observed in both in vivo and in vitro studies states that for narrow microtubes
(\300 lm) both hematocrit and apparent blood viscosity decreases as the tube
diameter is reduced (Pires et al. 1992, Goldsmith et al. 1989). The physical reason
behind this phenomenon is related to the tendency of the RBCs to undergo axial
migration induced by the tank treading motion of its deformable cell membrane as
a result of the high shear stresses developed around the wall, and the parabolic
velocity profile which forces the RBCs to move towards the center of the vessel
(Caro et al. 1978, Garcia et al. 2012, Maeda 1996a, Lima et al. 2012a),
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consequently leading to the formation of two phases, i. e., a flow core with mainly
RBCs and a cell-free layer (CFL) (Lima et al. 2009a, Fujiwara et al. 2009, Lima
et al. 2009b). The CFL formation in microvessels reduces the apparent viscosity of
blood and by increasing the CFL thickness the blood viscosity decreses in both
microchannnels and microvessels. Hence, it is extremely important to understand
the behavior of the CFL in microcirculation as it contributes to the rheological
properties of blood flowing in microvessels, it modulates the nitric oxide scav-
enging effects by RBCs and it may lead to heterogeneous distribution of blood
cells in microvascular networks (Fedosov et al. 2010, Kim et al. 2009).

The cell-free layer width or thickness can be defined as the distance between the
wall of the microchannel and the boundary region of the RBCs core. Although the
formation of the CFL in vivo (Maeda et al. 1996b, Tateishi et al. 1994) has been of
great interest over many years, little information is available about this phenomena
due to the limitations of the measurement techniques and the complexity of the
vascular network. Various researchers have attempted to replicate this behaviour
in vitro using microfluidic systems in order to better understand this phenomena
and explore its potential as a new diagnostic tool (Fujiwara et al. 2009, Lima et al.
2009b). Shevkoplyas et al. (2005) developed a microdevice to isolate WBCs from
a blood sample by using the margination effect, whereas Hou et al. (2010) have
proposed, very recently, a biomimetic separation device to separate normal and
malaria infected RBCs. Other researchers have found several advantages to control
and manipulate blood flow in microflidic devices. Fujiwara et al. (2009) have
found evidence that not only it is possible to create an artificial CFL under
appropriate hemodynamic and geometrical conditions but also the CFL thickness
is strongly influenced by the RBC deformability.

According to Kim et al. (2009) the width of the CFL generally decreases with
increasing hematocrit (Hct). The physiological conditions of the working fluid
have also a significant influence on the CFL (Maeda 1996, Lima et al. 2012a), and
the geometry of the microchannel is another factor that influences the CFL
thickness (Sollier et al. 2010, Faivre et al. 2006).

Manual tracking methods have been used extensively to study the blood flow
behaviour in microchannels. Examples are the tracking of individual RBCs
flowing through glass capillaries (Lima et al. 2007, 2008, 2009a, 2012b, Suzuki
et al. 1996), straight polydimethylsiloxane (PDMS) microchannels with rectan-
gular cross-section (Fujiwara et al. 2009), stenosis (Lima et al. 2009a), hyperbolic
contractions (Yaginuma et al. 2011, 2013) and bifurcations (Leble et al. 2011,
Lima et al. 2011). Manual methods can be highly reliable but they are relatively
time consuming and are more subject to user errors. As a result, it is essential to
develop image analysis methods able to process the data automatically. Some
researchers have already proposed automatic methods to obtain automatically the
trajectories of labelled RBCs (Pinho et al. 2012, 2013) or to measure the CFL
thickness in microvessels (Kim et al. 2006, Namgung et al. 2010).

In this paper we present an automatic method based in a sequence of simple
steps such as the noise reduction by applying pre-processing filters and images
binarization by applying threshold levels (Eddins et al. 2002, Bovik 2009). The
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main purpose is to examine the effect of different artificial contractions, bifurca-
tions and confluences, different hematocrits (Hct) and different velocities in the
CFL thickness. In this study, we expect to improve our understanding about the
effect of both geometries and Hct on the CFL thickness and that will be crucial to
optimize the design of a microfluidic device able to perform in a single step blood
separation and cell deformability measurements.

The current chapter is divided in two main parts: in the first part we use a
manual tracking plugin from Image J (Abramoff et al. 2004) to study the effect of
sudden contraction followed by a sudden expansion on the CFL thickness whereas
in the second part we discuss an automatic method for image analysis using
MatLab (2010), to obtain the CFL thickness along a microchannel containing
several diverging and converging bifurcations.

2 Materials and Methods

2.1 Microchannels Fabrication and Geometry

The microchannels fabricated for the proposed assays have been produced in
PDMS by softlithography from a photo-resist mold. An overview of the fabrication
procedure is illustrated in Fig. 1. First, the mold was fabricated by photolitho-
graphic technique on a silicon (Si) wafer with an ultra-thick photoresist (SU-8). In
this process, a layer of SU-8 photoresist was spin-coated onto the Si wafer and
patterned by UV exposure through a photomask. After various curing steps, a SU-8
developer was then used to obtain the final mold master containing the inverse of
the desired microchannels.

Fig. 1 Main steps of the PDMS microfluidic devices fabrication procedure
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The PDMS was prepared by mixing a base and curing agent at a weight ratio of
10:1 for the channels, and 20:1 for the glass slide. After removing the bubbles
created during the mixing steps, the mixture was poured over the mold master and
baked in the oven for about 20 min at 80 �C. The PDMS is then removed from the
mold, cooled to room temperature and the input/output ports were made with an
appropriate punching.

Finally, the three-dimensional PDMS microchannel structure was sealed with a
glass slide previously spin-coated with PDMS and baked in the oven for 20 min at
80 �C. After this procedure the microfluidic device returns to the oven for further
24 h for a strong seal.

For the first study, the geometry used was a straight channel 400 lm wide
containing a sudden contraction 20 lm in width followed by a sudden expansion
(see Fig. 2a). The expansion ratio of the geometries, re, is given by:

re ¼
w1

w2
ð1Þ

where w1 is the dimension of the large channel and w2 is the dimension of the
narrow channel (see Fig. 2) in the contraction region.

In the second study the geometry used is more complex, containing several
bifurcations and confluences (see Fig. 2b). Figure 2 illustrate the configuration and
relevant dimensions of the geometries used in both studies.

2.2 Experimental Set-up and Working Fluids

The blood samples used were collected from a healthy adult sheep, and ethyl-
enediaminetetraacetic acid (EDTA) was added to prevent coagulation. The RBCs
were separated from the blood by centrifugation and washed twice with physio-
logical saline (PS). The washed RBCs were suspended in Dextran 40 (Dx 40) to
make up the required RBCs concentration by volume. All blood samples were

Fig. 2 Geometry and dimensions of the microchannels; a contraction–expansion geometry used
in the first study, A (scale 50:1); b bifurcation-confluence geometry used for the second study, B
(scale 6:1) and a detail view C (scale 15:1)
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stored hermetically at 4 �C until the experiment was performed at an ambient
temperature of about 22 �C.

The micro-particle tracking velocimetry (PTV) system used in the present study
consists of an inverted microscope (IX71, Olympus) combined with a high-speed
camera (i-SPEED LT, Olympus) (see Fig. 3). The PDMS microchannel was
placed on the stage of the microscope where the flow rate of the working fluids was
kept constant by means of a syringe pump (PHD ULTRA) with a 5 ml syringe
(TERUMO � SYRING).

The series of x–y images were captured with a resolution of 600 9 800 pixels.
All images were recorded at the center plane of the microchannels at a rate of 600
frames/sec for the first experiment and of 200 frames/sec for the second experi-
ment and were transferred to the computer and then evaluated using image
analysis.

2.3 Image Analysis

2.3.1 Manual Method

MTrackJ plugin (Meijering et al. 2006), available for ImageJ was used to auto-
matically computed the centroid of the selected RBC. After obtaining x and
y positions, the data were exported for the determination of each individual RBC
trajectory, Fig. 4.

This method was used in both studies to obtain the data. In the first study the
manual data was used to measure the CFL thickness and in the second study the
manual data was used for comparison with the measurements obtained by the
proposed automatic method.

Fig. 3 Micro-PTV
experimental set-up
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2.3.2 Automatic Method

All image sequences were processed using Image Processing toolbox available in
MatLab (Abramoff et al. 2004) and an automatic method is developed and tested,
Automatic Method.

Firstly a median filter with a 3 9 3 pixel mask was applied to each frame to
reduce the noise of the images. Then, the intensity of each pixel in the frame
sequence was evaluated to obtain an image with the maximum intensity, with this
step is possible identified the region of biggest concentration of blood cells and the
region where blood cells don’t exist, the plasma layer. As a final step, the image
was converted into a binary image, (Fig. 5b). Finally, the region of interest is
selected and the upper CFL trajectories are automatically measured. Figure 5
shows the image processing result for the developed method.

2.3.3 Procedures to Measure the CFL Thickness

To analyze the CFL thickness, measurements were taken upstream (before) and
downstream (after) the artificial contraction region, as show in Fig. 6: CFLu

corresponds to the thickness of the CFL upstream the contraction, and theCFLd to
the thickness downstream the contraction. The difference of the CFL upstream and
downstream of the contraction is given by:

DCFL ¼ CFLd � CFLu ð2Þ

A positive difference indicates an expansion of the CFL.

3 Results and Discussion

In this section the data obtained from both studies is analysed and discussed.

Fig. 4 Manual method showing the trajectories of labeled RBC: a for an expansion geometry;
b for a bifurcation geometry
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In the first study, the geometry used is presented in (Fig. 3a). This geometry has
an expansion ratio of 20 and experiments with three distinct hematocrits, 5, 10 and
15 %, and three different flow rates, 2, 5 and 10 ll/min have been performed.

The results of the CFL represented in the diagrams below show the effect of
hematocrit at different flow rates, and the effect of contraction on the CFL
thickness. To analyse the influence of the contraction on CFL thickness the CFL
difference between upstream (CFLu) and downstream (CFLd) the contraction was
calculated (see Fig. 6).

In Fig. 7, one can analyze the effect of the Hct and flow rate on the thickness of
the CFL.

Fig. 5 Results from the
automatic method: a Original
image; b Binary image
obtained by Automatic
Method

Fig. 6 Schematic view of the contraction–expansion geometry, identifying the relevant variables
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The results suggest that, for a 5 % of Hct, the cell-free layer has significantly
higher values downstream of the contraction. In general terms, nothing can be
concluded regarding the influence that flow rate may have on the thickness of the
CFL, but comparing the CFL before and after the contraction, the results suggest
that the CFL is about 4.6 times bigger after the contraction than before the
contraction.

In addition to the considerations made previously, for a 10 % Hct again it is
visible the increase in CFL thickness after the contraction, and this sustained an
average increase of about 5.9 times. The data from the 15 % Hct, it is concluded
again that the CFL, as for 5 and 10 % of hematocrit, is higher than upstream of the
contraction, and this contraction downstream of the CFL thickness is about 4.4
times larger than the upstream of contraction.

These results suggest that the contraction provides an increased thickness of the
CFL. Moreover, the results of the CFL obtained from downstream of the con-
traction suggest that increasing the Hct promotes a slight decrease in the CFL.

Figure 8 shows an analysis for all Hcts in relation to the CFL difference, DCFL,
of the CFL upstream and downstream of the contraction as a function of the flow
rates 2, 5 and 10 ll/min. Generally, the results suggest that an increase in Hct
involves a reduction in the difference of the CFL. Taking as an example, for the
second flow rate (5 ll/min), the previous conclusion is strengthened, since it is
found that for a 5 % Hct there is a DCFL of 22.8 lm, then with a Hct 10 % there is
a reduction of 7.21 lm for DCFL. Finally, for the Hct 15 %, DCFL has the smallest
of 12.4 lm, i.e. the increase in Hct implies a reduction in DCFL and therefore a
reduction in the formation of the CFL.

For the second study we have used the geometry presented in the (Fig. 2 b) and
the results were taken in the sections represented in the Fig. 9, i.e., sections
CFLA;B;C represents the results obtained upstream of the middle of the geometry
and section CFLD;E;F the results obtained downstream of the middle of the

Fig. 7 CFL thickness
upstream and downstream for
5, 10 and 15 % Hct
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geometry. In this study it was applied the manual method used in the first study
and then was applied the automatic method already described in the Sect. 2.

In this study we used two different hematocrits, 5 and 10 % and the same
velocity for both, 500 nl/min, and the results obtained by the automatic method
were compared with manual results obtained by using a manual tracking method
(MtrackJ) from Image J.

As we can see in Table 1, the data obtained from the automatic method, in
different regions of geometry analysis, present some discrepancy compared with
results obtained manually. This discrepancy occurs because, when performing the
binarization of the image with the maximum intensity, parts of the walls of the
channels are added to CFL, this is because the intensity of the CFL and the walls
are very close. To minimize some of the errors in automatic method we can apply
different levels of thresholding and obtain data more close to those obtained
manually. However, it is possible to observe in the Fig. 10, there is a similar
behaviour between the results obtained by automatic method and manual method
for both hematocrits. As example in the case of the hematocrit 5 %, the both
methods have a different data, separated for more or less 10 lm, though both have
the same behaviour along the channel.

Fig. 8 CFL difference
(DCFL) of the contractions for
all Hcts as a function of the
flow rate of 2, 5 and 10 ll/
min

Fig. 9 Visualization the regions where the data was taken
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Other visible influence is a decrease in the CFL when Hct increase, and it is
verified a tendency to reduce the CFL comparing the CFLA with the CFLF for both
hematocrits.

4 Conclusions and Future Directions

Regarding the analysis of the variation of CFL thickness, it can be stated that the
geometry created with an expansion ratio of 20, led to a series of obstacles, such as
clogging of microchannels due to the very small size of the contraction. However,
it should be noted that with this geometry, high values been obtained for the CFL,
then it can be concluded that the expansion ratio influences the thickness of the
CFL. Additionally, the results also demonstrate that the CFL is always higher in
the downstream than the upstream of the contraction. When comparing the values
of the difference of thickness of the CFL (upstream–downstream), it is evident that
the fluid with a 5 % Hct is the one having greater values, followed by the fluid with
a Hct of 10 % and finally the fluid with an Hct of 15 %. Note that for the second
study, where we used two different methods (one manual and one automatic) the
results corroborate the data obtained from the first study, i.e., the CFL decreases as
the Hct increases.

Table 1 - Comparison between the manual and automatic data for CFL (lm)

Hct (%) CFLA CFLB CFLC CFLD CFLE CFLF

5 Manual 15.377 15.564 10.668 10.481 11.755 12.409
Automatic 22.582 25.431 18.689 17.996 22.487 21.321

10 Manual 9.917 9.184 7.623 8.179 9.448 9.875
Automatic 12.218 12.694 8.0146 10.867 16.301 15.201

Fig. 10 Comparison between the data obtained manually and automatically
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Image analysis plays an important role in this kind of studies but the image
quality and the conditions of the recorded videos are also important steps for a
reliable image processing. Although the proposed automatic method presents
satisfactory results, in the near future we plan to improve the quality and resolution
of the images and also the processing steps to obtain results closer to the reality.
Additionally, for the first study we also plan in the near future to optimize the
geometry in order to achieve one biomedical microdevice with the capability of in
one single step, to separate the blood cells that exist in the CFL and measure the
deformability of these cells. According to some researchers a microdevice with
this skill will be interesting for a direct and rapid diagnosis of some diseases since
it will allows studies with different blood cells in the presence of some diseases
and separate a specific constituent from blood.
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Image Processing in the Tracking
and Analysis of Red Blood Cell Motion
in Micro-Circulation Experiments

Ana João and Alberto Gambaruto

Abstract Red blood cells constitute about 45 % of the blood cells and contain
haemoglobin which facilitates transportation of oxygen. Even though RBCs usu-
ally present shapes similar to circular cushions with a dimple on the side, they can,
sometimes, deform into an asymmetrical slipper shape. As RBCs are required to
flow through thin capillaries to deliver oxygen to the human body, deformability is
crucial when studying microcirculation. By studying their behaviour in blood
vessels one can analyse the normal state of these cells and the diseased states. The
insights can help to understand the mechanisms involved in arterial disease and
other blood flow related conditions. The aim of this work is to analyse RBC
behaviour in experimental conduits using image-based techniques. Images were
acquired from a micro-channel with a contraction, where the red blood cells
experience shear flow near the center-line. RBCs are tracked throughout a digital
video sequence and analysed in terms of shape and deformation index at different
time frames. Results show that under strong flows, RBC present an extremely
deformable behaviour. RBC tracking and image processing techniques are
implemented and analysed.

1 Introduction

The cardiovascular system is vitally important, responsible largely for the trans-
port of nutrients and waste products, but also in the transport of heat, chemical
triggers and also responsible for protection, such as healing wounds through
thrombus formation, the transport of white blood cells and many other phenomena.
The blood acts as the medium for the transport, and is composed largely of plasma,
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with a suspension mainly of red blood cells (RBCs), white blood cells and
platelets. The state of the blood is therefore an important indicator to the health of
an individual (Fung et al. 1970). During the past years, the rapid growth of bio-
medical technology, mainly of cardiovascular devices and blood-analysis devices
has stimulated research on blood degradation and thrombosis associated with their
use. The importance of checking the health state of whole blood has stimulated for
faster, cheaper and more compact devices for analysis. Great part of the research
performed has been focused on red blood cells, which have high concentrations in
blood (*45 %) and carry high concentrations of oxygen.

Discoveries that normal erythrocytes are nucleus free deformable liquid cap-
sules, enclosed by a biological membrane, which are almost incompressible and
show quasi-elastic response to shear and bending deformation, have led to
numerous experimental and computational studies. The majority of these studies
focus on two goals: firstly, explain the biconcave shape of healthy red blood cells
(RBCs) and evaluate whether its membrane is stressed while in resting configu-
ration; secondly, to describe the RBCs behavior in large scale and capillary blood
flow (Mohandas and Evans 1994).

RBCs typically have an average diameter of 7–9 lm at rest, but undergo large
deformability when submitted to certain flow conditions. RBC deformation is an
important property of oxygen delivery to the body and the passage in small vessels
such as capillaries. The deformation of RBCs is also responsible for the non-
Newtonian rheology of blood. A decrease in RBC deformation (as is caused by
malaria infection) will have serious consequences and may lead to serious health
problems (Hou et al. 2010).

Studies have suggested that a minimum RBC deformability may be connected to
certain diseases and therefore analysis of RBC deformation can be a crucial tool for
medical diagnosis (Hou et al. 2010). The majority of research on human RBC
deformation has been performed using a variety of techniques, such as optical
tweezers or micro-pipeting. Even though these techniques involve both shear and
extension, most of the works usually focus on shear effects on RBCs (Musielak 2009).

Here we study the deformation of RBCs in an experimental setup, of a micro-
channel with a sudden change in cross-sectional area in the geometry, through
image processing and tracking. The experimental data has been kindly made
available from Prof Rui Lima and Prof. Takami Yamaguchi, and their research
teams at Instituto Politécnico de Bragança and Tohoku University, respectively.
The data obtained from the experiments is a digital video sequences captured with
the following characteristics: sample rate of 8,000 pps, exposure time 6 ls, image
interval 125 ls, and magnification 60�, equivalent to a pixel size of 2.7 lm. For
image analysis purposes, the captured video was converted to a stack of images,
with resolution of 208 � 800. The micro-channel used was produced in poly-
dimethylsiloxane (PDMS) using standard soft-lithography techniques from a SU-8
photoresist mold.

The different stages of the study of the images are, in order: filtering, contrast
enhancement, segmentation and finally tracking and analysis. These stages are
detailed in the following sections. For simplicity, selected representative images
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from the stack are used in order to highlight the processing stage, with the
intention that the discussion carries naturally to the entire set of images used. As a
initial step, the stack of images was averaged and removed from each individual
image; removing therefore some impurity (such as spots due to dirt) and especially
the channel geometry, in this manner giving emphasis to the RBCs.

2 Image Preprocessing

2.1 Image Filtering

Prior to segmentation of the RBCs and the analysis of their motion and shape, the
images are processed in order to improve their interpretation. Common procedures
consist of filtering (de-noising) the images, followed by contrast enhancement to
recapture smoothed features. In certain occasions optimal results are seen in
procedures to first improve the contrast and them perform filtering, however this is
not the common practice.

Images are often diminished by noise and artefact. In microscopy, noise can be
seen as the systematic or random corruption of single or small cluster of pixels.
Artefacts include RBCs moving in and out of the focal plane that results in a
fading and smearing of the RBC definition as well as reduction in cross-sectional
area, and partial volume effects. Noise can be understood as an undesired signal
that affects the communication or measurement of another signal. Artefacts, on the
other hand, are errors in representation of visual information caused by the
imaging equipments and modalities. By reducing the noise intensity in the image a
clearer and more robust interpretation is possible. A number of approaches have
been proposed for image de-noising, such as low-pass filtering using a Fourier (or
wavelet) expansion or simply a convolution to a Gaussian (hence, the solution to
the heat equation). Here we briefly discuss the background and motivation for
adopting a partial differential equation based diffusion, that is in essence an
anisotropic diffusion equation, such that the diffusion will occur in rather homo-
geneous regions and not across boundaries (Perona and Malik 1990).

Let us consider each image of the stack as 2-dimensional orthogonal domain
X ¼ ð1;N1Þ � ð1;N2Þ. Considering I0ðx; y; 0Þ to be the original image, we denote
as the image Iðx; y; tÞ at a moment during the processing phase. The non-linear
anisotropic diffusion process proposed by Perona and Malik in (Perona and Malik
1990) looks for the solution of

oIðx; y; tÞ
ot

¼ r � cðx; y; tÞrIðx; y; tÞð Þ ð1Þ

where the diffusion coefficient is commonly a decreasing function of the image
gradient cðx; y; tÞ ¼ gðjrIðx; y; tÞjÞ; r� and r are the divergence and the gradient
operator, respectively. The anisotropic diffusion coefficient is a chosen to estimate
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edges in the object, since these will have the largest gradient in the image. A
popular choice is

gðjrIðx; y; tÞjÞ ¼ 1

1þ jrIj2=K2
ð2Þ

hence at edges the diffusion coefficient is small and large in region of rather
homogeneous intensity. This form of the equation is denoted by PM [from the
work of Perona and Malik (Perona and Malik 1990)] in the following discussion of
the filtering performance.

If in Eq. (1) the diffusion coefficient is made constant, it reduces to the well

known heat equation oIðx;y;tÞ
ot ¼ cr2Iðx; y; tÞ. Expanding Eq. (1) with c ¼ gðjrIjÞ

we obtain

It ¼ gðjrIjÞossI þ ½gðjrIjÞ þ 2jrIj2g0ðjrIjÞ�ommI ð3Þ

where s and m are orthogonal direction tangential and normal to an edge. Hence the
diffusion process is decomposed into a process tangential to an edge and normal to
it. The coefficient of the derivative in the direction normal to the level set of I
becomes negative for large values of the image gradient (‘‘edges’’ in an image) and
popular choice of g mentioned above (Guidotti 2012). This leads to a regime
where diffusion can reverse its sign at least in one direction, and hence a forward–
backward diffusion process is obtained. The Perona-Malik equation given in
Eq. (1) is ill-posed and several approaches have been proposed to regularise the
equations (Guidotti 2012). In practice however the approach work well and
observed problems are occasional staircasing effects after long time evolution, and
in other words a mild gradient region evolves into piece-wise almost linear seg-
ments separated by jumps. The original image used through out the analysis can be
seen in Fig. 1.

An alternative approach is to define the image edge not by the gradient of the
image but the Laplacian of the image. This can be seen to be appropriate in the
case of a slowly varying edge with a constant gradient along it: the edge will have
the same gradient and hence no sharpening effect will be produced, while using a
diffusion coefficient based on the Laplacian will provide a more appropriate edge
detection criterion. This is the case in RBCs visualisation using confocal
microscopy as the light distortion due to the membrane covers several pixels,
hence indicating that the edge is represented by a uniform change in the image
(constant image gradient) over a spatial extent of a few pixels. Gilboa et al.
(Gilboa et al. 2004) combined the diffusion equation with the Schrödinger equa-
tion such that the non-linear complex diffusion process is given by

o

ot
I ¼ r � dðImðIÞ rIð Þ ð4Þ

where Imð�Þ denotes the imaginary value and the diffusion coefficient is defined as
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dðImðIÞ ¼ expðihÞ

1þ ImðIÞ
kh

� ffi2 �
1

1þ DI
j

� �2 ð5Þ

It has been reported in (Gilboa et al. 2004) that ImðIÞ approximates a smoothed
second order derivative of the image (Salinas and Fernandez 2007). This avoids
the discretisation errors and sensitive nature of using finite differences for the
calculation of the Laplacian (Araujo et al. 2012). Overall this non-linear complex
diffusion filter (NCDF) has been reported to give improved despeckling and
denoising properties (Bernardes et al. 2010).

The NCDF method has been improved by (Bernardes et al. 2010) in their use
for optical coherence tomography data for the human eye, by introducing an
adaptive time step and adaptive coefficient k in Eq. (5). The reason behind an
adaptive time step is due to the fact that the diffusion coefficient (Eq. 5) depends
on the second order derivative of the image, which is greater during the initial
steps of the diffusion process due to a greater presence of noise that is then
progressively reduced; hence more emphasis has to be given to small image
features during the initial iteration steps by use of small time steps initially.
Choosing the correct parameter k in Eq. (5) modulates the spread of the diffusion
coefficient in the vicinity of its maximum, hence at edges and homogeneous areas,
where the image Laplacian disappears.

k ¼ kMAX þ ðkMAX � kMINÞ
g�minðgÞ

maxðgÞ �minðgÞ ð6Þ

where maxðgÞ and minðgÞ are the maximum and minimum of g, with
g ¼ GN;r � ReðIÞ, where � is the convolution operator, GN;r is a local Gaussian

(a)

(b)

Fig. 1 a Original image (frame 50)—PMDS hyperbolic microchannel, b Image gradient
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kernel of size N � N and standard deviation r, and ReðIÞ denotes the real part of
the image.

The adaptive time step is given by

Dt ¼ 1
a

aþ b expf�maxðjRe oI=otð Þj=ReðIÞÞg½ �; ð7Þ

where jRe oI=otð Þj=ReðIÞ is the fraction of change of the image at a certain iter-
ation step and a, b are constants and control the time step with aþ b� 1. For this
study a ¼ 4, a ¼ 0:25 and b ¼ 0:75 (Bernardes et al. 2010) and the result of
filtering Frame 50 can be seen in Fig. 2 .

2.2 Contrast Enhancement

Even though the results obtained using the adaptive NCDF method are satisfactory
due to low blurring effects (small diffusion) on the RBC edges, contrast
enhancement is performed to intensify feature edges that may have been mitigated
at high intensity of denoising. Here, the images have been enhanced using the
unsharp masking method and the results are presented in Fig. 3 .

In the unsharp masking method, the enhanced image Ienhancedðx; yÞ is obtained
from the input image Iðx; yÞ and given by:

Ienhancedðx; yÞ ¼ Iðx; yÞ þ kðIðx; yÞ � Gr � Iðx; yÞÞ ¼ Iðx; yÞ þ kFðx; yÞ ð8Þ

(a)

(b)

Fig. 2 Frame 50 with a image filtered using adaptive NCDF, b filtered image gradient
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where Fðx; yÞ is the correction signal computed as the output of the linear high-
pass filter, and k is the scaling factor which controls the contrast enhancement
level acquired as the output image (0� k� 1, with k ¼ 0:5 throughout these
results) (Polesel et al. 2000).

3 Image Quality Measures

We can now briefly compare the performance of both methods using performance
metrics measures: the variance of the image pixel intensities measured locally and
denoted by rlocal, defined by Eq. (9); and the contrast to noise ratio (CNR), defined
in Eq. (10).

The local variance at a given pixel of an image is defined as

r2
localðIðx; yÞÞ ¼

1
n2

Xn�1
2

X¼�n�1
2

Xn�1
2

Y¼�n�1
2

ðIðxþ X; yþ YÞ � lÞ2 ð9Þ

where l is the mean of local region of interest of size n� n, and for this work
n ¼ 3 was chosen. We can analyse the local variance of an image as a measure of
image noise intensity, since for a binary image high values of variance are seen
only at feature edges.

The CNR gives an objective measure of contrast (the difference of means)
between a region of background noise (reference) and an image feature (object in
study).

(a)

(b)

Fig. 3 Frame 50 a image gradient after filtering with adaptive NCDF, b image gradient after
filtering and enhancement
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CNR ¼ lt � lrffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

t þ r2
r

p ð10Þ

where lr and rr are the pixel mean and standard deviation of a reference area of
the image, while lt and rt are the mean and standard deviation of the region of the
object.

Fig. 4 presents the performance metrics at different levels of filtering, denoted
by time evolution of Eq. (1). The mean r2

local for the image is seen to be less for the
adaptive NCDF method compared to the PM method, while the CNR is compa-
rable for both methods. Based on these results, it is apparent that the adaptive
NCDF not only retain all the advantages of PM but also achieves a superior
performance. A significant advantage furthermore in the adaptive NCDF method
over the PM, is that the diffusion parameter need not to be defined a priori, but
instead it adapts to the image in study and during the filtering process.

4 Detecting and Tracking Red Blood Cells

When tracking the RBCs in the video sequence it is often pertinent to provide
information about the shape of the object. Due to the fact that cell shapes are
restricted, the analysis of the image sequence can exploit the prior known infor-
mation about the cells geometry in order to increase the robustness of the method
and the computation time. This is moreover the case in a high frame rate video
sequence, where the analysis if the previous image can be used as a starting point
for the current frame.

Here two methods are presented: the Hough transform (Ballard 1981) and the
Active Contours (Snakes) (Kass et al. 1988). The Hough transform is used to
identify predefined shapes in a given image, here circles of integer variable radius
are matched to the RBCs. The Snakes method allows for a deformable curve to

(a) (b)

Fig. 4 Frame 50 performance metrics for filtering with: a average local variance of the image,
b contrast to noise ratio
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align image features, with the deformation of the curve given by a minimisation of
internal (tension and bending) and external forces (image-inferred and imposed).

In the case of segmenting and tracking the RBCs, the Hough transform will
only be able to provide best-fit circles, while the Snakes will be able to capture the
cell deformation. The Hough transform tends to be more robust and faster as the
shape is given, while the location and radius are free parameters. For the Snakes
method however, there is no global structure imposed and the shape of the object is
computed by local constrains of continuity and smoothness. We can argue that this
makes the method more sensitive to noise and image irregularities. For both
methods, the preprocessing steps of filtering and contrast enhancement consider-
ably improve the robustness of the methods.

In this work the Hough transform is used on the first image in the sequence, and
the contours provided are used to initiate the Snakes method. For the following
frames in the video sequence, the RBC velocity is estimated in order to improve
robustness and speed of the algorithms. Both methods are now briefly presented.

4.1 Hough Transform Method

The Hough transform method allows for object detection of a specific shape within
an image that has been transformed into edge representation. In that kind of
representation, sample pixels in the image do not contain the grey level infor-
mation, but the magnitude and direction of the local grey level change. A com-
monly used edge representation is the gradient operator which provides the local
grey level change as a ramp, while another possibility is the Hueckel operator
which gives a step representation instead (Ballard 1981).

The basis of the general Hough algorithm used in this study is presented here
concisely following the work in (Ballard 1981), and only a brief conceptual outline
of the method is reported here. The gradient of the image is to infer information
about object edges in the image. A threshold value for the image gradient mag-
nitude is chosen such that pixels above this value will be considered as part of
object edges. For these pixels, the gradient direction provides additional infor-
mation to the edge representation. In the case of identifying circles in the image,
the gradient direction will indicate the line on which the circle centre lies. An
accumulator array is used to identify possible circle matches, and based on a
scoring system the local maxima once all edge pixels have been considered,
defines the circle centre and radius.

The method is robust and works well in the case of incomplete edge repre-
sentations and noise, that can be handled by introducing uncertainties in the
scoring system in the accumulator array. Figure 5 shows the results of RBC
segmentation using Hough transform. This segmentation is used to initiate the
Snakes method, by initially maintaining the centre of the identified circles but
reducing the radius in order that the perimeter lies within the RBCs. The Snakes
method is now briefly outlined.
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4.2 Active Contours Method (Snakes)

Snakes are active contour models, which localise edges adaptively. The snake
model is controlled by a continuity spline under the influence of image forces and
external constraint forces, as well as internal regularising forces. The image forces
push the snake toward salient image features, while the external forces are
responsible for putting the snake closer to the desired local minimum (Kass et al.
1988). Here we use the slightly shrunken contour obtained using the Hough
transform as the initial snake position, and allow the Snakes to adapt to the
deformed RBC shape.

Considering pðsÞ ¼ ðxðsÞ; yðsÞÞ as the position of a Snake represented para-
metrically, we can write its energy functional as

E�snake ¼
Z 1

0
EsnakeðpðsÞÞ ds

¼
Z 1

0
EinternalðpðsÞÞ þ EexternalðpðsÞÞ ds

ð11Þ

(a)

(b)

(c)

Fig. 5 Detection of one RBC in different frames using Hough transform method
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where Einternal is the internal energy due to tension and bending, and Eexternal is
given by the summation of the image forces Eimage with the constraint forces Econstr

(Kass et al. 1988), hence Eexternal ¼ Eimage þ Econstr.
The internal spline energy of the Snake is given by a first-order term controlled

by aðsÞ, and second-order term controlled by bðsÞ and can be written as

Einternal ¼
1
2
ðaðsÞjpsðsÞj2 þ bðsÞjpssðsÞj2Þ ð12Þ

The first-order term weighted by aðsÞ regulates the membrane behaviour
(tension), while the second-order term weighted by bðsÞ regulates the thin-plate
behaviour (bending).

To make sure that the external energy attracts the snakes to salient features of
the image, three different energy functions are used for Eimage, given by a weighted
combination of the functionals that attract the Snake to lines, edges and
terminations:

Eimage ¼ wlineEline þ wedgeEedge þ wterEter ð13Þ

The different behaviours of the snake are adjusted by the weights wline, wedge

and wter. The most commonly used image functional is the image intensity, hence
Eline ¼ Iðx; yÞ. Depending on the sign of wline. The Snake is attracted either to light
or dark lines. The edge functional allows the Snake to be attracted to contours with

large image gradients and is commonly given by Eedge ¼ �jrIðx; yÞj2. The ter-
mination functional Eter permits the Snake to be attracted to terminations (corners)
by using the curvature of level lines. The curvature of a contour in a two-
dimension image is given by:

Eter ¼
CyyC2

x � 2CxyCxCy þ CxxC2
y

ðC2
x þ C2

y Þ
3=2

ð14Þ

where Cðx; yÞ ¼ Grðx; yÞ � Iðx; yÞ, and Grðx; yÞ is a Gaussian of standard deviation
r. The constraint forces Econstr is used to define attractive (or repulsive) forces, that

can be denied manually or automatically. Here Econstr ¼ k=ðjq� xj2Þ, as a
repulsive force located at position q, which is the centre of the closed contour from
the previous frame that has been shrunk to fit inside the RBC. In this way Econstr

serves as an inflation force to push the Snake out.
Different weights in the energy functionals give different properties to the

Snake and the interpretation of the image information. Figure 6 shows the results
for different images in the stack, tracking a single RBC.
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4.3 Outline of Algorithm

The algorithm is concisely presented in Fig. 1. The image processing steps are in
order: (1) subtract the image stack average from each image; (2) perform filtering
using the adaptive NCDF method; (3) perform contrast enhancement using the
unsharp masking method. From here the first frame in the sequence is taken and
the Hough transform is used to identify the best-fit circles to the RBCs. These are
shrunk to fit entirely within each RBC and then the Snakes method is used to
capture the RBC shape more accurately. For subsequent frames, each RBC
velocity is estimated, the contour from the previous frame is translated accordingly
and shrunk slightly to ensure that the contour lies within the RBC, and the Snakes
method is used again to identify delineate the RBCs. This is continues until all
frames in the video sequence have been analysed.

In the experimental data studied, the micro-channel is not deep such that RBCs
will not move entirely out of the focusing plane. This signifies that no RBC will
appear or disappear within the domain but only enter or leave through the inflow
and outflow edges, respectively. In the case of different setups where the channel
height is greater to allow RBC to move in and out of the focal plane, and in the
case of tracking newly entering RBCs, the Hough transform can be used more

(a)

(b)

(c)

Fig. 6 Detection of one RBC in different frames using our algorithm
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regularly in the image stack to identify the RBCs and not track them, as mentioned
above, with an added computational cost.

Tracking is possible by considering the centre and radius of each RBC,
detecting the closest ones in adjacent frames in the image stack. The RBC
perimeter is discretised parametrically in the Snakes method into straight line
segments. The contour thus represented, is used to calculate the centroid of the
polygon and its area. Let us consider our contour as a non-self-intersecting closed
polygon defined by M vertices ðx0; y0Þ; ðx1; y1Þ; . . .ðxM; yMÞ, the centroid is the
pixel Cx;Cy where

Cx ¼ 1
6A

PM�1

i¼0
ðxi þ xiþ1Þðxiyiþ1 � xiþ1yiÞ

Cy ¼ 1
6A

PM�1

i¼0
ðyi þ yiþ1Þðxiyiþ1 � xiþ1yiÞ

ð15Þ

where A is the contour area given by A ¼ 1
2

PM�1
i¼0 ðxiyiþ1 � xiþ1yiÞ. The vertices

are numbered in order of their occurrence along the contour’s perimeter, and the
last vertex ðxM; yMÞ is assumed to be the same as the first one ðx0; y0Þ. We should
note that if the vertices are numbered clockwise the area A will have a negative
value, but the centre coordinates will still be correct.

The method is fully automatic, robust, fast and accurate enough for the purpose
of identifying, tracking and analysing the shapes of the RBCs. An example of
tracking a RBC is shown in Fig. 8.

Results are shown in Fig. 9 for the tracking of a RBC undergoing large
deformations (Table 1). From this figure it is evident that the outlined method
proves to be sufficiently robust in the cases of: a rounded shape RBC, slightly
deformed, and severely deformed by the channel.

Fig. 7 RBC detection
algorithm
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5 Results and Discussion

A method for identifying and tracking red blood cells from experimental data has
been put forward. The analysis of the translation and deformation of the RBCs is
now discussed in terms of basic measures such as the perimeter length and the
area. Comparison is performed on the filtering methods (PM and adaptive NCDF)
as well as the segmentation methods (Hough transform and Snakes) in order to
investigate suitability and give an indication of errors or variability that the
analysis is susceptible to.

Initially we focus on testing the filtering method used, hence the anisotropic
diffusion presented in Eq. (1) for both diffusivity coefficients: the gradient based
function in Eq. (2) (Perona and Malik 1990), and the Laplacian based coefficient
from Eq. (5) together with the adaptivity methods of Eqs. (6, 7) (Bernardes et al.
2010). Results are shown in Fig. 4 for measures of the mean local variance (Eq. 9)
and contrast to noise ration (CNR) (Eq. 10). As noted above, this result indicates
that improved noise removal is obtained with no effective loss in the CNR, leading
to the proposition that adaptive NCDF performs better than PM methods for the
data case used in this work.

(a)

(b)

Fig. 8 Tracking an RBC using the a Hough transform and b Snakes

Table 1 RBC deformation at different regions of the PDMS micro-channel (in pixels)

RBC perimeter RBC area

Region 1 Region 2 Region 3 Region 1 Region 2 Region 3

Hough 43.9823 153.9380
Hough ? Snakes 46.1460 45.0526 47.4106 179.2320 175.4701 178.2284
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The effect of filtering and enhancing the contrast is complemented with results
presented in (Fig. 10). These show the variation of image intensity and intensity
gradient along a line. As expected, filtering the image alters significantly the
quality by reducing noise, and subsequently leading to a more accurate and robust
segmentation and subsequent analysis.

We now observe the effects of the segmentation methods with respect to basic
shape measures. The RBCs were analysed in three frames of the sequence, indi-
cated by (1), (2) and (3) in Fig. 9. Location (1) is in a region of free flow before the
contraction, (2) is at the beginning of the micro-channel constriction, and (3) is
within the constriction. Results are presented in Table 1. Far from the contraction
region, the red blood cells are effectively circular, resulting in a bigger area as it
lies largely in the focus plane. The deformation index (ratio between the major and
minor axes of an ellipse that best fits the RBC) will hence give values close to
unity. As the cells approach the contraction, location (2), and during the con-
traction itself, location (3), they become deformed with an elongated shape. Due to
the RBC deformation in the contraction, the RBC perimeter increases as well as
the deformation index. This occurs since the cells are being submitted to strong
shear flow.

(a)

(b)

(c)

Fig. 9 RBC deformation in different regions of the PDMS micro-channel a region with no
contraction, b beginning of the micro-channel, c narrow region of the micro-channel
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Results have shown the potential advantage of using preprocessing techniques
in image segmentation, which was one of our goals during this study. When
considering RBC deformation, in order to deeply understand the findings, tests
have to be done with different concentration of RBCs (hematocrit) and flow rates
as well as different geometries of the micro-channel. The results show that the
RBCs are highly deformable under strong shear flows. Different hematocrit levels
or flow rates will provide further results, such as the influence and size of the cell-
depleted regions near the stationary walls, and effects non-Newtonian rheology in
small vessels.
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(a) (b)

(c)

Fig. 10 Variation of image intensity (a) and intensity gradient (b), along a red line (from left to
right) shown in (c). Key: O Original; F Filtered (using adaptive NCDF); F ? E Filtered and
Enhanced (using unsharp masking)

148 A. João and A. Gambaruto



References

Araujo A, Barbeiro A, Serranho P (2012) Stability of finite difference schemes for complex
diffusion processes. SIAM J Numer Anal 50(30):1284–1296

Ballard DH (1981) Generalizing the Hough transform to detect arbitrary shapes. Pattern Recogn
13(2):111–112

Bernardes R, Maduro C, Serranho P, Araujo A, Barbeiro S, Cunha-Vaz J (2010) Improved
adaptive complex diffusion despeckling filter. Opt Express 18(23):24048–24059

Fung Y, Perrone N, Anliker M (1970) Biomechanics: its foundation and objectives. Prentice-Hall,
Englewood Cliffs

Gilboa G, Sochen N, Zeevi YY (2004) Image enhancement and denoising by complex diffusion
processes. IEEE Trans Pattern Anal Mach Intell 26(8):1020–1036

Guidotti P (2012) A family of nonlinear diffusions connecting perona-malik to standard diffusion.
Discrete Contin Dyn Syst Ser S 5(3):581–590

Hou, Han Wei, Bhagat, ALI Asgar S, Lin Chong, AlvinGuo, Mao, Pan, Wei Tan, Kevin Shyong,
Han, Jongyoon Lim, Chwee Teck (2010) Deformability based cell margination-a simple
microfluidic design for malaria-infected erythrocyte separation. Lab Chip 10:2605–2613

Kass M, Witkin A, Terzopoulos D (1988) Snakes: active contour models. Int J Comput Vision
1(4):321–331

Mohandas N, Evans E (1994) Mechanical properties of the red cell membrane in relation to
molecular structure and genetic defects. Annu Rev Biophys Biomol Struct 23:787–818

Musielak M (2009) Red blood cell-deformability measurement: review of techniques. Clin
Hemorheol Microcirc 42(1):47–64

Perona P, Malik J (1990) Scale-space and edge detection using anisotropic diffusion. IEEE Trans
Pattern Anal Mach Intell 12(7):629–639

Polesel A, Ramponi G, Mathews VJ (2000) Image enhancement via adaptive unsharp masking.
IEEE Trans Image Process 9(3):505–510

Salinas HM, Fernandez DC (2007) Comparison of pde-based nonlinear diffusion approaches for
image, enhancement and denoising in optical coherence tomography. IEEE Trans Med Imag
26(6):761–771

Image Processing in the Tracking 149



Flow of Red Blood Cells Suspensions
Through Hyperbolic Microcontractions

Vera Faustino, Diana Pinho, Tomoko Yaginuma,
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Isabel C. F. R. Ferreira, Mónica S. N. Oliveira and Rui Lima

Abstract The present study uses a hyperbolic microchannel with a low aspect
ratio (AR) to investigate how the red blood cells (RBCs) deform under conditions
of both extensional and shear induced flows. The deformability is presented by the
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degree of the deformation index (DI) of the flowing RBCs throughout the
microchannel at its centerline. A suitable image analysis technique is used for
semi-automatic measurements of average DIs, velocity and strain rate of the RBCs
travelling in the regions of interest. The results reveal a strong deformation of
RBCs under both extensional and shear stress dominated flow conditions.

1 Introduction

It is known that red blood cells (RBCs) at rest exhibit a biconcave disk shape 8 lm
in diameter and 2 lm thick and comprise 40–50 % of whole blood volume
(Caro et al. 1979; Lima et al. 2012). An RCB at rest has a shape close to a circle
but when subjected to certain flow conditions it has also the ability to deform and
consequently evolve to other shapes (Dobbe et al. 2002). For example, the RBCs
change to an ellipsoidal shape when submitted to shear stress and elongate sig-
nificantly to pass through the smallest capillaries of the microcirculation (3–7 lm)
(Hardeman and Ince 1999, Dobbe et al. 2002). The RBC deformability plays a
major role for oxygen delivery in the microcirculation and reduced RBC defor-
mability is found to be linked to certain diseases such as diabetes and sickle cell
anemia (Mokken et al. 1992; Hardeman and Ince 1999; Shin et al. 2007).

The clinical relevance of RBC deformability has been prompting the devel-
opment of methods for measuring this phenomenon. Some examples are: the RBC
filtration—a simple method that measures the ability of RBC to pass a filter by
calculating the transit time required for the passage of a certain RBC (Gueguen
et al. 1984); laser diffraction ellipsometry (ektacytometry)—based on laser dif-
fraction analysis of RBCs under different stress levels (Mokken et al. 1992; Shin
et al. 2004); rheoscopy—RBCs are deformed by simple shear flow and image
analysis techniques allow a direct measurement of the RBC deformability (Dobbe
et al. 2002); micropipette aspiration—RBCs are aspirated into glass capillaries
with diameters of 1–5 lm and the RBC deformability is calculated by using the
measured negative pressure needed to aspirate the RBC (Mokken et al. 1992).

The recent developments in microfabrication make it possible to fabricate
transparent micrometer-sized channels, and as a result several studies have pro-
posed microfluidic devices able to measure the motion and dynamical deformation
of cells flowing through the microchannels (Abkarian et al. 2006; Shevkoplyas
et al. 2006; Zhao et al. 2006, Abkarian et al. 2008; Fujiwara et al. 2009, Kang et al.
2008; Lima et al. 2009, Tomaiuolo et al. 2011; Leble et al. 2011). Most of the
proposed biomedical microdevices focus on the effect of shear flow alone. Shear
flow in this context results from the flow induced by shear stress caused by the
velocity gradient that develops adjacent to the neighbouring walls of the mic-
rodevice (Fig. 1b). Some examples of shear flow studies from the literature are the
measurement of the RBC cellular trajectories and deformation under a transient
high shear stress in a narrow channel (Zhao et al. 2006) and the determination of
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cell deformability through a single RBC flowing in a microfluidic device with a
microchannel thickness comparable to RBC size (Tomaiuolo et al. 2011). Besides
the effect of shear flow, extensional flow [in which stretching flow is generated as a
consequence of a velocity gradient in the flow direction (Fig. 1b), and the com-
bination of both can be encountered in the human body. Relevant examples
include micro-stenosis, which can be generated at a retinal arteriole by foam cell
formation due to low-density lipoprotein (LDL) migration (Kang et al. 2008); in
microvascular networks composed of small irregular vessel segments; in prosthetic
blood contacting devices, such as blood pumps and other medical instrumentation,
e.g. syringes. Despite the importance of the study of RBC deformation under
extensional flow, only a few studies have been reported in the literature. Hence, it
is crucial not only to understand the motion and RBC mechanical properties under
the effect of simple shear flow but also to quantify the influence of extensional flow
and/or the combination of both on the RBCs deformation and orientation.

Flows through contractions generate complex flows despite their simple
geometries. The flow of single phase Newtonian and non-Newtonian fluids
through contractions is well studied both experimentally and numerically, both at
the macro and micro-scale. The flow involves a reduction in the cross-sectional
area, which generates strongly converging flows as the fluid goes through the
contraction. With complex fluids, the flow has been shown to exhibit a variety of
flow structures, such as Moffatt vortices, lip vortices, and corner vortices, that
depend on the rheological characteristics of the fluid and the geometric configu-
ration of the contraction, including its shape (Fig. 1a–c) and configuration

Fig. 1 Fluid flow in contractions with different shapes: a Sudden contraction b Smooth contraction
c Hyperbolic contraction; and configurations: d Square–square, e Axisymmetric, f Planar 2D (if AR
is high), planar 3D (if AR is moderate or low). The aspect ratio (AR) is defined as h/w where h refers
to the depth and w Refers to the width of the microchannel. An illustration of the velocity gradients
expected in different regions dominated by shear and extensional flow is shown in panel b)
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(Fig. 1d–f). The flow exhibits mixed kinematics with strong extensional flow along
the centreline (stretching flow as the fluid accelerates as it is going through the
contraction, Fig. 1c), and shear flow close to the walls (Fig. 1a).

Blood is an extremely complex fluid due to a suspension of different deform-
able cells of varying in size, such as red blood cells, white blood cells and
platelets. Although the flow of single phase Newtonian and non-Newtonian fluids
through contractions has been well studied, this is not the case for blood flow.
Among the few are the microscopic studies performed by Zhao et al. (2006) and by
Kang et al. (2008) where the authors investigated the mechanical behaviour of
RBCs when they pass through sudden and smooth contraction, respectively. Others
such as Lee et al. (2009), Yaginuma et al. (2011a, b, 2013) and Sousa et al. (2011)
studied the effect of the extensional flow in a hyperbolic converging microchannel
for animal blood, human blood and blood analogue fluids, respectively. In this
study, we use a microchannel having a hyperbolic shape (cf. Fig. 2) with a very
low aspect ratio (AR = 0.035) in which the RBCs experiences a strong exten-
sional flow but in addition shear flow effects are not negligible due to the low AR
of the microchannel geometry. The RBC deformation flowing throughout this
microchannel is measured along the centerline and the degree of their deforma-
bility is presented by the deformation index (DI).

2 Materials and Methods

2.1 Working Fluids and Microchannel Geometry

The working fluid used in this study was hank’s balanced salt solution (HBSS)
containing 2 % Hct of Human RBCs. The blood was collected from a healthy adult

Fig. 2 a Illustration of the
entire microchannel view.
b Schematic geometry and
dimensions of the hyperbolic
contraction region of the
microchannel
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volunteer, and ethylenediaminetetraacetic acid (EDTA) was added to prevent
coagulation. The RBCs were separated from the plasma and buffy coat by cen-
trifugation (1,000 rpm for 10 min). The RBCs were then washed and centrifuged
with HBSS twice. Washed RBCs were diluted with HBSS to make several samples
with hematocrit levels of *2 % by volume. All blood samples were stored her-
metically at 4 �C until the labelling.

The confocal system used in the present study consists of an inverted micro-
scope (Diaphot 300, Nikon) combined with a high-speed camera (FASTCAM
SA3, Photron). By using a soft-lithography technique we were able to manufacture
a polydimethylsiloxane (PDMS) microchannel having a hyperbolic shape. As
described in Fig. 2, the dimensions of the microchannel are 396 lm
(w) 9 396 lm (l) 9 14 lm (h) where w, l and h refer to the width of the inlet
microchannel, the length of the hyperbolic contraction region and the depth of the
microchannel. From this, the aspect ratio AR = h/w can be obtained as 0.035. The
PDMS microchannel was placed on the stage of the microscope where the flow
rate Q of the working fluids was kept constant (0.5 ll/min) by means of a syringe
pump (PHD ULTRA) with a 1 mL syringe (TERUMO

�
SYRING).

The images of the flowing RBCs were captured using the high speed camera at
a frame rate of 7,500 frames/s and were then transferred to the computer to be
analyzed. An illustration of the experimental set-up is shown in Fig. 3.

2.2 Image Analysis

High magnification was used to obtain better quality images so that the accuracy of
RBC measurements is maximized during image analysis. As can be seen
in Fig. 4a–c, the original data consists of three sets of video sequences focusing in
different regions of the channel. These sets of images can be combined to obtain
the required in information the entire hyperbolic contraction region of the
microchannel as shown in Fig. 4d.

Fig. 3 Experimental set-up
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The following image handling was carried out. First, the captured video data
was converted to JPEG image sequences. Each image has 1,024 9 256 pixels size
and in total 4,072 frames were obtained for one video with a frame interval of
133 ls. The sequences of static images (known as a stack) were processed using
the image handling software ImageJ (Abramoff et al. 2004). For measuring
flowing RBC particles, the following pre-processing was executed on the stack.
First, an averaged image (background) was created from the original stack images
by averaging each pixel over the sequence of static images, and then subtracted
from the stack images. This process eliminates all the static objects, for example,
the microchannel walls and other static artefacts, leaving only RBCs visible. Next,
the images were filtered by replacing each pixel with the median of the neigh-
bouring pixel values with a mask size of 3 9 3 pixels, in order to reduce the
artefacts and enhance the image quality. Then the brightness and contrast of the
resulting images were manually adjusted. Finally, the grey scale images were
converted to binary images adjusting the threshold level. The well-known Otsu
threshold method was used in this case (Otsu 1979). The final images contain
regions of interest (RBCs) as black ellipsoidal objects against a white background.
After this segmentation process, the flowing RBCs were measured frame by frame
automatically by Analyze Particles function in ImageJ. This function counts and
measures the objects in binary images, by detecting the edge of the objects and
outlining them. Various parameters, such as area and circularity of the cells, were
appropriately pre-set so that the values outside the range specified were ignored.
For instance, we set the range of area as 17–150 lm2 such that the objects smaller
than 17 lm2 and larger than 150 lm2 were eliminated from the results table.
Likewise, the circularity range was set to be 0.5–1.0. Here the circularity is defined
as 4p 9 (area)/(perimeter)2. This way, most of the apparent deviant objects (e.g.
out-of-focus cells, aggregated cells, etc.) were ignored in the measurements. The
most important steps of image handling described above are illustrated in Fig. 5.

The major output results of this measurement are the major (primary) and
minor (secondary) axis lengths of the ellipse that can be best fitted to the RBCs and
the x - y coordinates of their centroid. Using this set of data, the deformation
index (DI) of all the measured cells was calculated using Matlab and stored
together with the cell positions (centroid) given by their x–y coordinates. In this

Fig. 4 Original video
images (a), (b), and (c)
focusing on different regions
of the channel, and a
combined image (d) that
presents the centreline region
(y = 0) at the hyperbolic
microchannel
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study, DI is defined by the formula shown in Fig. 6, where X and Y refer to the
major and minor axis lengths of the cell, respectively. RBC deformability is the
ability of the erythrocytes to deform when submitted to certain flow conditions in
both in vivo and in vitro environments, and the deformation index can display the
degree of their deformability with values between 0 and 1, where 0 indicates a
perfect circle and higher values represent more elongated cells.

In addition to the DI measurement, the trajectories of several flowing RBCs at a
flow rate of 0.5 ll/min were measured manually using MTrackJ plug-in installed
in ImageJ (Meijering et al. 2012). MTrackJ provides useful functions for tracking
objects in motion. By placing the target RBC within the snap window, it computes
automatically the centroid of the RBC based on Otsu threshold method. We
manually follow the identified RBC frame by frame recording the centroid tra-
jectory, and finally get the velocity of the RBC. By using real velocity of the RBCs
the strain rate was also calculated.

3 Results and Discussion

3.1 Deformation Index (DI) of RBCs in Extensional Flow

In this work, the deformation of the RBCs travelling through the microchannel
centerline (y = 0) region was observed. As stated in the previous section, the
original data consists of three video sequences. Therefore, the DI values are the

Fig. 5 Steps of image
analysis. a Original image,
b Binary image, c A view of
cells automatically measured
by ImageJ function Analyze
Particles

Flow of Red Blood Cells Suspensions 157



average of pre-defined regions of interest along the centreline at each image. Each
region of interest is defined as 36 lm long and 20 lm high and located consec-
utively from far upstream to far downstream of the contraction part of the mi-
crochannel (see Fig. 7a). All the cells captured in each region were measured and
the averaged DI was calculated. Fig. 7b presents average DI through the micro-
channel for an inlet flow rate of 0.5 ll/min. The horizontal axis corresponds to the
microchannel x axis where x = 0 is set to be at the beginning of the hyperbolic
curve and x = 1 is set to be at the end of the contraction region. It is possible to
observe that the DI values at the centreline far upstream of the contraction are
around 0.13 and fairly constant. After entering the contraction region, RBCs start
elongating and their DI values start increasing. At the region right before the exit
of contraction part (x = 1), the DI reaches the maximum value of 0.33 (see
Figs. 7b, 8). Just downstream of the expansion plane DI drops dramatically and the

Fig. 6 Definition of deformation index. X and Y refer to the major and minor axis lengths of the
cell. Note that the length of major axis (X) oriented to the flow direction considers the cell’s travel
length caused by the camera’s exposure time

Fig. 7 Evaluation of the
deformation of the flowing
RBCs around the centerline
of the hyperbolic
microchannel. a Illustration
of the regions of interest to
analyze the RBCs
deformation index (DI). Note
that each region is 36 lm
long and 20 lm high.
b Average DI in each region
throughout the microchannel
at a flow rate of 0.5 ll/min
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RBCs start returning to their original shape. It can be seen that the DI value far
downstream in this plane is almost the same as the one at the upstream of the
channel.

3.2 Flow Rate Effect on RBCs Deformation Index (DI)

Figure 9 shows the RBCs DI in the expansion region for three different flow rates,
i. e., 0.010, 0.5 and 1.0 ll/min in the same microchannel. Following the same
measurement procedures used before, these results (see Fig. 9) shows that for all
the flow rates studied the DI has a maximum value at the region right before the
exit of the contraction. After that, the RBCs tend to recover their initial shape
which corresponds to a minimal value of the DI attained when they are no longer
exposed to extensional flow. Another additional result is that the RBCs have a
tendency to increase the DI as the flow rate increases (Yaginuma et al. 2013). In
contrast, in the work performed by Zhao et al. (2006), where shear flow dominates
(see Fig. 1), the DI reaches a maximum value at a shear rate of 1,760 s-1 and the
cells could not deform any further, regardless the increase of the flow rate. These
qualitative comparisons suggest that the flow rate strongly affects the response of
RBCs when exposed to an extensional flow field. Nevertheless, to confirm it,
further careful studies should be necessarily employed with higher flow rates and
with different dimensions of the microchannels.

3.3 Axial Velocity and Strain Rate

To measure the actual RBC velocity, the cells traveling along the centerline of the
microchannel were manually tracked using ImageJ plug-in, MTrackJ. Along with
the velocity for each tracking point, the strain rate was also calculated from dv/dx,
where dv refers to differential cell velocity and dx refers to the distance between
two tracking points.

Fig. 8 Evolution of RBC
deformation throughout the
hyperbolic microchannel
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Fig. 9 DI recovery in the
expansion region for different
flow rates: a Q = 0.010 ll/
min, b Q = 0.5 ll/min,
c Q = 1.0 ll/min
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Figure 10 shows the average cell velocity and average strain rate for every
36 lm axial region throughout the central region of the microchannel at a flow rate
of 0.5 ll/min. The velocity of the cells far upstream is initially constant and then
starts slightly increasing when the cells approach the entrance of the hyperbolic
region. After the entrance (x = 0), the velocity increases almost linearly, corre-
sponding to a constant strain-rate, and reaches the maximum value at the end part
of the contraction region. After the cells are released from the contraction region,
their velocity decreases and eventually recovers the upstream velocity value. The
fact that we are able to obtain a wide region of constant strain-rate confirms the
potential of hyperbolic channels for generating a controlled and strong homoge-
neous extensional flow field.

4 Conclusions and Future Directions

The current study evaluated the RBC deformability in the relatively low aspect
ratio hyperbolic contraction microchannel, where the RBCs experience a strong
extensional and shear flow. The results show that when the RBCs enter the
hyperbolic contraction region they tend to elongate up to a maximum value
indicating their high deformability in a strong extensional flow. For a flow rate of
0.5 ll/min RBC deformation index increases from about 0.12 to 0.33 with a
maximum strain rate up to 320 s-1. Qualitative comparison between DIs of sudden

Fig. 10 Average axial velocity at the centreline and corresponding strain rate for RBCs flowing
at the flow rate of 0.5 ll/min
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contraction and hyperbolic contraction microchannels indicated that for latter case
the flow rate strongly affects the response of RBCs under extensional flow induced
deformation. These results support the use of hyperbolic converging microchan-
nels as a new promising approach for RBC deformability assessment for clinical
applications. We recognize that the working fluid used in the current study (HBSS
with 2 % Hct of human blood) is not close to in vivo environment. However, our
purpose is to develop an alternative diagnostic microfluidic system. Therefore, it is
important to notice these differences might affect the RBC deformability but the
efficiency of deformability measurements have to be considered. For example, low
Hct is necessary for better image analysis results. HBSS (physiological saline) is
used as it is closer to plasma than the other possible solutions such as Dextran 40.
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Responses of Living Cells
to Hydrodynamic Stimuli Due to Fluid
Flow

Naoya Sakamoto

Abstract Cells, the basic units of our body, are constantly exposed to fluid-
dynamic stimuli. Typical examples are the epithelial cells of tubular organs,
including blood and lymphatic vessels and renal tubes, which are in direct contact
with flowing fluid. In addition, other cell types such as smooth muscle cells,
fibroblasts, articular chondrocytes, and bone cells are subjected to interstitial fluid
flow, which is the movement of fluid through the extracellular matrix of tissues
elicited by differences in hydrostatic pressure and deformation of tissues. Fluid-
dynamic stimuli can modulate cell alignment, proliferation, differentiation,
migration, and cytokine secretion. These morphological and functional responses
of cells play important roles not only in the maintenance of physiological functions
of tissues but also in the development and progression of disease. Many attempts
have been made to understand the effect of fluid-dynamic stimuli on cells. This
chapter summarizes cellular responses induced by such stimuli, mainly focusing
on the effect of shear stress on vascular cells, which have been extensively
investigated in vitro over the last three decades. In addition, the possible mecha-
nisms by which cells sense shear stress are also introduced briefly.

1 Introduction

The most abundant molecular compounds in the human body are fluids, including
blood, lymph, and urine. The total amount of water in a human is approximately
60 % of the body weight; extracellular and intracellular water comprises 26 and
34 % of the body weight, respectively (Wang et al. 1992). Flow of these fluids in
the body results from pressure created by organs and differences in pressure due to
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body movements. Fluid flow is known to play important roles in homeostasis of
the living body by inducing morphological and functional changes in cells, which
are the basic components of tissues.

In addition to experimental and computational analyses of the hydrodynamic
conditions in the body, numerous attempts have been made to understand how the
living body responds to fluid flow, its importance in maintaining healthy physio-
logical function, and its role in disease development. It is difficult to control
hydrodynamic conditions and reproducibility in in vivo studies with animal
models. Therefore, extensive research has focused on investigating the responses
of cultured cells isolated from the living body to hydrodynamic stimuli under well-
defined conditions. This chapter introduces cellular responses to fluid flow stimuli,
mainly focusing on the relationship between shear stress due to flow, and cultured
cell responses. The mechanisms by which cells sense flow stimuli have also been
discussed briefly.

2 Responses of Epithelial Cells to Flow

In general, the lumens of organs, particularly tubular organs such as blood vessels,
bronchial tubes, and renal tubules, are covered with epithelium composed of a
layer of epithelial cells. Epithelial cells are in direct contact with fluid flowing
through the tubular organs and are subjected to hydrodynamic stimuli due to fluid
flow (Fig. 1). Vascular endothelial cells (ECs) are the most well-known and well-
studied epithelial cells, although other types of epithelial cells have recently
received attention.

Fig. 1 Schematic illustration of hydrodynamic conditions of epithelial and interstitial cells.
Epithelial cells directly come in contact with fluid flowing in organs. Interstitial cells embedded
in the extracellular matrix also experience flow through the tissues (interstitial flow)
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2.1 Vascular ECs

Although the ECs lining the intima of the blood vessels have been traditionally
considered as a simple static barrier between tissues and blood, they are now
recognized as key regulators for not only vessel functions including regulation of
vascular tone, provision of an antithrombotic interface of blood, transport of
nutrients to tissue, angiogenesis, and vasculogenesis but also formation and
development of vascular diseases such as atherosclerosis and aneurysms. Hydro-
dynamic stimuli generated by blood flow, especially shear stress, play crucial roles
in the morphology and functions of ECs.

Since animal model studies have revealed correlations between patterns of
blood flow and morphology of ECs in atherosclerosis-prone sites of vessels, EC
responses to blood flow have become the focus of many researchers. Athero-
sclerotic lesions do not occur randomly in the arterial vasculature but tend to be
localized to curvature sites and bifurcations. Hydrodynamic stimuli resulting from
the complex blood flow that atherosclerosis-prone sites may experience, such as
turbulent flow (Wesolowski et al. 1965), high shear (Fry 1968), low shear (Caro
et al. 1978), and oscillatory flow (Ku et al. 1985), have been thought to be
implicated in the pathogenesis of atherosclerosis.

Flaherty et al. (1972) studied the relationship between the orientation of EC
nuclei and the blood flow pattern in the canine artery. In straight vessel regions,
e.g., the middle and lower descending thoracic aorta through which flow seems to
be stable, the nuclei were elongated and oriented parallel to the longitudinal axis of
the blood vessels. However, in the ascending aorta, a less ordered arrangement of
nuclei orientation and elongation was observed. Nerem et al. (1981) conducted a
quantitative study of EC size and shape using a vascular cast of rabbit aorta and
suggested that EC morphology is an indicator of the detailed feature of blood flow.
Based on these results, morphological and functional responses of ECs to blood
flow stimuli have been thought to correlate with atherogenesis. ECs are now one of
the most well-studied cell types, and research conducted over the past three
decades has revealed that responses by ECs are crucial not only to the pathogenesis
of atherosclerosis but also to vascular homeostasis and other types of vascular
diseases.

2.1.1 Morphological and Mechanical Responses
of ECs to Laminar Flow

ECs are known to exhibit elongated shapes and orient in the direction of flow
applied. To the best of the author’s knowledge, such morphological responses by
ECs were first reported by in vivo experiments performed by Flaherty et al. (1972).
In these studies, a segment of canine thoracic aorta was excised, opened longi-
tudinally, and re-implanted so as to expose the segments to blood flow perpen-
dicular to the original flow direction. Examination of the nuclei orientation in ECs
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lining the lumen of the segment revealed that the nuclear pattern realigned in the
direction of flow. Since then, detailed morphological responses of ECs have been
examined by in vitro experiments performed under well-defined flow conditions.
Dewey et al. (1981) demonstrated that bovine ECs showed elongation and ori-
entation in the direction of flow after exposure to unidirectional steady flow;
however, they adopted a polygonal shape under static culture conditions. Levesque
and Nerem (1985) reported that elongation and orientation of bovine ECs in the
flow direction were dependent on the flow exposure time and magnitude of shear
stress. These results indicated that ECs sensed the direction and magnitude of
shear stress exerted on them.

Concomitant with morphological changes, the surface topography, intracellular
structure, and mechanical properties of ECs can also change. A study using atomic
force microscopy revealed that in ECs aligned in the flow direction by exposure to
shear stress, height differences between the nucleus and intercellular junctions
decreased compared with statistically cultured cells (Barbee et al. 1994). Com-
putational analysis revealed that the spatial gradient of shear stress on the cell
surface was significantly reduced by the topographic changes in ECs. With regard
to intracellular structures, the nuclei of ECs align in the direction of flow when
cells are exposed to chronic shear stress (Flaherty et al. 1972), and the microtubule
organizing center (MTOC), associated with the determination of cell polarity,
orients to a position on the downstream side of the nucleus relative to the direction
of flow (Tzima et al. 2003). Actin filaments, one of the major components of the
cytoskeleton, exhibit dynamic structural remodeling in response to shear stress. In
ECs under static conditions, actin filaments are generally located at cell periph-
eries, referred to as dense peripheral bands, whereas the application of shear stress
induces reorganization of the actin structure to create thick actin bundles and stress
fibers aligned in the direction of flow (Kataoka et al. 1998; Sakamoto et al. 2010b)
(Fig. 2). Actin filaments are known to play crucial roles in the determination of
cell shape and mechanical properties. Indeed, after exposure to shear stress, both
whole and local mechanical stiffness of ECs increase compared that of cells
maintained under static conditions. This is thought to correspond to reorganization
of the actin cytoskeletal structure (Sato et al. 1987; Sato et al. 2000). In addition,
mechanical stiffness of the nucleus is greater in ECs exposed to shear stress than in
control cells, suggesting that the nucleus per se remodels in response to shear
stress (Deguchi et al. 2005).

2.1.2 Functional Responses of ECs to Laminar Flow

In addition to morphological responses, ECs show many flow-induced functional
changes associated with vascular biology and pathology. ECs line the entire inner
surface of the body’s blood vessels and serve as a semiselective barrier regulating
the transport of fluid and macromolecules between the blood and interstitial tissues
(referred to as permeability). The effect of fluid shear stress on cultured EC
permeability was studied by Jo et al. (1991). The permeability of bovine ECs
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increased during exposure to shear stress and returned to the preshear level after
withdrawal of the shear stress, indicating that EC permeability in vitro is acutely
sensitive to shear stress. When part of the EC monolayer is denuded, ECs from
intact areas of the monolayer migrate into the denuded region, proliferate, and
eventually repair the injury to maintain the barrier function (wound closure).
Vyalov et al. (1996) examined the effect of shear conditions on wound closure in
the rabbit common carotid artery in vivo and revealed that in response to a
decrease in blood flow rates and shear stresses, the cells at the wound edge spread
lesser than those in normal vessels 12 h after wounding. The cells were randomly
oriented and polygonal in shape, indicating that low shear stress reduces the
migration of ECs into wounds. Furthermore, in cell culture experiments, physio-
logical levels of shear stress enhanced wound closure by stimulating the spread
and migration of ECs (Albuquerque et al. 2000). On the other hand, proliferation
of ECs was decreased by physiological shear stress (Levesque et al. 1990) but
stimulated by lower levels of shear stress (Ando et al. 1987).

ECs express leukocyte adhesion molecules, which play important roles in the
invasion of leukocytes into vessel walls at sites of inflammation and atheroscle-
rotic lesions. Nagel et al. (1994) studied the effect of shear stress on the expression
of leukocyte adhesion molecules in ECs. Expression of intercellular adhesion
molecule-1 (ICAM-1) was increased by shear stress, while expression of
E-selectin and vascular adhesion molecule-1 (VCAM-1) was not affected. This
result is consistent with the suggestion that selective upregulation of leukocyte
adhesion molecules by shear stress may play an important role in the generation of
atherosclerosis.

It is well known that ECs produce a wide variety of biologically active sub-
stances, which act on ECs themselves and neighboring cells such as smooth

Fig. 2 Typical fluorescence images of actin filaments in vascular endothelial cells under static
conditions a and after exposure to fluid shear stress b (2 Pa, 24 h). The direction of flow is left to
right
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muscle cells (SMCs) and fibroblasts. Production of substances by ECs is also
affected by shear stress. For example, ECs secrete nitric oxide (NO), which is
known to be a multifunctional effector molecule that plays a central role in the
regulation of vascular homeostasis, including vasodilatation, by inhibiting SMC
constriction. Exposure to shear stress increases NO release by ECs in a biphasic
manner, with an initial rapid production consequent to the onset of flow followed
by a sustained production. The release of NO and expression of the associated
synthase mRNA, i.e., endothelial NO synthase (eNOS), are dependent on physi-
ological levels of shear stress and show dose-dependent induction (Kuchan and
Frangos 1993; Malek et al. 1999; Uematsu et al. 1995). In contrast, ECs also
release a vasoconstrictor protein, endothelin-1 (ET-1), and shear stress regulates its
release in an inverse manner; sustained exposure to lower levels of shear stress
results in stimulation of ET-1 release and higher shear stress downregulates ET-1
release by ECs (Kuchan and Frangos 1993; Morawietz et al. 2000).

2.1.3 Response of ECs to Flow Stimuli with Spatiotemporal Changes

Many of the EC responses to shear stress, including those described above, have
been evident after exposure to steady shear stress, which could be considered a
simplified condition for investigating a ‘‘pure’’ effect of shear stress magnitude.
Because blood flow in the vasculature in vivo is pulsatile rather than steady under
normal physiological conditions, the effects of additional parameters of flow
pulsation, including frequency, pulse amplitude, and mean magnitude of shear
stress, on ECs have also been studied. ECs exhibit elongated shapes under sinu-
soidal flow conditions when the mean shear stress is not equal to zero; however,
the changes are less rapid compared with those observed under steady flow con-
ditions. Furthermore, ECs retain their polygonal shape as observed in static culture
and do not exhibit actin stress fibers when they are exposed to oscillatory flow with
a mean shear stress equal to zero (Helmlinger et al. 1991). The effect of pulsatile
flow on the syntheses of vascular tone regulators by ECs has also been investigated
extensively. Although it was reported that pulsatile shear stress of equal time-
average magnitude elicited the same decrease in ET-1 mRNA as steady laminar
shear (Malek and Izumo, 1992), production of the vasodilator prostacyclin by ECs
subjected to pulsatile shear stress was more than twice that by cells exposed to
steady shear stress and 16 times greater than that by cells in static culture (Frangos
et al. 1985). Production of prostacyclin and NO are sensitive to flow frequency,
and NOS activity and prostacyclin production in ECs reach maximum levels at
1 Hz, which corresponds to the physiological value of heart rate (Balcells et al.
2005). In addition to vasodilators, pulsatile shear stress induces different responses
in ECs compared with steady shear (Brooks et al. 2002), including EC prolifer-
ation (Balcells et al. 2005), activation of the transcription factor NF-jB (Mohan
et al. 1997), and expression of VCAM-1 (Himburg et al. 2007). Studies aimed at
the endothelialization of artificial and tissue-engineered organs to understand the
detailed responses of ECs in vivo focused extensively on the responses of ECs to
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temporal changes in shear stress (Jimenez-Vergara et al. 2010; Lichtenberg et al.
2006; Mall et al. 2004).

Spatial changes in the magnitude of shear stress have recently been recognized
as a regulator of EC morphology and functions. As mentioned above, ECs exposed
to uniform shear stress elongate and align in the direction of flow. In contrast, in
studies using a T-shaped flow chamber created to produce spatial variations in the
magnitude of shear stress (spatial shear stress gradient; SSG), ECs did not elongate
or orient in the flow direction (Sakamoto et al. 2010a; Szymanski et al. 2008). In
experiments using a step-flow chamber, which has a sudden-expansion step in the
flow channel and can elicit disturbed flow producing SSG, activities of the tran-
scription factors NF-jB, Egr-1, c-Jun, and c-Fos in ECs were higher than those in
cells maintained under uniform shear stress (Nagel et al. 1999). LaMack and
Friedman (2007) applied SSG to ECs using a converging width flow chamber and
used real-time quantitative PCR analysis to reveal that expression of eNOS is
positively dependent on the magnitude of shear stress but not insensitive to SSG
and that the expression of c-jun and monocyte chemoattractant protein-1 (MCP-1)
is affected by the magnitude and gradient of shear stress. Dolan et al. (2011)
examined the effect of positive and negative SSG on ECs using a chamber with a
converging and diverging height channel and reported that positive SSG stimulates
proliferation and apoptosis of ECs, whereas negative SSG suppresses these
activities. The shear stress gradient is believed to be a hemodynamic factor
underlying the development of atherosclerosis and intracranial aneurysms
(Farmakis et al. 2004; Kolega et al. 2011; Meng et al. 2007; Metaxa et al. 2010).

2.1.4 Roles of EC Responses to Flow in Peripheral Cells
in Vessel Walls

Bioactive substances secreted by ECs in response to flow conditions diffuse
through the vessel walls and can indirectly transmit information of hemodynamic
conditions to peripheral cells such as SMCs and fibroblasts, thereby inducing
functional changes in such cells. In other words, ECs act as an interface between
blood flow and peripheral cells that are not in contact with blood. In animal model
experiments, changes in arterial diameter and wall thickness are induced by
alteration of the blood flow rate and the resulting change in shear stress magnitude
acting on ECs. These do not occur when the artery is denuded of endothelium
(Langille et al. 1989; Langille and O’Donnell 1986). Because many factors are
involved in the relationship between ECs and peripheral cells in vivo, the effect of
shear stress has been investigated in detail using in vitro experiments.

Shear stress applied to ECs co-cultured with SMCs induced G-protein (GTP-
binding protein) activation in unsheared SMCs, which triggered a number of signal
transduction cascades (Redmond et al. 1998). When ECs are exposed to physio-
logical levels of shear stress, they suppress the migration of underlying SMCs
(Sakamoto et al. 2006; Wang et al. 2006). It was revealed that NO secreted from
ECs under shearing conditions caused migration of co-cultured SMCs (Sakamoto
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et al. 2006). Chiu et al. (2004) have developed a system for using PET transwell-
based EC/SMC co-cultures under shear conditions. They found that when the EC
surface of the co-culture was exposed to shear stress, the ECs oriented parallel to
the flow, whereas SMCs oriented perpendicular to the flow. Exposure of ECs co-
cultured with SMCs to shear stress modulated the SMC phenotype from a syn-
thetic to a contractile state, with upregulation of contractile markers including
alpha-smooth muscle actin (a-SMA) and smooth muscle-myosin heavy chain (SM-
HMC), downregulation of proinflammatory genes, and decrease in the percentage
of cells in the synthetic phase (Li et al. 2009; Tsai et al. 2009). These changes in
SMC behavior were induced by prostacyclin released from ECs under shear stress
(Tsai et al. 2009). Increased expression of contractile proteins in SMCs gradually
decreased under static cultivation in the presence or absence of co-cultured ECs;
however, physiological shear stress applied to ECs can maintain the expression
levels of contractile proteins in co-cultured SMCs (Sakamoto et al. 2011).
Although this section introduces the roles of ECs in SMC behaviors and functions
under flow conditions, the interaction between ECs and SMCs is bidirectional.
Studies have demonstrated that EC functions are affected by co-culture with SMCs
(Cao et al. 2011; Chiu et al. 2005; Wang et al. 2010).

2.2 Responses of Other Types of Epithelial Cells to Flow

The epithelium of the renal system has been investigated as another example of
epithelial cells in tubular organs, which respond to hydrodynamic stimuli. In the
1960s, Schnermann et al. (1968) demonstrated that fluid reabsorption by rat
proximal tubules is nearly proportional to variations in glomerular filtration rates.
This was termed the ‘‘Glomerulo-Tubular Balance’’. This study indicated that
mechanical forces due to fluid flow are sensed by renal epithelial cells, which are
key regulators of the renal system. Detailed responses of renal epithelial cells have
been demonstrated by in vitro studies showing that shear stress modulates fibri-
nolytic activity of proximal cells (Essig et al. 2001b) and production of NO and
prostaglandin E2 in the collecting duct cells (Cai et al. 2000; Flores et al. 2012).
Shear stress response elements, which modulate gene expression in ECs, are also
active in renal epithelial cells. Rotating wall culture of renal cells changes
expression of selected gene products, including the giant glycoprotein scavenger
receptors and the classic shear stress response genes ICAM, VCAM, and MnSOD
(Kaysen et al. 1999). Cytoskeletal reorganization induced by shear stress has also
been reported using proximal tubular epithelial cells. Under static conditions, actin
stress fibers are observed on the basal membrane of proximal tubule epithelial
cells; however, shear stress induces the disappearance of actin stress fibers and
formation of a lateral actin network at cell–cell junctions (Duan et al. 2008;
Essig et al. 2001a). Interestingly, although the magnitude of shear stress required
for induction of actin cytoskeletal reorganization is approximately 10-fold higher
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than that for ECs, these cytoskeletal responses are nearly opposite to that of ECs
exposed to shear stress as stated above.

Several studies have demonstrated that corneal epithelial cells, although not
epithelia of tubular organs, are exposed to shear stress during lid blinking. Karuri
et al. (2004) showed that corneal epithelial cells are elongated and align in the
direction of flow after exposure to higher levels of shear stress. Ren and Wilson
(1997) reported that although they did not quantify the extent, shear stress applied
to corneal epithelial cells significantly increased the cell shedding rate from the
corneal surface, suggesting that shear stress due to blinking may play a role in the
induction of apoptosis.

3 Responses of Interstitial Cells to Flow

Unlike epithelial cells, interstitial cells such as medial SMCs and adventitial
fibroblasts of blood vessels are not in direct contact with flowing fluid. However,
they are exposed to fluid movement through the extracellular matrix of tissues
(interstitial flow) elicited by differences in hydrostatic pressure and deformation of
tissues and can sense and respond to flow stimuli (refer to Fig. 1). For example, it
has been estimated that vascular SMCs could be exposed to a maximum interstitial
shear stress of 0.1 Pa (Tada and Tarbell; 2000, 2001, 2002) and that this level of
shear stress leads to increase in the production of prostaglandins PGE2 and PGI2
(Alshihabi et al. 1996). Shear stress also induces NO production via inducible
NOS (Gosgnach et al. 2000) and growth factor release (Rhoads et al. 2000;
Sterpetti et al. 1993). SMCs exhibit different morphological responses to shear
stress compared to ECs. Lee et al. (2002) reported that application of shear stress
of 2 Pa for 48 h causes perpendicular orientation of SMCs in the direction of flow
and that cell orientations are dependent on the magnitude of shear stress and the
exposure time. Rice et al. (2010) showed that after exposure to shear stress of less
than 1 Pa for 24 h, SMCs align at approximately 45� relative to the direction of
flow. The effects of shear stress due to interstitial flow have also been demon-
strated on other cell types. Interstitial flow modulates phenotypes and cell align-
ment in fibroblasts (Ng et al. 2005; Ng and Swartz, 2003), production of NO and
PGE2 in bone cells (Ajubi et al. 1996; Johnson et al. 1996), and cell metabolic
activity and collagen synthesis in articular chondrocytes (Chen et al. 2012;
Raimondi et al. 2008).

4 Flow Sensing Mechanisms in Cells

This section introduces candidate sensor molecules (mechanosensors) expressed
on or in cells for shear stress detection and a better understanding of cellular
responses to flow (Fig. 3).
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External forces applied to the apical membranes of epithelial cells may directly
act on molecules expressed on the cytoplasmic membrane. Some of these mole-
cules might be mechanosensors. Ion channels are well-known mechano-sensitive
molecules. Shear stress has been shown to increase Ca2+ influx in ECs mediated by
P2X4 ATP-driven Ca2+ ion channels within 1 min of shear stress application
(Ando et al. 1993; Yamamoto et al. 2000; Yamamoto et al. 2006), indicating that
the P2X4 ion channel functions as a mechanosensor. Membrane G-proteins serve
as molecular switches, which change the activity of GTP, and are known to be
activated by G-protein-coupled receptors (GPCR). It was demonstrated that con-
formational changes in GPCR and G-protein activation are induced by exposure to
shear stress within 1 s (Chachisvilis et al. 2006; Gudi et al. 1996). These results
raise the possibility that G-proteins also act as shear stress sensors.

Focal adhesions are protein complexes through which the cytoskeleton connects
to the extracellular matrix. Focal adhesions consist of integrin, a receptor medi-
ating cell attachment to the extracellular matrix, and focal adhesion-associated
proteins. Shear stress induces activation and clustering of intergrins (Chen et al.
1999; Wang et al. 2002), phosphorylation of associated proteins (Zaidel-Bar et al.
2005a), and activation of signaling cascades mediated by focal adhesion proteins
(Shikata et al. 2005). Since focal adhesions serve as a mechanical linkage between
the extracellular matrix and cytoskeleton and shear stress does not directly act on
focal adhesions, the latter are thought to be stimulated by forces transmitted
through the cytoskeleton from the apical surface on which shear stress is exerted.

Cells generally form adhesions with neighboring cells, which are termed
intercellular junctions. Several types of transmembrane proteins form molecular
complexes and mediate adhesions between cells (Dejana 2004). One of these, the
cadherin complex, is thought to function as a mechanosensor. Cadherin complexes
contain molecules such as a-catenin (Lecuit 2010) and vinculin (le Duc et al.
2010). These are believed to be mechano-sensitive and bind to the actin cyto-
skeleton, which can transmit external forces exerted to E-cadherin complexes. The
detailed role of cadherin in sensing hydrodynamic stimuli has not been demon-
strated directly. However, since vascular endothelial cadherin (VE-cadherin) has
been reported to be one of the necessary proteins for producing a morphological

Fig. 3 Schematic illustration
of mechanosensors for shear
stress expressed on or in cells
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response by cells (Tzima et al. 2005), cadherin complexes are thought be a
mechanosensors for shear stress stimuli. The role of platelet endothelial adhesion
molecule-1 (PECAM-1) has also been investigated in ECs. Osawa et al. (2002)
reported that application of shear stress to ECs resulted in phosphorylation of
PECAM-1, which then activated an intracellular signaling cascade. They also
demonstrated that tensile forces directly exerted on PECAM-1 induced its phos-
phorylation, suggesting that PECAM-1 senses tension at intercellular junctions
caused by shear stress.

Glycocalyx is a surface layer primarily consisting of proteoglycans and glyo-
proteins bound to the cytoplasmic membrane of cells. It is thought to be a sensor
for shear stress by transmitting shear stress to the cortical cytoskeleton or remote
regions of the cells, such as intercellular junctions and focal adhesions (Tarbell
et al. 2005). Shear stress sensed by glycocalyx has been reported to cause func-
tional changes in several types of cells (Ainslie et al. 2005; Florian et al. 2003).
Cilia are membrane-enveloped microtubule-based projections on the apical surface
of cells and are also believed to have mechanosensory function in certain cell types
such as ECs (Egorova et al. 2012) and kidney epithelial cells (Schwartz et al.
1997). Cilia play an important role in shear stress-induced intracellular Ca2+

signaling and NO synthesis in ECs (Nauli et al. 2008).

5 Concluding Remarks

This chapter provides an overview of the cellular responses to shear stress due to
fluid flow and the mechanisms underlying mechanosensing in cells. The majority
of related literature over the last three decades has addressed the effect of shear
stress on vascular cells, particularly on EC morphology and function. Based on the
results obtained from vascular cells, flow-induced responses of other cell types
have also been investigated recently. Flow of biological fluid can be observed all
over the living body, and an understanding of the cellular responses to flow
undoubtedly provides critical insight into the physiological functions of tissues as
well as mechanisms of pathogenesis. Further research is required to gain an
understanding of the detailed responses by cells and the underlying mechanisms at
both the cellular and molecular levels. Moreover, because a tissue is composed of
multiple cells that interact directly and indirectly (via soluble bioactive sub-
stances), future research should include interactions between neighboring cells and
interactions among the different cell types that constitute a tissue. It will be
important to conduct these studies under flow conditions in order to elucidate how
physiological systems of living tissues cooperate.
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The Effect of a Static Magnetic Field
on the Flow of Iron Oxide Magnetic
Nanoparticles Through Glass Capillaries

N. Pereira, M. Mujika, S. Arana, T. Correia, A. M. T. Silva,
H. T. Gomes, P. J. Rodrigues and R. Lima

Abstract Iron oxide nanoparticles were developed using solvothermal synthesis
and suspended in a physiological fluid constituted by erythrocytes in order to
perform studies of flow behaviour in glass microchannels. The main purpose of
this work was to study the influence of different iron oxide nanoparticles and
magnetic fields in the plasma layer thickness and also the influence of the magnetic
field in the area composed of nanoparticles attracted to the wall of the micro-
channel. The results obtained show that nanoparticles with magnetic characteris-
tics promote the thinning of the plasma layer, in contrast to the behaviour observed
with nanoparticles without magnetic characteristics. It was also observed upon
application of magnetic fields with different intensities, the plasma layer tend to
disappear in some areas depending on the type of particles. Moreover, the area of
nanoparticles attracted to the microchannel wall increases with the increase of the
magnetic field intensity.
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1 Introduction

There are various types of magnetic nanoparticles, such as metal nanoparticles,
bimetallic nanoparticles and nanoparticles of iron oxide. Iron oxides, in particular,
have an important role in different fields, such as chemical industry, medicine,
biology, geology, among others, and their performance is affected either by the
particle size or by the crystal structure (Sun et al. 2008, Schwertmann and Cornell.
2000, Cornell and Schwertmann 2003). Among the existing iron oxides, hematite
(a-Fe2O3), magnetite (Fe3O4) and maghemite (c-Fe2O3) are the most commonly
studied forms in the reported applications. While hematite is a weak ferromagnetic
material, magnetite is ferromagnetic at room temperature and above TC (Curie
temperature) is paramagnetic, presenting black colour. It is a mixture of Fe2O3 and
FeO and the magnetization that appears by the presence of an external magnetic
field disappears when the field is removed. As magnetite is very sensitive to
environmental conditions, it easily undergoes oxidation forming maghemite. In
turn, maghemite is ferromagnetic at 25 �C and their susceptibility decreases with
time. Maghemite has the crystal structure and the magnetic nature of magnetite,
but the composition is the same as that of hematite, showing brown colour, ma-
ghemite being transformed into hematite under temperatures between 370 and
600 �C (Cornell and Schwertmann 2003; Sidhu et al. 1978; Finotelli 2006;
Wiesner and Bottero 2007; Trinchi et al. 2008; Teja and Koh 2009).

Currently, due to their physical and chemical properties, magnetic nanoparticles
are of great interest in the fields of biomedical and bioengineering. They can be
used in controlled drug delivery and drug targeting systems, as contrast agents in
magnetic resonance imaging (MRI) and in hyperthermia. For these applications,
the nanoparticles should be superparamagnetic, smaller than 100 nm with a narrow
size distribution, and characterized by uniform chemical and physical properties,
exposing high values of magnetization (Sun et al. 2008; Guo et al. 2009; Jain
2008). The ferromagnetic and ferrimagnetic nanoparticles undergo a change of
behaviour when are smaller than a certain critical diameter (Dc), ceasing to submit
ferrimagnetic and ferromagnetic behaviour when their temperature is below Tc,
becoming superparamagnetic nanoparticles. The superparamagnetic behaviour
arises in monodomain nanoparticles, where the magnetization is seen as a large
and single magnetic moment. The consistency of magnetization can be achieved
within a short period of time and under certain experimental temperatures, veri-
fying values of high magnetic susceptibility (Schwertmann and Cornell 2000;
Cullity 1972; Earnshaw 1968; Pankhurst et al. 2003). There is no hysteresis for
superparamagnetic particles because the magnetic moments of particles orient
themselves in one parallel direction, causing the residual magnetization (Mr) and
coercive field (Hc) to be null, as can be seen in Fig. 1 (Pankhurst et al. 2003).

Hyperthermia is a therapy for the treatment of cancer, which is based on a
deliberate rise of temperature in the affected area, in order to cause lysis of cancer
cells. These cells, compared to normal cells, are poorly resistant to a sudden
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increase in temperature, thereby causing their destruction at a temperature of
41–42 �C. This sudden increase of temperature is achieved, for example, through
the use of magnetic nanoparticles with sizes below 50 nm, which warm up when
subjected to the action of an external magnetic field of alternating frequencies
(Tartaj et al. 2003; Wen et al. 2011).

In recent years much research has been undertaken aiming to produce stable,
biocompatible and monodisperse iron oxide nanoparticles. The most common
methods include co-precipitation, thermal decomposition, hydrothermal/solvo-
thermal synthesis and sonochemical synthesis (Wu et al. 2008). Hydrothermal/
solvothermal methods allow the synthesis of iron oxide particles with specific sizes
and shapes, which is technologically important because there is a strong connec-
tion between these parameters and their magnetic properties. This type of synthesis
can be performed using various technologies (including those implementing sealed
vessels), but the main fundamental mechanism consists in the crystallization of the
desired species using aqueous solutions (hydrothermal), or other suitable solvents
(solvothermal), at high temperatures (between 130 and 250 �C) and high steam
pressures (among 0.3 and 4 MPa). With these processes it is possible to obtain
highly crystalline iron oxides (Wu et al. 2008).

In this work, the first objective was the synthesis of magnetic nanoparticles by a
solvothermal process, studying the influence of some synthesis parameters in the
final characteristics of the materials, in particular the amount of precursor
(FeCl3.6H2O), the amount of NaOH and the synthesis temperature. In a second
step, the flow of blood containing nanoparticles in suspension was studied, in order
to investigate their influence on the cell-free layer (CFL). The CFL, also known as
plasma layer, is a physiological phenomenon that occurs in the microcirculation of
blood, either in vivo or in vitro environments. This phenomenon is due to the
tendency of red blood cells to migrate through the flow of blood to the center of the
microvessel (axial migration). The CFL is an area with very low concentration of
cells (Kim et al. 2006; Lima et al. 2008). In the flow studies, different magnetic
fields have been applied to examine the CFL behaviour and the area of particles
which agglomerate along the wall of the microchannel.

Fig. 1 Hysteresis curve of a
superparamagnetic particle,
showing the absence of
residual magnetization and
coercive field
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2 Materials and Methods

2.1 Preparation of Iron Oxide Magnetic Nanoparticles

The iron oxide magnetic nanoparticles used in this study were synthesized by a
solvothermal method, adapting procedures described in the literature (Liu et al.
2010). In a typical procedure, 5 mmol of precursor (FeCl3.6H2O) is dissolved in
20 mL of ethyleneglycol (EG) and then 20 mmol of sodium hydroxide (NaOH) is
added to the resultant mixture. Thereafter, the mixture obtained is placed in a
Teflon vessel inside a stainless steel reactor (Parr Acid Digestion Vessel, Model
4748 see Fig. 2) and heated at 180 �C for 6 h. After the heat exposure time, the
mixture is allowed to cool down to room temperature and withdrawn from the
reactor. The synthesized solid materials are recovered by vacuum filtration, fol-
lowed by washing with water and drying at 40 �C for 24 h. This procedure was
repeated for each synthesized sample, yielding ultimately six different types of
nanoparticles, by varying the amount of precursor (between 2.5 mmol and
10 mmol of FeCl3.6H2O), the amount of NaOH (between 10 and 30 mmol) and
the synthesis temperature (180 or 200 �C), as summarized in Table 1. The six
types of nanoparticles obtained were labeled as: NP1 and NP6 (composed only by
magnetite with mean diameters of 22.8 and 21.9 nm, respectively), NP2 and NP5
(composed by a mixture of magnetite and maghemite with mean diameters of 25.7
and 16.0 nm, respectively), and NP3 and NP4 (non-magnetic particles with a mean
diameter of 21.6 nm). Besides these synthesized samples, two types of comercial
nanoparticles were also considered in the studies: maghemite nanoparticles
(Aldrich, Madrid) and encapsulated Fe3O4 nanoparticles, structured with a core of
magnetite surrounded with a shell matrix composed by citric acid and sodium salt
(chemicell GmbH, Berlin), which were named NPC and NPCE, respectively.

Fig. 2 Reactor parr acid
digestion vessel, model 4748
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2.2 Working Fluids, Microchannels and Magnetic Fields

All studies were performed in circular microchannels of borosilicate glass with a
diameter of 300 lm (Vitrocom, USA). Initially, the CFL status was studied in
physiological fluid (in vitro blood) with 5 % Hematocrit (Hct). Then the blood was
mixed with the various types of nanoparticles (commercial—NPC and NPCE, and
synthesized—NP1, NP2, NP3, NP4, NP5 and NP6), and suspended in physio-
logical saline with 1 % concentration, to study their impacts on the CFL. To
separate the red blood cells (RBCs) from the other blood components, it is nec-
essary to perform two washes with physiological saline and centrifugate (Centri-
fuge MPW-260R) at a speed of 2,000 rpm for 15 min. Finally, it is necessary to
join dextran 40 (DX40) with RBCs. For example, to prepare 5 ml of RBCs with
5 % Hct, 4.75 ml of DX40 is mixed with 0.25 ml of RBCs. Another study was
based on the approximation of a needle with multiple magnets, thus creating a
magnetic field to study the effect of this field in the area of nanoparticles attracted
to the microchannel wall and also the effect on the CFL. The magnetic field varies
with the number of magnets used and may be measured using the Hall Effect
Sensor. With the described experimental arrangement, magnetic fields of 61.5 G
(two magnets applied), 123.1 G (five magnets) and 138.5 G (eight magnets) were
obtained. The flow studies were performed in an experimental set-up consisting on
a syringe pump (Harvard Apparatus PHD ULTRATM), for pumping the fluids
within microchannels and controlling the flow rate, and an inverted microscope
(IX71, Olympus) combined with a high speed camera (i-SPEED LT, Olympus), to
make the visualization of the flows (see Fig. 3).

In the visualization experiments without applied magnetic field, only the central
area of the microchannel was examined, as shown in Fig. 4, while in the visual-
ization experiments with an applied magnetic field four separate zones were
considered: the zone where the magnetic field (MF) is applied—‘‘center region
(C)’’, the zones immediately preceding and following the zone where MF is
applied—‘‘upstream of MF (UM)’’ and ‘‘downstream of MF (DM)’’, respec-
tively—and the zone upstream farthest from the magnetic field, about 650 lm far
back—‘‘more upstream of MF (MUM)’’as shown in Fig. 5.

Table 1 Conditions for
synthesis of nanoparticles

Sample FeCl3 (mmol) NaOH (mmol) Time (h) T (�C)

NP1 5 20 6 180
NP2 2.5 20 6 180
NP3 10 20 6 180
NP4 5 10 6 180
NP5 5 30 6 180
NP6 5 20 6 200
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3 Results and Discussion

3.1 Effect of Nanoparticles in the CFL in the Absence
of a MF

This study was carried out with a flow rate of 2 lL/min, where the images were
obtained with a 209 objective lens with a resolution of 800 9 600 pixels and a
frame rate of 1,000 frames/s. The images were transferred to the computer and

Fig. 3 Microvisualization high speed system to visualize the flow within the capillary

Fig. 4 Region of study (C)
to visualize flow behaviour
without applied magnetic
field

Fig. 5 Regions selected to
study the flow behaviour with
an applied magnetic field
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evaluated with the software Image J (NIH). In this section, the results obtained
with two of the synthesized nanoparticles, NP4 and NP6 are presented, where the
NP4 is a representative sample of the non-magnetic particles and NP6 is a rep-
resentative sample of the magnetic particles. The images obtained with the sam-
ples NP4 and NP6 can be observed, respectively, in Fig. 6, where (a) and (c) are
the original images and (b) and (d) are the images processed by Image J where the
CFL is clearly visible.

Figure 7 shows the thickness of both bottom and top CFL observed with NP4
and NP6, and with the commercial nanoparticles aforementioned, all mixed with
5 % Hct of RBCs.

Fig. 6 Flow visualization of the samples, NP4 and NP6; a the original image of NP4 sample,
b the NP4 sample image treated by image J, c the original image of NP6 sample, d the NP6
sample image treated by image J
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The results in Fig. 7 reveal that the presence of magnetic nanoparticles (NP6,
NPCE and NPC) promotes a decrease in the CFL thickness. It can be suggested
that the presence of nanoparticles within the plasma decreases somehow the ten-
dency of RBCs to migrate axially. In contrast, the presence of non-magnetic
nanoparticles (NP4) tends to slightly increase the CFL thickness. The presence of
NP4 within the plasma may induce RBC aggregation (darker parts in Fig. 6a, b),
consequently increasing the CFL thickness. This latter result corroborates past
studies (Bishop et al. 2001, Reinke et al. 1987) where it was shown that aggre-
gation tends to increase the axial migration of RBCs, leading to an increase of the
CFL thickness.

3.2 Effect of Nanoparticles in the CFL with the Presence
of a Magnetic Field

In this study, a MF was applied to the in vitro blood flow (5 % Hct) containing in
suspension each of the nanoparticles referred in the previous section. MF was
different in each visualization experiment, increasing in the order 61.5, 123.1 and
138.5 G (designated as G1, G2 and G3 respectively) and capturing images after
1 min at each MF. The only exception was the case conducted with the sample
NPCE, in the central zone (C), where a longer video was recorded, resulting in an
increased time between each MF.

Figures 8, 9 and 10 show the CFL thickness obtained in the experiments carried
out with three different nanoparticles (NPCE, NP6 and NPC) in four different
zones (MUM, UM, C and DM) with different MF intensities (61.5, 123.1 and
138.5 G).

Considering the CFL (bottom) results in Fig. 8 for the studies conducted with the
sample NPCE, it is observed that, regardless of the applied MF intensity, the CFL
existing in the zone ‘‘MUM’’, decreases its thickness in the following zone ‘‘UM’’,
and disappears almost completely in zones ‘‘C’’ and ‘‘DM’’. In zone ‘‘C’’, where the
MF is stronger, it is observed that the nanoparticles begin to agglomerate, creating a

Fig. 7 CFL thickness of
in vitro blood with 5 % Hct
and in vitro blood mixed with
four distinct types of
nanoparticles
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Fig. 8 Treated images of in vitro blood with NPCE nanoparticles in different zones when subjected
to a magnetic field of 138.5 G. The grayish regions (indicated in rectangular boxes) correspond to
the zones considered to measure the CFL thickness. The graph shows the thickness of the CFLs
observed in the flow studies performed with the nanoparticles NPCE, in different zones and with
different magnetic field forces. Note that the CFL at bottom disappeared in zone ‘‘C’’ and ‘‘DM’’
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three-phase flow, as visible in Fig. 8 (center region, C). The first phase corresponds
to the CFL (top) a zone with practically no cells (zone 1). The second phase is more
evident (zone 2) and corresponds to the central zone where a high concentration of
RBCs occurs, since these cells tend to migrate to the center of the microchannel.
The third phase (zone 3) corresponds to a zone with a lower concentration of RBCs,
which is a mixture of plasma coupled with the magnetic nanoparticles that are
migrating in the direction of the magnetic field located in the bottom wall. Addi-
tionally, there is another darker zone (zone 4) with respect to agglomeration of the
nanoparticles due to magnetic forces generated by an externally applied magnetic
field. It is worth mentioning that at the top region the CFL tends to increase as the
MF increases. Further research is needed to completely unsderstand this
phenomenon.

Observing the results presented in Figs. 8, 9 and 10, it appears that, in oposition
to that observed in the studies with the nanoparticles NPCE, the CFL existing in
the bottom zone ‘‘MUM’’ tends to disappear in the following two zones ‘‘UM’’ and
‘‘C’’ since the particles NP6 and NPC soon begin to agglomerate in the upstream
zone where the MF is applied (‘‘UM’’). However, the CFL is formed again after
the zone where the MF is applied (‘‘DM’’), since, in contrast to the observed with
NPCE, there aren’t possibly micro-turbulences which cause increased mixing of
the various elements constituting the fluid. Regarding the CFL at the top region, in
all three cases, the thickness tends to increase with the increase of the MF intensity
in zone ‘‘C’’.

3.3 Agglomeration of Nanoparticles Under an Applied MF

In order to study the characteristics of agglomeration of the magnetic nanoparticles
under the applied magnetic fields, flow experiments were performed considering
the synthesized nanoparticles with magnetic characteristics (NP1, NP2, NP5 and
NP6) and the commercial nanoparticles (NPC and NPCE) in physiological saline
and in vitro blood with 5 % Hct. For the nanoparticles mixed with RBCs the same
parameters as mentioned above were used (flow rate of 2 lL/min, 209 objective
lens with a resolution of 800 9 600 pixels and a frame rate of 1,000 frames/s).
Only the study with the nanoparticles mixed in saline was observed using a
109 lens with a 1.6 zoom, a resolution of 800 9 600 pixels and a flow rate of
10 ll/min.

To assess the magnitude of agglomeration of the different magnetic particles
under an applied MF, the images were captured every minute and 2D areas were
calculated as shown in Fig. 11. This figure shows the boundaries of the areas
defined by the agglomerated NP6 nanoparticles in physiological saline (a) and
in vitro blood (b), when subjected to a MF of 138.5 G. Upon these boundaries are
defined, by simple integration, the 2D areas of agglomerated nanoparticles were
calculated. The results obtained are shown in Fig. 12.
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Fig. 9 Treated images of in vitro blood with NP6 nanoparticles in different zones when subjected
to a magnetic field of 138.5 G. The grayish regions (indicated in rectangular boxes) correspond to
the zones considered to measure the CFL thickness. The graph shows the thickness of the CFLs
observed in the flow studies performed with the nanoparticles NP6, in different zones and with
different magnetic field forces. Note that the CFL at bottom disappeared in zones ‘‘UM’’ and ‘‘C’’
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From the analysis of Fig. 12 it can be seen that, in general, the increase of the
MF intensity results in an increase of the agglomerated nanoparticle area, and this
is an expected consequence of higher magnetic interaction forces between the
magnet and the nanoparticles. An exception to this behaviour was the study with
NPC, which shows no significant increase of the agglomerated area with the
increase of the magnetic field intensity. The lowest agglomerated areas were
observed in the studies with NPCE, under an applied magnetic field of 61.5 G, and
with NPC at 123.1 G and 138.5 G. On the other hand, the nanoparticles that have
an area of higher agglomeration are NP2 (at 61.5 G and 123.1 G) and NP6 (at
138.5 G). Among the synthesized particles, NP5 is the case which formed the
lowest cluster of nanoparticles. In order to better understand and discriminate other
possible effects, rather than the applied magnetic field intensity, on the obtained
agglomerated areas, the areas of the synthesized nanoparticles were plotted against
their diameter and against applied MF and composition, Figs. 13 and 14,
respectively.

From the analysis of Fig. 13 it is concluded that, in general, the area of the
nanoparticles agglomerated against the wall increases with the increase of the size
of the nanoparticles, and this may be related to a better packaging effect (higher
agglomerate density) when nanoparticles with lower sizes are considered. How-
ever, the observation of Fig. 14 also reveals that the composition of the nano-
particles has an influence on the agglomerated areas, i.e., in the studied carried out
with nanoparticles composed only by magnetite (NP1 and NP6), there is a very
marked increase of the area with the increase of the magnetic field. This increase is
not so pronounced in the tests performed with the nanoparticles consisting of a
mixture of magnetite and maghemite (NP2 and NP5). Such behaviour may be
related to the magnetic characteristics of the pure magnetite materials, which are
intensified upon increase of the applied magnetic field intensity, a behaviour that
don’t occur with the same intensity with the materials composed by magnetite and
maghemite.

Figure 15 displays the agglomerated areas obtained in the studies carried out
with the different nanoparticles suspended in 5 % Hct of RBCs, from where it can
be observed that, as in the studies performed in physiological saline, the area of

Fig. 10 Thickness of the
CFL observed in the flow
studies performed with the
nanoparticles NPC, in
different zones and with
applied magnetic fields
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Fig. 11 Boundaries of the areas defined by the agglomerated NP6 nanoparticles in a physio-
logical saline and b in vitro blood when subjected to a MF of 138.5 G

Fig. 12 Areas corresponding
to the agglomeration of the
nanoparticles in flow studies
conducted in physiological
saline under different
magnetic field intensities

Fig. 13 Influence of the
nanoparticles size on the
agglomerated areas of the
synthesized nanoparticles
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agglomerated nanoparticles increases with the increase of the MF intensity.
Curiously, the largest agglomerated area was obtained in the studies with the NPC
nanoparticles (which is the opposite to that observed in the studies in physiological
saline), while the smaller agglomerated area was obtained in the studies carried out
with the NPCE nanoparticles.

4 Conclusions and Future Directions

From the studies carried out in this work it is possible to conlude that iron oxide
nanoparticles, either magnetic and non-magnetic, have influence on the CFL
thickness. While the magnetic nanoparticles promote a decrease of the thickness,
the non-magnetic nanoparticles promote the increase of the thickness of the CFL.
It is also concluded that, depending on the type of nanoparticles and the zones
being analyzed, the fluid exhibits different behaviours. The CFL in fluids with the
NPCE nanoparticles ceases just before the zone of magnetic field application,
while in fluids with NPC and NP6 nanoparticles the CFL disappears just before
and at the zone of MF application, but reappears later downstream. Regarding the
area of nanoparticles agglomerated against the wall under applied MF, it is con-
cluded that it increases with the increase of MF intensity and with the particle size.

Fig. 14 Influence of the
applied magnetic field on the
agglomerated areas of
synthesized nanoparticles

Fig. 15 Areas corresponding
to the agglomeration of
nanoparticles in flow studies
conducted with NP6, NPC
and NPCE in blood under
different magnetic field
intensities
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It is also concluded that the composition of the magnetic nanoparticles influence
their agglomeration, with those composed only by magnetite revealing intensified
agglomeration upon increase of the applied MF intensity.

Further work is planned to strengthen the conclusions obtained and to study the
influence of other parameters on the CFL, such as the influence of different
hematocrits, different flow configurations and microchannels with different
diameters. After these tests under constant MF, similar studies will be performed
under an alternating MF in order to generate and measure the increase of tem-
perature caused by the nanoparticles at the applied region, which will allow to
assess the characteristics of the synthesized nanoparticles to generate enough heat
to be applied in magnetic hyperthermia.
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Three-Dimensional Simulations
of Ciliary Flow

Raymond Quek, Kian Meng Lim and Keng Hwee Chiam

Abstract In many physiological scenarios such as the respiratory epithelium,
fluid propulsion is achieved through the coordinated beating of an array of
organelles called cilia. However, how these cilia couple to one another
hydrodynamically to achieve coordinated beating is still unclear. In this chapter,
we describe a three-dimensional numerical method to show how these cilia-fluid
interactions may lead to the spontaneous generation of metachronal waves, a type
of traveling wave produced by the sequential movement of the cilia. Our numerical
method is based on the Immersed boundary method, which we have implemented
and solved by massively parallel computing methods. By exploiting such massive
parallelism, we are able to systematically investigate how changes in cilia stiffness
and number density affect the properties of metachronal wave propagation. We
also illustrate the use of our numerical method to simulate realistic experiments,
such as how the localized reversal of the cilia stroke induced by the photorelease
of caged calcium ions destabilizes the metachronal wave and how it can be
reestablished. We also study fluid transport along the substrate and conclude that
there exists an optimum cilia number density that gives a maximum slip velocity at
the plane of the cilia tips. Finally we show that passive tracers in the vicinity of the
cilia can display both diffusive and advective trajectories, depending on their
distance from the cilia tips.
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1 Introduction

In many systems of biological interest, fluid propulsion at the micrometer scale is
accomplished through the use of organelles known as cilia or flagella. These
organelles are either active, comprising beating axonemes as their internal struc-
ture, or passive, being rotated by motors at their bases (Berg 1975), or are com-
pletely non-motile and devoid of autonomous movement. Motile cilia and flagella
are made up of nine microtubule doublets arranged cylindrically around a central
pair of microtubules, commonly referred to as the ‘‘9 ? 2’’ axoneme (Fauci and
Dillion 2006). The axoneme is powered by dynein motors arranged along the
lengths of microtubule doublets, giving rise to a distinctive beat pattern. On the
other hand, passive cilia and flagella lack the central pair of microtubules, leading
to a ‘‘9 ? 0’’ structure. Passive flagella are being driven by motors at their bases.
These motors are powered by movement of hydrogen ions through the cell
membrane caused by electrochemical gradients set up by cell metabolism. Passive
non-motile cilia, or primary cilia as they are commonly known, do not possess
autonomous movement.

There have been various experimental (Guasto et al. 2011, Gao et al. 2010) and
numerical (Dillion et al. 1996, Hsu and Dillion, 2009) studies on flagellated
propulsion. Guasto et al. have shown that spermatozoa can spontaneously alter
their flagella beat to alter their swimming trajectories. Using artificial micro-
swimmers, Gao et al. have shown how changing the micro-swimmer geometry
enables it to change from a ‘‘pusher’’ to a ‘‘puller’’. Dillion et al. have used the
Immersed Boundary Method (IBM) to simulate accumulation of bacteria to form
bio-films. Hsu and Dillion have further shown how the Immersed Boundary
Method can be applied to simulate free-swimming bacteria.

Similarly, there have been numerous efforts to understand the cilia beat cycle.
One early attempt by Sugina and Naitoh (1982) found the activation sequence of
dynein motors required to give a cilium the shapes observed in experiments.
However, while the dynein activation sequence is now known, the underlying
mechanism giving rise to the sequence is still largely a mystery (Brokaw 2001).

Cilia are known to perform various biological functions. An early attempt to
study the effect of cilia beat on mucus transport was undertaken by Sanderson and
Sleigh (1981). The authors describe the existence of short-range metachronal
waves across small cilia patches. In addition, a two-layer transport mechanism is
observed. During the effective stroke, cilia tips extend into the mucus layer to push
the mucus forward, while during the recovery stroke, the cilia return to their initial
positions beneath the mucus layer. This difference between forward and recovery
strokes results in driving of the fluid.

Breuning et al. (2010) have described how cilia serve to maintain homeostasis
in the brain. Neural precursor cilia have been shown to regulate sonic hedgehog
(shh) signaling (Breuning et al. 2008). An example of hydrodynamic interactions
with cilia formation in the brain is described by Guirao et al. (2010), where the
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authors study the effects of cerebral-spinal fluid flow on the orientation of cilia
from ependymal cells.

Cilia are also used for propulsion in swimming micro-organisms, an example of
which is Paramecium. Iwadate and Nakaoka (2008) have shown that when caged
calcium introduced into the environment of a swimming Paramecium is broken
down by ultra-violet light, the released calcium ions cause a reversal in the
direction of cilia forward stroke. This is accompanied by a contraction of the entire
Paramecium. The authors suggest that this release of calcium ions is a mechanism
which the Paramecium uses to change its trajectory while swimming.

Another micro-swimmer that makes use of cilia for propulsion is Volvox.
Drescher et al. (2009) have studied the hydrodynamical interactions of mating
Volvox pairs. To model the effect of the numerous surface flagella, resistive force
theory is applied to the Volvox surface while lubrication theory is applied to the
narrow gap between the Volvox pairs. The authors then study the different
trajectories formed and suggest that the spiraling action helps in increasing the
frequency of Volvox contacts, greatly helping in reproduction processes.

In addition to these biological systems, there have also been interests in arti-
ficial cilia for the purpose of exploiting their numerous naturally occurring
properties, examples of which include enhanced diffusion and improved mixing.
For example, magnetic cilia arrays driven by external magnets have been fabri-
cated and studied by Shields et al. (2010). The sweeping motion of each cilium
forms a cone which mimics the cilium motion in a mouse embryo node. By
observing nanoparticles suspended in the fluid, the authors describe two flow
regions. The first flow region is occupied by bulk flow above the cilia tips. Here a
Poiseuille-Couette flow with a recirculation region is established. The second flow
region takes place below the cilia tips. Here the motions of particles are rapid but
nondirectional. This region offers improved effective diffusitivity.

Similar experiments using artificial cilia have been conducted by Barataheri
et al. (2011). A carpet of cilia is created and is similarly subjected to oscillating
magnetic fields. The shapes from the experiments are shown to be in good
agreement with shapes predicted from resistive force theory.

An example of a numerical simulation involving cilia is done by Alexeev et al.
(2008). The authors describe how a net flow volume reversal is possible when the
cilia bending stiffness, beat frequency, length and fluid viscosity are varied in some
intermediate range.

The effect of metachronal waves in cilia beds have been numerically studied by
Khaderi et al. (2011). The authors find that when cilia densities are low, metachronal
wave speeds do not result in a significant difference in net flux. However when cilia
densities are high, there is significantly greater net flux in presence of antiplectic
waves compared to symplectic waves. The authors conclude that antiplectic
metachrony should therefore be favored in nature, but note that there are many
organisms that exhibit symplectic metachrony. This suggests symplectic metach-
ronal waves may be optimized for some other as yet unknown property.

Realistic two-dimensional simulations of cilia using the Immersed Boundary
Method have been presented by Dillion et al. (2003). The cilia are modelled as a pair
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of microtubules, each represented by spring filaments with diagonal cross-links.
Curvature between the two microtubules is used to determine if the dynein springs
are in the forward or reverse stroke. The authors show that the spring model can be
used to model a beating cilium or the flagellum on a swimming organism. Further
discussions on dynein activation models are given by Murase (1992).

Mitran (2007) constructed a highly realistic cilia model by modeling the
microtubules of the ‘‘9 ? 2’’ axoneme as beams. The cilia are immersed in a
Newtonian fluid beneath a viscoelastic fluid. These fluids correspond to the peri-
ciliary layer and the mucus layer respectively. By adjusting the dynein phase
difference between adjacent microtubules to minimize work done, cilia arrays are
shown to synchronize.

An alternative to explicit modelling of cilia is offered by Vilfan and Julicher
(2006). Here, a pair of cilia are simplified into point forces moving in elliptical
trajectories. By solving the incompressible Stokes equations, solutions to the flow-
field can be obtained. The authors present solutions to show the regions in space
where cilia beat in synchrony or asynchrony.

Osterman and Vilfan (2011) have used a series of beads to represent individual
cilium within large beds of cilia. By solving the motion of the cilia as an opti-
mization problem, the authors report that antiplectic metachronal waves give
maximum pumping efficiency. The authors also report that initial pumping effi-
ciency increases with increasing cilia number density, but as the cilia bed becomes
overcrowded beyond an optimum, pumping efficiency is reduced.

Although these examples show that there has been a lot of work done to
understand the workings and dynamics of cilia and flagella, much remains to be
studied. The mechanics of formation of metachronal waves are still not well
understood. Most numerical studies in this aspect remain two-dimensional, while
in nature the transmission of metachronal waves, for example over the body
surface of Paramecium, takes place in three dimensions.

In this chapter, we use numerical methods to investigate formation and effects
of metachronal waves on a cilia bed. This arrangement mimics the cilia lining
the respiratory or intestinal tracts, as well as the cilia on multi-ciliated or
multi-flagellated swimmers such as Paramecium and Volvox. Our objective is to
simulate realistically the beating of such cilia and how they couple to the
hydrodynamics to generate metachronal waves. We also attempt to investigate
wave properties such as wave speed and frequency as well as transport properties
of fluid over the cilia bed.

2 Numerical Method

We simulate the beating of individual cilium, each of length L, arranged period-
ically in an array. These cilia are driven independently, but are all immersed in a
viscous fluid that also serves to couple the cilia hydrodynamically. Our simulation
is based on the Immersed Boundary Method (IBM). It is first described by Peskin
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(2002) as a way to simulate moving membranes immersed in fluid. One of its first
applications is to model the pumping movements of the human heart (McQueen
and Peskin 2001). Since then, it has been applied to a multitude of problems that
are biological in nature.

In our model, each cilium in the array is treated as a one-dimensional elastic
structure immersed in a Newtonian fluid. The fluid is regarded as viscous and
incompressible. The governing equations for the fluid is thus the momentum
equation,

q
o~u

ot
þ ~u � ~r
� ffi

~u

� �
¼ � ~rpþ lr2~uþ~F ~x; tð Þ; ð1Þ

and the continuity equation,

~r �~u ¼ 0: ð2Þ

Here, q is the fluid density, l the fluid dynamic viscosity,~u ¼ u v w½ �T the fluid

velocity, p the pressure, and ~F ~x; tð Þ ¼ Fx Fy Fz

� �T
the force per unit volume on the

fluid.

The force acting on the cilium is given as~f ~X; t
ffl 	

¼ fx fy fz

� �T
; where ~X ¼ ~X s; tð Þ

denotes the coordinates of the cilium control point and s is the Lagrangian coor-
dinates of that cilium control point.

The force on the cilium is transferred to the fluid using

~F ~x; tð Þ ¼
Z

o~f

os
~X; t
ffl 	

d x� X s; tð Þð Þds; ð3Þ

where o~f
os is the force per unit length along the cilium and d ~x�~X

ffl 	
is a three-

dimensional Dirac delta function that serves to transfer the forces on the cilium
control points onto the fluid grid points. In our implementation Eq. 3 is approxi-
mated as

~F ~x; tð Þ �
XN

m¼1

~fm ~X; t
ffl 	

d̂ ~x�~Xm s; tð Þ
ffl 	

; ð4Þ

where N is the number of control points making up the cilium. As shown by Peskin
(2002), the delta function d ~x�~X

ffl 	
in Eq. 3 can be approximated as

d̂ ~x�~X s; tð Þ
ffl 	

¼
Q3
i¼1

1
4h 1� cos

xi�Xi s;tð Þð Þp
2h

� ffih i
for 0� ~xi �~Xi s; tð Þ



 

� 2h

0 for 2h\lt; ~xi �~Xi s; tð Þ


 



8<
: ; ð5Þ

where h is the distance between fluid grid points and i denotes the three principal
orthogonal directions in Cartesian coordinates.
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Both the non-linear convective term ~u � ~r
� ffi

~u and the forcing term ~F ~x; tð Þ in

Eq. 1 are treated explicitly and discretized using the second-order Adam-Bashforth
method. The linear viscous term lr2~u is treated implicitly and discretized using
the second-order Crank–Nicholson method. In our implementation, the pressure
field is solved at half time steps in between solving for the velocity field. The
discretized momentum equation is therefore

q
~u� �~un

Dt
þ 3

2
~u � ~r
� ffi

~u
� ffin

� 1
2

~u � ~r
� ffi

~u
� ffin�1

� �
¼

� ~rp
� ffin�1=2

þl
1
2
r2~u
ffl 	�þ r2~u

ffl 	n� �
þ 3

2
~F ~x; tð Þ
ffl 	n� 1

2
~F ~x; tð Þ
ffl 	n�1

� � ; ð6Þ

where intermediate velocities~u� are solved. Following, a pressure correction term
u is solved using

~r �~u�
Dt
¼ r2u: ð7Þ

The velocities are updated to the nþ 1ð Þth time step using

~unþ1 ¼~u� � Dt ~ru
� ffi

; ð8Þ

and finally the pressure is updated to the nþ 1=2ð Þth time step using

pnþ1=2 ¼ pn�1=2 þ u� Dt

2
~r �~u�

� ffi
: ð9Þ

This concludes the advancement of the Navier–Stokes equation by one time
step.

The spatial derivatives are discretized with a second-order central-difference
scheme. The above equations are solved on a Marker-and-Cell (MAC) (Tannehill
et al. 1997) grid. In our implementation, the velocity variables are solved at
locations staggered from regular grid points: u is staggered half grid points in the
y- and z- directions, v is staggered half grid points in the x- and z- directions, and w
is staggered half grid points in the x- and y- directions. The pressure p and pressure
correction variable u are solved at cell centers and ~F ~x; tð Þ is defined on cell grid
points.

Each cilium is assumed to be neutrally buoyant and massless. Figure 1 shows a
schematic of the IBM as applied to a cilium. A series of control points representing
the discretized cilium is superimposed over a Cartesian fluid grid. The cilium is
modeled using a rod-and-spring model. Due to the nature of the IBM, the fluid grid
points and the cilium control points need not coincide. Linear elastic springs
imposed between the cilium control points provide resistance to stretching and
torsion springs imposed at each cilium control point provide resistance to bending.
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The force ~f ~X; t
ffl 	

at each cilium control point is the sum of the stretching,
bending, and driving forces, and is calculated as

~f ¼~felastic þ~fmoment þ~factive: ð10Þ

Here,~felastic is the restoring force from a linear spring, given by

~felasticð~Xi; tÞ ¼ � k ~Xiþ1 �~Xi



 

� Ds0
ffl 	 ~Xi �~Xiþ1

~Xi �~Xiþ1



 

 ;

� k ~Xi�1 �~Xi



 

� Ds0
ffl 	 ~Xi �~Xi�1

~Xi �~Xi�1



 


ð11Þ

where k is a spring constant and Ds0 ¼ L= N � 1ð Þ is the natural length of the linear
elastic spring connecting two adjacent points.

The second term in Eq. 10, ~fmoment, is the force at each discretized cilium
control point arising from moments in the cilium. It is given by

~fmoment ~Xi; t
ffl 	

¼�
~Xiþ1 �~Xi

~Xi �~Xiþ1



 

2 � ~Miþ1 þ
~Xi�1 �~Xi

~Xi �~Xi�1



 

2 � ~Mi�1;

þ
~Xiþ1 �~Xi

~Xi �~Xiþ1



 

2 � ~Mi �
~Xi�1 �~Xi

~Xi �~Xi�1



 

2 � ~Mi

ð12Þ

where ~M is the moment at each cilium point,

Fig. 1 Schematic of a cilium
in the context of the
Immersed Boundary Method
(IBM). The cilium is
discretized as a series of
control points connected by
linear elastic springs. The
inclusion of torsion springs at
control points provides
bending resistance. Forces are
spread to the fluid grid for the
solving of the Navier–Stokes
equations. After the Navier–
Stokes equations are solved,
velocities are interpolated
from the fluid grid to advect
the cilium control points
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~M ¼ �T ~h�~h0

� ffi
; ð13Þ

with T a torsional spring constant. This torsional restoring force arises when

adjacent cilium control points form angular deviations from ~h0, which is the
natural angle defined between the control points. In our simulations, each cilium is

a straight filament in its natural state, hence~h0 ¼ 0. In the regime where k is high,
the rod-and-spring model can be used to represent an Euler–Bernoulli beam where
the bending modulus EI is obtained as

EI ¼ TDs0: ð14Þ

In our simulations, k is set stiff enough to render cilia stretch largely negligible.

The cilium is also modeled as being driven by an active force,~factive, which is

applied in two steps,~fforward and~freverse. The first step~fforward causes the cilium to

undergo a forward stroke (Fig. 2a) while the second step~freverse causes the cilium

to undergo a reverse stroke (Fig. 2b). We implement ~fforward as distributed

Fig. 2 a Forces of the

forward stroke~fforward .
Triangular loads are applied
in the positive x-direction
(red arrows) and in the
positive z-direction (blue
arrows). b. Forces of the

reverse stroke~freverse.
Triangular loads are applied
in the negative x-direction
(red arrows) and in the
negative y-direction (blue
arrows)
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triangular loads in the positive x- and z- directions while ~freverse consists of dis-
tributed triangular loads in the negative x- and y- directions. At each control point,

~fforward ~X; t
ffl 	

¼ fx ~X; t
ffl 	

~iþ a~k
� ffi

; ð15Þ

~freverse ~X; t
ffl 	

¼ �fx ~X; t
ffl 	

~iþ b~j
ffl 	

: ð16Þ

where

fx ~X s; tð Þ; t
ffl 	

¼ f0s; ð17Þ

with f0 a force per unit length that determines the strength of the active strokes and
a and b are parameters used to modify the cilium motion in the forward and
reverse directions respectively. In our simulations, we choose a ¼ 4 and b ¼ 2.

The energy expanded by the cilium as it transverses in the x-direction is given by

E tð Þ ¼
ZZ u

0
0

2
4
3
5 � o~factive

os
dsdt; ð18Þ

In order to determine if the cilium is in the forward or reverse stroke, we apply
the following switching criterion

~factive ~X; t
ffl 	

¼
~fforward ~X; t

ffl 	
if E tð Þ ¼ E0 and cilium is in reverse stroke

~freverse ~X; t
ffl 	

if E tð Þ ¼ E0 and cilium is in forward stroke

(
;

ð19Þ

where E0 is a predefined energy level.
Equations 18 and 19 can be viewed as a mechanism whereby the cilium

switches from a forward stroke to a reverse stroke when the cilium has expended
energy E0 transversing in the positive x direction, and subsequently switches from
a reverse stroke to a forward stroke when the cilium has expended energy E0

transversing in the negative x direction.
Since the length and velocity scales in our problem are small, we can assume

that the flow generated by our cilia takes place at zero Reynolds numbers. It is well
known that reciprocal movements at zero Reynolds numbers cannot produce a net
fluid flux (Purcell 1977). However, the cilia movements in our simulations are not
reciprocal. The forward stroke is designed to be different from the reverse stroke,
as can be seen in Eqs. 15–17. As such, net fluid propulsion is achieved in our
system. In addition, the presence of cilia undergoing large, non-linear deforma-
tions renders the flow field non-reversible.

It should also be noted that by imposing the energy expanded by the active

force ~factive, the cilium oscillates with an intrinsic amplitude and frequency. This
amplitude and frequency depend on the stiffness of the cilium and its interaction
with surrounding cilia and fluid.
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The force~f ~X; t
ffl 	

in Eq. 10 exerted by the cilium is then transmitted to the fluid
and the Navier–Stokes equations are solved. Solving the Navier–Stokes equations
provides us with the fluid velocities and pressure. The velocities are then used to
advect the cilium control points by interpolating velocities from the fluid grid
using

o~Xm s; tð Þ
ot

 !nþ1

¼
XNz

r¼1

XNy

q¼1

XNx

p¼1

~up;q;r x; tð Þd̂ ~xp;q;r �~Xm s; tð Þ
ffl 	

; ð20Þ

where o~Xm s;tð Þ
ot

� ffinþ1
is the velocity of cilium control point m at time nþ 1. The

variables p, q, r, and Nx, Ny, Nz are the fluid grid indices and the total number of
fluid grid points in the x, y and z- directions, respectively. The positions of the
cilium points are next updated implicitly using the second-order Crank-Nicolson
method by

~Xnþ1 s; tð Þ ¼ 1
2

o~X s; tð Þ
ot

 !nþ1

þ o~X s; tð Þ
ot

 !n
2
4

3
5Dt þ~Xn

s; tð Þ: ð21Þ

The IBM implemented for our ciliary flow simulations can thus be summarized
as follows: assuming the fluid velocity~un and the position of the cilium ~Xn at time
step n are known, the IBM advances the system by Dt using the following
procedure:

1. Calculate~f ~X; t
ffl 	

on the cilium due to its present position ~Xn s; tð Þ using Eqs. 10,
11, 12 and 19

2. Spread the force~f ~X; t
ffl 	

to the fluid grid points to obtain ~F x; tð Þ at all fluid grid
points as described in Eqs. 4 and 5.

3. Solve the momentum equations (Eq. 6) for the intermediate velocities ~u�.
4. Solve Eq. 7 for the pressure correction u.
5. Obtain updated velocities ~unþ1 and pressure pnþ1=2 at the next time step using

Eqs. 8 and 9.
6. Interpolate the fluid velocities to the cilium to obtain the position of the cilium

at the next time step ~Xnþ1 s; tð Þ using Eqs. 20 and 21.
7. Advance t! t þ Dt and repeat from Step 1.

The parameters used in our simulations are listed in Table 1.
In our implementation, the intermediate velocities ~u� in Eq. 6 are cast as

Helmholtz equations and the pressure correction term u in Eq. 7 is cast as a
Poisson equation. These equations are solved in parallel using the Generalized
minimal residual method (GMRES). We implement this method using the Hypre
library (Center for Applied Scientific Computing, Lawrence Livermore National
Laboratory 2006). Hypre is an open source library that uses Message Passing
Interface (MPI) for solving large linear systems of equations. The advantage of
Hypre lies in its provision of parallel high-performance preconditioners. Solving
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our equations in parallel gives us tremendous time savings. For example, simu-
lating 40,000 time steps with a total of 1,024,000 fluid grid points and 2,646 cilia
control points from a bed of 21 by 21 cilia require approximately 2.2 days on 32
cores and approximately 1.0 days on 64 cores, a reduction in computational time
by about 50 %. Our simulations are run on a Fujitsu BX900 with Intel Xeon 5570
2.93 GHz processors.

3 Results and Discussion

We construct a cilia bed consisting of 21 by 21 equally spaced cilia each with
bending stiffness EI ¼ 3:45� 10�19Nm2. This value is chosen such that EI is large
enough to have an effect on cilia dynamics. In comparison, the bending stiffness of
singular microtubules have been shown experimentally to vary from EI	 10�24 �
10�23Nm2 (Gittes et al. 2003, Felgner et al. 1996). The cilia are arranged in a
square lattice of side 1:96� 10�4m (Fig. 3a). Each cilium is of length 4:91�
10�5m: This length is similar to that of artificial cilia investigated by Barataheri
et al. (2011). Figure 3b shows a representation of the deformations of a repre-
sentative cilium as it evolves through a single cycle. The forcing functions
described in Eqs. 15–19 cause the cilia to sweep through a conical path. It is
observed that although minor variations occur between cycles, the oscillatory
motion is distinct and appear stable throughout the duration of our simulations. We

Table 1 Summary of parameters and their values used in the simulations

Description Symbol Units Value

Cilia parameters Cilia length L m 4:91� 10�5

Cilia bending stiffness EI Nm2 6:90� 10�23 � 1:38� 10�18

Cilia stretching stiffness k N=m 1:2� 10�2

Energy expanded by cilia
per stroke

E0 J 6:4� 10�10

Forcing magnitude on
cilia

f0 N=m 6:6

Cilia number density d�2 m�2 1:15� 109 � 4:06� 109

Fluid parameters Fluid density q kgm�3 1000
Fluid dynamic viscosity l kgm�1s�1 1:0� 10�3

Fluid domain
dimensions

Chamber length LX m 5:6� 10�4 � 1:05� 10�3

Chamber width WX m 5:6� 10�4 � 1:05� 10�3

Chamber height HX m 1:72� 10�4

Numerical
parameters

Number of cilia control
points

Nc � 6

Time step size Dt s 5:0� 10�6

Fluid grid size h m 4:40� 10�6
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suggest the forward stroke serves to generate waves traveling in the x-direction
while the reverse stroke, which takes place mostly in the y-direction, serves to
couple adjacent cilia to form a wave front.

We establish that metachronal waves are formed spontaneously over the cilia
bed. Figure 3c shows snapshots of contour plots obtained by the height of cilia tips
above the substrate. Light contours therefore represent cilia that are in the forward
stroke while dark contours represent cilia in the reverse stroke.

It is observed that metachronal waves form quickly within the first 0.02 s. This
corresponds to approximately the first cycle of cilia oscillations. By t = 0.07 s, the
metachronal waves are fully formed and translate across the cilia bed at constant
velocity. We observe that most of the waves formed are symplectic in nature, i.e.,
the direction of wave travel is in the direction of the forward stroke.

3.1 Characteristics of Metachronal Waves

To study what governs the speed of the metachronal waves, we systematically
vary several parameters in our simulations: the bending stiffness of cilia from
EI ¼ 6:90� 10�23Nm2 to EI ¼ 1:38� 10�18Nm2 and the cilia number density
from d�2 ¼ 1:15� 109 m�2 to d�2 ¼ 4:06� 109 m�2, where d is the distance
between adjacent cilia. We observe that for bending stiffness below
EI ¼ 6:90� 10�21Nm2, bending rigidity has little effect on cilia motion as both
the viscous stresses and the active stresses acting on the cilia are much greater than
the bending rigidity.

By performing discrete fast Fourier transforms on the contour plots in Fig. 3c,
we are able to extract the magnitude of wave vector in the direction of wave travel,
kj j, and the intrinsic frequency, f , of the waves. Incidentally, we also find that f

matches the frequency of the individual cilium as it cycles through its motion.
These results are summarized in Fig. 4. From panel (a), we see that, as cilia

number density increases from d�2 ¼ 1:15� 109 m�2 to d�2 ¼ 4:06� 109 m�2,
the metachronal wave frequencyf is reduced. We attribute this behavior to the fact
that as cilia number density increases, the gaps between adjacent cilia are nar-
rowed. The fluid between the increasingly narrow gaps experiences high shear
stresses as the cilia deform. The fluid is then a source of resistance to the motion of

the cilia. This resistance opposes the active force, ~factive, hence reducing the net

b Fig. 3 a Arrangement of the cilia bed of 21 by 21 equally spaced cilia. The bed measures
1:96� 10�5 m by 1:96� 10�5 m and a cilium bending stiffness of EI ¼ 3:45� 10�19Nm2 is
used. b Deformation of a cilium as it evolves through a representative cycle. c Snapshots in time
of contour plots formed by the heights of cilia tips above the substrate. Light colors denote
locations where cilia are in the power stroke. This is when the cilia are mostly upright and the
height of their tips are maximum, i.e., a wave crest. Dark colors denote locations where cilia are
in their reverse stroke. This is when the cilia are bent and their tips are closer to the substrate, i.e.,
a wave trough. The black line marks a wave crest as it travels across the cilia bed
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active force on the cilia and therefore resulting in slower cilia motion and lower
wave and cilia frequencies.

Next, we observe that the bending stiffness of the cilia, EI, does not signifi-
cantly affect the metachronal wave frequency f when EI\10�19Nm2. However,
for large bending stiffness EI [ 10�19Nm2, increasing EI results in a decrease in f .
This is attributed to the increasing resistance to cilia motion from increased
stiffness. Increased stiffness will similarly reduce the net active force on the cilia,
hence reducing the wave and cilia frequencies. This is evident from the contour
plots in Fig. 5b and c where the light contours indicate only slight deformations of
stiff cilia. However if the bending stiffness of the cilia is small, the active force on
the cilia is mainly balanced by the drag from the fluid, resulting in a situation
where bending stiffness does not affect the cilia motion.

Figure 4b shows the variations of the magnitude of wave vector in the direction
of wave travel, kj j, versus. EI. It can be seen as cilia number density

increases, there is a corresponding increase in kj j. Increase in bending
stiffness does not have a significant change in kj j for cilia number densities of

Fig. 4 a Variation of
metachronal wave frequency
f with cilia bending stiffness
EI. b Variation of
metachronal wave vector
magnitude kj j with cilia
bending stiffness EI
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d�2 ¼ 1:15� 109 m�2 and d�2 ¼ 2:60� 109 m�2. However we observe that for a
cilia number density of d�2 ¼ 4:06� 109 m�2 at high stiffness, symplectic me-
tachronal waves become unstable and antiplectic waves momentarily form
(Fig. 5b). At EI	 10�18Nm2, metachronal waves of low amplitudes are formed.

Fig. 5 Variations of cilia tip heights in time for the following scenarios:
a EI ¼ 6:90� 10�21Nm2 and d�2 ¼ 4:06� 109 m�2, b EI ¼ 8:27� 10�19Nm2 and
d�2 ¼ 4:06� 109 m�2, c EI ¼ 1:38� 10�18Nm2 and d�2 ¼ 2:60� 109 m�2 and
d EI ¼ 6:90� 10�21Nm2 and d�2 ¼ 1:15� 109 m�2. (a), (b), (c) and (d) are correspondingly
marked as (i), (ii). (iii) and (iv) in Fig. 4a and b. In all four scenarios, slices at mid plane y ¼ 0 are
shown. Cilia in the reverse stroke have their tips lower than cilia in the forward stroke, giving rise
to light and dark bands representing wave fronts
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These waves eventually display discontinuous crests and troughs and are unable to
transverse the entire cilia bed (Fig. 5c).

By comparing Fig. 5a and d, we observe that wave fronts in Fig. 5a display
lower gradients than wave fronts in Fig. 5d. This suggests that as cilia number
density decreases, metachronal wave velocity increases. This observation is
reinforced by Fig. 4a and b. As d�2 decreases, f increases. This is accompanied by
a decrease in kj j and hence an increase in wavelength k. Since metachronal wave
speed c ¼ f k, we can conclude that as cilia number density d�2 decreases, me-
tachronal wave speed increases.

It is also of interest to study how the propagation of metachronal waves can be
affected by external perturbations. For example, Narematsu et al. (2013) showed
that when the motions of a localized patch of cilia are reversed through the
localized photorelease of caged calcium ions, metachronal waves are still able to
pass through the patch, with no change in the wave’s wavelength and frequency.
This suggests that the propagation of metachronal waves are robust to localized
perturbations, and further studies are needed to establish what is the spatial extent
of perturbations needed to destablize metachronal wave propagation. As a first step
towards this, we attempt to use our model to simulate the cilia motion reversal in a
localized cilia patch. We do this by explicitly reversing the forward and backstroke
strokes in Eqs. 15 and 16 in a patch of 3� 3 cilia. The results of this localized
reversal of a cilia patch are shown in Fig. 6. We observe that the metachronal
wave fronts become broken as they pass over the localized cilia patch (black line
in Fig. 6e and f). As the wave fronts leave the cilia patch, the disruption in the
wave front quickly vanishes as adjacent cilia again couple their movements
through the reverse stoke (Fig. 6g).

It is evident in our simulations that cilia spacing and stiffness play a role in the
metachronal wave characteristics. Our results show large values of the cilia stiff-
ness, EI, reduce the frequency and amplitude of metachronal waves. Antiplectic
metachronal waves are abundant in nature. It happens, for example, over the cilia of
Paramecium. We find that antiplectic metachronal waves can be produced when
cilia stiffness is taken into account. However our results show that antiplectic waves
occur when cilia bending stiffness is several orders of magnitude larger than those
found in nature. It is therefore likely another mechanism besides cilia stiffness is
responsible for the production of antiplectic waves in natural biological systems.

3.2 Optimal Cilia Number Density for Maximum
Slip Velocity

The flow field around a large cilia bed is often complex and difficult to resolve.
One simple way to treat the flow field around a cilia bed is to assume that the cilia
tips form a rigid wall but with a non-zero slip velocity boundary condition. We
hereby attempt to quantify the slip velocities at the cilia tips in our simulations.
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Figure 7a shows the average forward-stroke component of the velocity profiles
in the chamber with a cilia number density of d�2 ¼ 2:60� 109 m�2. The average
velocity profile for each cilia stiffness is obtained by averaging the velocities
across a chosen area A at various heights z above the chamber floor. The average
velocity at a particular z is calculated as

~uzh i ¼
1

TA

ZZ
~uzdtdA; ð22Þ

where A is an area parallel to the x–y plane centered on the area occupied by the
cilia bed Ac,~uz the velocity at a particular height z above the chamber floor, and T
a time interval large enough such that ~uzh i does not vary with T . In our simulations
A is a square of area fixed at 0:19Ac and T 	 0:6 s.

We observe that the velocity profiles display qualitatively the same features as
described experimentally by Shields et al. (2010). These features consist of a
parabolic profile above the cilia tips which include a recirculation region near the
chamber ceiling, and a maximum velocity magnitude at the cilia tips which
resembles a sliding plane boundary condition in Poiseuille-Couette flow. In other
words, the cilia bed can be replaced by a boundary with a non-zero slip velocity.
We now proceed to quantify this slip velocity.

We note that the average velocity profiles become less pronounced for higher
cilia stiffness. This is because as the stiffness of each cilium is increased, the
deformations of the cilium is reduced. This causes a reduction in cilium oscillation
amplitude and hence a reduction in the amount of fluid the cilium pumps with each

Fig. 6 By imposing cilia stroke reversals on a 3� 3 array at the center of the cilia bed, we
simulate the disruptive effects of local photorelease of caged calcium ions. We observe the
breaking of metachronal waves as they pass through the the localized patch. The metachronal
waves quickly reform after they pass over the localized patch. The solid back line indicates the
location of a wave crest as it transverses the entire cilia bed. In these simulations EI ¼
6:90� 10�23Nm2 and d�2 ¼ 2:60� 109m�2
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cycle. Collectively, lesser fluid is pumped by the cilia bed and therefore average
velocity profiles become less pronounced.

Figure 7b shows the magnitude of slip velocities for different cilia densities.
Slip velocities are given as

Uslip ¼ ~uh iz¼L: ð23Þ

We observe that for small values of cilia stiffness where EI\6:90� 10�21Nm2,
EI does not affect the slip velocity. However as EI increases, the slip velocity
decreases. This is because cilia with high bending stiffness are resistant to
deformation and do not pump fluid effectively.

We observe that a cilia number density of d�2 ¼ 2:60� 109 m�2 generally
gives the highest slip velocity. This shows the existence of an optimum cilia
number density which gives the highest slip velocity.

We suggest a mechanism that accounts for the existence of this optimum. As
cilia number density increases over the optimum, the narrower fluid gaps in
between cilia impose higher shear drag on the cilia during cilia motion, thus
reducing the pumping efficiency of the cilia bed. Also as cilia number density

Fig. 7 a Profile of uh i, the
component of velocity in the
forward stroke as defined in
Eq. 22, for different cilia
stiffness at fixed number
density
d�2 ¼ 2:60� 109m�2. b Slip
velocity at cilia tip, as defined
in Eq. 23, versus. cilia
number density for various EI
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decreases, the larger fluid gaps between cilia form regions where fluid is not
actively propelled by cilia, hence reducing the average slip velocity.

In our simulations, a reduction in Uslip occurs at a cilia spacing of d ¼ 0:3 L.
Osterman and Vilfan (2011) have reported a reduction in cilia pumping efficiency
for d\0:25 L. Excellent electron microscopy images of Paramecium by Allen
(1971) show the distance of cilia on the surface are separated by d	 1lm.
Assuming a cilia length of L ¼ 5lm, we obtain d	 0:2 L. However, Carson et al.
(1981) studied the formation of cilia in the human nasal epithelium and report an
average inter-cilia spacing of 0:41lm. Again assuming L ¼ 5lm, we obtain
d	 0:1L. This suggests cilia spacing in the nasal epithelium is too small to be
optimized. However, we note that cilia in the respiratory tract are surrounded by a
complex arrangement of fluids. These fluids consist of a Newtonian-like periciliary
layer below a viscoelastic mucus layer. The dynamics of cilia in this environment
is therefore highly complex and more work is required to understand the dynamics
of such a system.

It is well known that cilia in the respiratory tract may be damaged by the
presence of inhaled pollutants. For example, research on mouse models show
prolonged exposure to cigarette smoke reduces cilia beat frequency and results in
shedding of cilia and loss of ciliated epithelial cells (Simet 2010). Our results
indicate that as cilia number density decreases beyond the optimum, there is a drop
in slip velocity. This indicates that advection velocities of particles above the cilia
tips are reduced, thereby having a negative impact on the functioning of the
respiratory system.

3.3 Transport of Particles About the Cilia Bed Displays Both
Diffusive and Advective Behaviors

To study the transport properties of particles around a cilia bed, we place massless,
passive tracer particles in the chamber and track their motion with time. These
particles exert no forces and therefore do not have any effect on fluid motion.
These particles are advected in a manner identical to the cilia control points. Their
velocities are interpolated from the fluid grid using Eqs. 20 and 21. Figure 8a
shows typical particle trajectories projected onto the x-z plane for a simulation
with cilia number density of d�2 ¼ 2:60� 109 m�2 and EI ¼ 3:45� 10�20Nm2. It
is observed that particles below and around the cilia tips display spiral trajectories
while particles far above the cilia tips display linear trajectories.

We calculate the least squares linear fit for the mean square displacement of the

tracers, log ~X


 

2 versus log s, to obtain the gradient c:

log ~X


 

2/ c log s: ð24Þ
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Here s is the time taken for the average particle to travel displacement ~X


 

. A

value of c ¼ 1 indicates diffusive behavior of the particles and a value of c ¼ 2
indicates advective or ballistic behavior of the particles.

Figure 8b shows the variation of c as a function of the initial height at which the
particles are seeded. We observe that for cilia densities of d�2 ¼ 1:15� 109 m�2

to d�2 ¼ 4:06� 109 m�2, there is no significant difference in transport behavior.
Particles close to the chamber floor generally have c	 1 while particles close to
the chamber ceiling generally have c	 2.

We again note the complex fluid arrangements found in actual respiratory
tracts. Particles above the cilia tips embedded in the mucus layer are actively
pushed along while particles below the cilia tips are embedded in the periciliary
layer and are advected less. Our results show particles below the cilia tips have a
tendency to be slowly advected upwards toward the cilia tips. This can be seen in
Fig. 8a where the particle closest to the chamber floor seeded at height of 1:74�
10�5 m displays a net upward spiraling motion. The flow conditions ensure par-
ticles close to the chamber floor eventually become embedded in the upper layers
and are swept from the respiratory system. This phenomenon happens despite the
net negative velocities close to the chamber floor (Fig. 7a).

Fig. 8 a Particle trajectories
projected onto the x–z plane
for particles seeded at
different initial heights. Here.
cilia number density is d�2 ¼
2:60� 109 m�2 and cilia
stiffness is
EI ¼ 3:45� 10�20Nm2. The
numbers next to the
trajectories indicate c as
defined in Eq. 24. b The
exponent c versus. initial
height of tracer particle for
various cilia number densities
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4 Conclusions

In this chapter we have made use of the Immersed Boundary Method to develop a
highly efficient simulation of the coupled dynamics of a bed of cilia and the fluid
surrounding the cilia. We have shown that metachronal waves can spontaneously
form over cilia beds. The metachronal wave characteristics of wave vector mag-
nitude kj j, frequency f , and wave speed are functions of cilia stiffness EI and cilia
number density d�2. We show that cilia that are too stiff cannot support the
propagation of metachronal waves. Also, we observe that metachronal waves can
pass through a patch of cilia disrupted by local photorelease of caged calcium ions.

We have also investigated the effects of cilia stiffness EI and cilia number
density d�2 on cilia slip velocity. We have shown the existence of an optimal cilia
number density and suggest a reason for the optimum. Cilia in high densities are
subjected to large shear stresses from narrow fluid gaps between cilia, thus low-
ering the slip velocity. Cilia in low densities have large regions of undriven fluid
between them, again lowering the slip velocity.

Finally we study the transport of passive tracers in the fluid chamber. We show
that particles close to the chamber floor exhibit diffusive behavior while particles
close to the chamber ceiling display advective behavior.

In conclusion, we have demonstrated that realistic and high performance sim-
ulations can be used as a serious tool to give an understanding of the various forms
of mechanisms involving active cilia in nature, examples of which include
respiratory processes and microscale propulsion.
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Flow on the Surface of the Tracheal
Lumen by Ciliary Motion of Asymmetric
Axonemal Structures

Hironori Ueno

Abstract Recently, advances in optics and digital image processing techniques
have been accompanied by an improvement in the visualization of biologically
complex flow by using fluorescent particles, such as particle image velocimetry
(PIV) and particle tracking velocimetry (PTV). In addition, visualization of cel-
lular ultrastructure using cryoelectron tomography has revealed the structural
arrangements of cytoskeletal complexes and macromolecules in intracellular
membranes and organelles. In this chapter, we focus on cilia-generated directional
flow. Many eukaryotic cells have developed cilia, an organelle present on cell
surfaces that enables motion and generates fluid flow on the cell surface. The
complex flow and axonemal structure in mouse airways were previously not well
understood. Here, we describe the flow field generated by asymmetric ciliary
motion on the surface of sparsely distributed ciliated cells in mouse tracheal
epithelial cells by the l-PIV/PTV method. Moreover, we describe the axonemal
structure of respiratory cilia by using data from cryoelectron tomography and
image processing.
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MT Microtubule
PCL Periciliary liquid layer
IDA Inner dynein arm
l-PTV Micro-particle tracking velocimetry
l-PIV Micro-particle image velocimetry
CF Cystic fibrosis
COPD Chronic obstructive pulmonary disorder
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CCD Charge-coupled device

H. Ueno (&)
Molecular Function and Life Sciences, Aichi University of Education,
1 Hirosawa, Igaya-cho, Kariya 448-8542, Japan
e-mail: hueno@auecc.aichi-edu.ac.jp

R. Lima et al. (eds.), Visualization and Simulation of Complex Flows
in Biomedical Engineering, Lecture Notes in Computational Vision and Biomechanics 12,
DOI: 10.1007/978-94-007-7769-9_13, � Springer Science+Business Media Dordrecht 2014

219



EMCCD Electron multiplier type CCD camera
PBS Phosphate buffered saline
ODA Outer dynein arm
DRC Dynein regulatory complex
IC Intermediate chain

1 Introduction

1.1 Ciliary Motion and Flow in Microorganisms

Cilia are microtubule (MT)-based organelles that have an evolutionarily conserved
structure of nine doublet MTs surrounding two central singlet MTs (9 ? 2
structure) (Fig. 1). The ciliary motion is driven by dynein motors, which generates
fluid flow on the surface of various cellular organisms. For example, ciliate and
algae such as unicellular Paramecium, Tetrahymena, Chlamydomonas, or multi-
cellular Volvox, tunnel through low Reynolds number fluidic field by coordinating
their ciliary and flagellar beating patterns (Fig. 2a–c). The ability to do plays an
important role in numerous biological functions such as avoiding reaction,
reproduction, pathogenic infection, mixing, CO2/O2 capture, and photoreaction in
lakes, ponds, and oceans. However, how do the unicellular and multicellular
organisms reach their destinations by coordinating their individual cilia and fla-
gella? In the case of unicellular organisms such as Tetrahymena and Chlamydo-
monas, the base of the cilia and flagella, known as the basal body, is connected by
some kinds of filamentous structure that includes MTs (Ringo 1967; Wloga and
Frankel 2012) (Fig. 2d). These filamentous structures are thought to be involved in
determining the direction of ciliary beating by establishing cell polarity. In mul-
ticellular organisms, for example, Volvox, cell-cell communication networks such
as those that occur through signal transduction via cell junctions, might be the
basis for the coordination of phototactic behaviour (Harold and Hoops 2005;
MAST 1907). In addition, the hydrodynamic interaction between each cilium is
thought to be a candidate for the coordination of ciliary synchronization (Goldstein
et al. 2011; Gueron and Levit-Gurevich 1999; Guirao and Joanny 2007; Nieder-
mayer et al. 2008; Vilfan and Julicher 2006). This hydrodynamic interaction of
cilia and flagella might be responsible for flagellar and ciliary synchronization
across the whole eukaryote from unicellular to multicellular organisms.
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1.2 Mammalian Cilia

Ciliary motion is also critical in generating the fluid flow and transportation of
biological molecules and pathogens in various mammalian tissues, including the
tracheal lumen, oviduct lumen, sperm, lateral ventricles, and the ventral node in
the mouse embryo (Guirao et al. 2010; Halbert et al. 1989; Hirota et al. 2010;
Lechtreck et al. 2009; Sawamoto et al. 2006). Therefore, defective ciliary activity
causes pathological features in a number of diseases, including chronic bronchitis
and sinusitis, male/female sterility, and hydrocephalus (Afzelius 1976; Hirokawa
et al. 2006; Jonassen et al. 2008; Nigg and Raff 2009; Nonaka et al. 1998; Okada
et al. 1999; Pazour et al. 2000). In this chapter, we focus on mucociliary clearance

Fig. 1 Illustration of components in the cross-section of a Chlamydomonas flagellum (a) and a
respiratory cilium in mouse airways (b). The dynein arms are extend from A-tubule and make
temporary cross-bridges with the B-tubule of adjacent outer doublet MT. Neighboring doublets
MT are connected by nexin links and are attached to the central pair through radial spokes. ODA
is composed of two to three nonidentical heavy chains (HCs). ODA in Chlamydomonas flagellar
contains three HCs, a-, b-, and c-HCs, while ODA in respiratory cilia contains two HCs, DNAH5
and DNAH9 (Fliegauf et al. 2005; Hornef et al. 2006; Olbrich et al. 2006) corresponding to c- and
b-HCs in the Chlamydomonas ODA, respectively. The proximal region of doublet MT 1 has the
1–2 bridge structure instead of ODA in the Chlamydomonas flagella (Hoops and Witman 1983).
Doublet MT 1, 5 and 6 has the beak like projections in the Chlamydomonas flagella (Hoops and
Witman 1983). IDA contains eight different types of dynein HCs, fa, fb, a, b, c, d, g, and e in the
Chlamydomonas flagella (Kagami et al. 1990), while structural constitution of IDA in
mammalian cilia was unclear
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by ciliary motion in mouse airways. During breathing, the airways transport into
lungs large quantities of air that is contaminated with a variety of dust, bacteria,
and viruses; however, the airways have developed a defence system of mucociliary
clearance by effective ciliary motion. The airways contain five different types of
epithelial cells that perform this clearance: Goblet cells (mucus cells) that secrete
mucus, ciliated cells that have about 200 cilia per single cell, brush cells that are
columnar cells bearing microvilli, and endocrine cells (Kulchitsky cells) that secret
serotonin and peptides that act as local mediators in reflexes regulating the airway
or vascular caliber (Fig. 3a). Moreover, there are a number of basal cells located
below the epithelial cells, which serve as stem cells by helping to maintain the
epithelium (Figs. 3a, 4a). The base of the cilia in mammalian ciliated cells, known
as the basal body, is similar in construction to that found in unicellular organisms.

Fig. 2 a Diagram of the flagellar waveform (Ruffer and Nultsch 1985) and instantaneous
streamlines of flow around a Chlamydomonas reinhardtii cell during effective stroke (Guasto,
Johnson, and Gollub 2010). b Ciliary waveform (Sugino and Naitoh 1982) and streamlines of
flow around a ciliated protozoan Paramecium caudatum (Ishikawa and Hota 2006). c Flagellar
waveform and streamlines of flow around a Volvox rousseletii (Ueki et al. 2010) and Volvox
carteri (Drescher et al. 2010). d A schematic drawing of a longitudinal section through both basal
bodies in Chlamydomonas reinhardtii. Two basal bodies are connected by some filamentous
structures including the distal striated fibre probably to maintain flagellar polarity and beating
direction (Ringo 1967). The swimming direction is indicated by large arrows
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Because the basal bodies are connected to each other by MT with basal feet,
disruption of the basal foot affects the coordinated ciliary beating and flow
direction (Kunimoto et al. 2012). Signal transduction via cell junctions with
structural membrane connection (Fig. 4b, c) is thought to be crucial in the coor-
dination of flow direction and frequency of ciliary beating in mammals as well
(Sanderson and Sleigh 1981).

Fig. 4 a Transmission
electron micrograph showing
several mature ciliated cells
and a basal cell from a mouse
trachea. b Ciliated cells
communicate with
neighbouring cells through
tight junctions (indicated by
red arrows) and c desmosome
with cadherin. Scale bars
a 1 lm; b 200 nm; c 100 nm
(colour figure online)

Fig. 3 a This diagram shows
the components of the
mucociliary clearance: the
mucus, periciliary layer, cilia,
epithelial cells, and basal
cells. b Series of ciliary
motion show the change of
bending pattern during a
ciliary beating cycle
(Sanderson and Sleigh 1981)
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1.3 Property of External Fluid and Diseases

The liquid on the tracheal surface consists of two layers, a watery layer and a
mucus layer (Fig. 3a). The watery layer surrounds the cilia on the apical surface of
ciliated cells (also known as the periciliary liquid layer (PCL)), whereas the mucus
layer, which is rich in mucins, lies on top of the PCL. The mucus layer is trans-
ported towards the oropharynx from the lungs through effective ciliary motion,
whereas the PCL layer is required for smooth beating of respiratory cilia. Unlike
the PCL layer, the mucus layer has a high viscosity (Lucas and Douglas 1934). The
viscosity of the mucus layer has been examined by a number of researchers. They
found that the viscosity of sputum collected from normal healthy human was
12–15 Pa at 1 rad/s (Lai et al. 2009). Pulmonary disease conditions, such as cystic
fibrosis (CF), chronic obstructive pulmonary disorder (COPD), and asthma, gen-
erally result in an increase in the viscoelasticity of mucus, owing in part to reduced
water content and an increased fraction of glycoproteins. The viscosity of sputum
collected from asthma patient was 18.4 ± 3.2 Pa (P \ 0.0001) at 1 rad/s (Da-
viskas et al. 2007). CF sputum is significantly more elastic than viscous (Lai et al.,
2009). These understanding of the physical properties of mucus are important to
advancing the field of drug and gene delivery.

1.4 Ciliary Motion

The diameter and length of the respiratory cilium are approximately 230 nm and
6 lm, respectively. Respiratory cilia have a high beat frequency of 15–30 Hz.
Ciliary motion consists of two different strokes: ‘effective stroke’ and ‘recovery
stroke’. In the effective stroke, cilia stroke towards the larynx, catch the mucous at
the tip of each cilium, and propel it forwards (Fig. 3). They then perform a
‘recovery stroke’ in which they return to their initial position without dragging the
mucus backwards, thereby producing a positive flow (Fig. 3). High-speed cine-
photography and scanning electron microscopy data indicated that the average
duration of the recovery stroke is longer than that of the effective stroke in the
respiratory cilia of cultured rabbit cells. Moreover, the ciliary motion normally rest
at the end of the effective stroke, so that respiratory cilia produce the asymmetric
ciliary motion to produce directional flow (Sanderson and Sleigh 1981). However,
it is difficult to investigate the more detail motion of individual cilia by which
directional flow on the airway epithelium is generated, because hundreds of cilia
are closely packed on each individual ciliated cell. In addition, three dimensional
structure of respiratory cilia has not been reported so far.
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1.5 Ciliary Structure

The ciliary movement is driven by some kinds of dynein motor that constitute the
inner (IDA) and outer dynein arms (ODA) of axonemes, which consist of dyneins
a–g and a complex containing the a, b, and c heavy chains in Chlamydomonas
flagella, respectively (Fig. 1a), whereas ODA of axoneme in respiratory cilia has
the two different heavy chains, DNAH5 and nine (Fig. 1b). Dynein generates
sliding force between adjacent outer doublet MTs, which is converted to axonemal
bending. Although the mechanism that converts the sliding movement into ciliary
bending is still unknown, it is thought to involve the coordination of activities of
each dynein molecule with various properties. Recent advances in cryoelectron
tomography have facilitated a number of ultrastructural studies of ciliary com-
ponents, the axonemal structures of Chlamydomonas flagella, sea urchin sperm
flagella, and Trypanosome flagella are frequently reported (Ishikawa et al. 2007;
Nicastro et al. 2005). In addition, it was reported that the axonemal structures of
Chlamydomonas flagella has the asymmetric arrangement of IDA species in
Chlamydomonas flagella (Bui et al. 2009). We show the three dimensional
ultrastructure of respiratory cilia in this chapter.

1.6 Flow, Ciliary Motion, and Axonemal Structure in Mouse
Airways

Here, we describe directional fluid flow on the surface of the tracheal lumen based
on the distribution of ciliated cells by l-PTV and l-PIV using fluorescent tracer
particles. In addition, the motion of individual cilia was analyzed using a Nipkow
lens type confocal microscopy with quantum dots (QDs), which are spherical
nano-scale crystals made of semiconductor materials 2–20 nm in diameter and
having size-dependent optical properties. We developed the imaging technique of
individual ciliary motion by labelling the tip of cilia with QDs, and detected
asymmetric ciliary motion with a spatial precision of 7–9 nm (Ueno et al. 2012).
Moreover, we describe the molecular structure of respiratory cilia by cryoelectron
tomography to better understand the molecular mechanisms that control mouse
respiratory ciliary motion.

2 Ciliary Flow on the Surface of the Tracheal Lumen

2.1 Preparation of Tracheal Samples

To visualize the dynamics of cilia-generated flow on the surface of the tracheal
lumen, mouse tracheas were exclusively obtained from wild-type C57Bl/6 mice. In
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most studies, 3–6 week-old mice were used. Muscle and vascular tissues were
dissected from the tracheas in cold phosphate buffered saline (PBS). The tracheas
were opened longitudinally to expose the tracheal lumen. The exposed tracheal
lumen was soaked with PBS containing fluorescent beads (1 lm), and covered
using a cover glass with an observation hole (Fig. 5a, b). Fluid flow was visualized
by observing the fluorescent beads under a fluorescence microscope (DM4000B;
Leica, Wetzlar, Germany) equipped with a non-cover 100 9 NA0.85 objective
lens (Leica). The images were projected onto a charge-coupled device (CCD)
camera (DFC 340 FX; Leica) and were contrast enhanced using Image J software.
Images were taken at a rate of 30 frames per second. The positions of fluorescent
particles in selected video frames were traced using Image J. To characterize the
flow fields on the surface of the tracheal lumen, we performed l-PIV analysis.

2.2 Analysis of Cilia-Generated Flow

We were interested in determining how sparsely distributed ciliated cells (Fig. 5c)
contribute to directional flow on the surface of the tracheal lumen. In order to
analyze the flow, we identified the positions of ciliated cells on the luminal sur-
faces of mouse tracheas from a movie of bright field microscopy (Fig. 6a), and
monitored the fluid flow generated by ciliary motion by using fluorescent tracer
particles (1 lm). The trajectories of the tracer particles were labelled with different
colours using the supplied software (Macro of Image J developed by Yuichi
Hiratsuka) (Fig. 6b). A high-NA lens with a narrow focal plane is useful for good
visualization as it limits out-of-focus fluorescence. We observed a strong direc-
tional flow from the lung to the larynx in the middle area of this field. There were
also a number of ciliated cells in the same area. Analysis of l-PIV also showed

Fig. 5 a Photograph of the specimen of a mouse tracheal sample. Specimen is placed between
two spacers to prevent compression by the cover-glass, which contains an observation hole.
b Bright-field image of the mouse tracheal lumen. Dark areas indicate tracheal cartilage. Scale
bar 300 lm. c Bright-field light micrograph showing ciliated cells and non-ciliated cells. Ciliated
cells are sparsely distributed in the tracheal lumen. Scale bar 10 lm
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that a strong directional flow was generated around ciliated cells (Fig. 6c). The
tracer particles were eventually transported from the lungs towards the orophar-
ynx, even though ciliated cells were sparsely distributed on the epithelial cells. It
will be important to understand how the direction of ciliary beating is coordinated
and regulated between each ciliated cell in the tracheal lumen.

3 Ciliary Motion on the Surface of the Tracheal Lumen

3.1 Imaging Setup for Ciliary Motion

The optical system for particle tracking of individual ciliary motion consisted of an
epifluorescent microscope (IX-71, Olympus, Tokyo, Japan), a Nipkow lens type
confocal unit (CSU10, Yokokawa, Tokyo, Japan), and an electron multiplier type
CCD camera (EM-CCD, Ixon DV887, Andor Technology, Belfast, Northern Ire-
land). A PlanApo 60 9 numerical aperture (NA) 1.40 objective lens (Olympus)
was used to visualize individual ciliary movement. QDs were illuminated using a
green laser (wavelength, 488 nm; Spectra-Physics). The laser-excited fluorescence
was filtered with a 580 nm long-pass filter to image the QDs (Fig. 7a, b). Tracheal
samples were analyzed at room temperature, typically within 120 min of eutha-
nasia, and soaked in PBS. We then traced the QD signal on the surface of the
tracheal tissue with a spatial precision of 7–9 nm under a Nipkow disk confocal
microscope linked to an EMCCD (Fig. 7c).

Fig. 6 a Positions of the ciliated cells. The outlines of tracheal epithelial cells (green dotted
lines) and the position of ciliated cells (red circles) were estimated from the movie. b Trajectories
of fluorescent tracer particles, which were made from a 0.8-s movie by taking macro using Image
J software. c lPIV analysis of the flow field generated by effective ciliary motion. Each arrow
denotes the direction and velocity of flow. Below lung; above oropharynx. Scale bar 20 lm
(colour figure online)
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3.2 Tracking the Motion of Individual Cilia

In some of the studies for ciliary motion, in which tracheal ciliated cells were used,
the gray intensity of the images resulting from the repetitive motion of the cilia
was measured by selecting regions. However, details of the motion of individual
cilia with high spatial precision were still unclear. To analyze the motion of
individual cilia with nano-scale precision throughout the whole beating cycle, cilia
were labelled individually using QDs by hooking them over the claw-like struc-
tures of the ciliary tip known as the ciliary crown (Dirksen and Satir 1972; Kuhn
and Engleman 1978). However, recording speed was still very slow due to the
limitation of the EMCCD recording speed. We are currently attempting to analyze
the ciliary motion with high-speed frequency using a high-speed CMOS camera. In
this study, however, we could successfully track the motion of individual cilia
throughout the whole ciliary beating cycle by tracking the intensity of QD with
G-Track (G-Angstrom, Sendai, Japan). Ciliary motion took the form of an
asymmetric beating pattern (Fig. 8a–c). The velocity of the effective stroke was
1.24 times higher than that of the recovery stroke. There is a rest phase at the end
of the effective stroke in individual ciliary motion, whereas overall ciliary motion

Fig. 7 a Schematic of the optical system for observation of tracheal ciliary movement. This
optical microscope consists of an epi-fluorescent microscope (IX-71, Olympus, Tokyo, Japan), a
Nipkow lens type confocal unit (CSU10, Yokokawa, Tokyo, Japan), and an electron multiplier
type charge-coupled device (CCD) camera (EM-CCD, Ixon DV887, Andor Technology, Belfast,
Ireland). b Accuracy of the present methods. c The QD(s) were fixed on a tracheal lumen tissue
before the position of the QD(s) was determined by temporal resolution with a noise of
7.5–8.2 nm (x-axis and y-axis)
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smoothly returns from the effective stroke to the recovery stroke. The pattern of
trajectory, especially X-distance, at the end of effective stroke was unsteady
(Fig. 8c). These results suggest that the switching mechanism from effective to
recovery stroke is associated with the delay and unsteady of ciliary motion. They
also suggest that each individual respiratory cilium has asymmetric ciliary motion.
This was found in a previous study using high-speed cinephotography (Sanderson
and Sleigh 1981); our study results affirmed those previous results by tracing
individual ciliary motion in more detail using QD and confocal microscopy.

4 Axonemal Structure of Mouse Respiratory Cilia

4.1 Specimen Preparation and Quick Freezing for Electron
Cryoelectron Tomography

Tracheas were opened and gently scratched with the wall of a tube, which was then
washed in Tris buffer containing 5 mM DTT to isolate respiratory cilia suspen-
sions. To remove the ciliary membrane, cilia suspensions were centrifuged at
13,000 rpm for 15 min to obtain cell pellets, which were then gently dispersed in
Tris buffer containing 2 % NP-40, incubated on ice for 1 h, and re-centrifuged at
13,000 rpm for 15 min. This procedure was then repeated twice, after which the

Fig. 8 Motion of an individual cilium during the whole ciliary beating cycle. a Trajectory of
ciliary movement. The movement of QDs during the whole ciliary beating cycle was tracked
using G-Track software. Below lung; above oropharynx. b, c Trajectory of QD movement in
a was divided into x- (c) and y-axis (b)
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demembraned cilia were frozen in liquid ethane. Images were taken as described
previously (Bui et al. 2008; Ishikawa et al. 2007) using a transmission electron
microscope (Tecnai F20 and F30; FEI) equipped with a field emission gun, an
energy filter (GIF Tridiem, Gatan), and a 2,048 9 2,048 charge-coupled US1000
device (Gatan). The accelerating voltage was set to 200 kV, the magnification, to
27,0009 ; and the under focus, to 4–4.5 lm. Tomographic images from -60 to
60� were acquired using Explore3D software (FEI). The image analysis method
used to obtain the 96 nm average from the tomogram was similar to that used in a
previous study (Bui et al. 2009). Briefly, tomograms were reconstructed using
IMOD software (Mastronarde 1997) with fiducial marker alignment and
R-weighted back projection. Sub-tomograms with pixel dimensions of
200 9 200 9 200, each with a 96 nm periodic unit, were created from the original
tomograms by using Bsoft (Heymann 2001) and aligned along the MT by using
SPIDER software (Frank et al. 1996). Nine MTs were then aligned. Averages were
always deconvoluted by the total contribution of the missing wedge to ensure that
data sampling was isotropic (Bui et al. 2008). Surface rendering was performed
using Chimera (Pettersen et al. 2004) after masking, band-pass filtering, and
contrast inversion.

4.2 3D Structure of Respiratory Cilia

In order to understand the location of dynein motor proteins in respiratory axo-
neme, we examined the three-dimensional structures of mouse respiratory cilia by
cryoelectron tomography and image processing. Single tomographic images of
transverse sections and longitudinal sections are shown in Fig. 9a, b. Respiratory
axoneme has the conventional 9 ? 2 structure including the dynein motor, radial
spoke. We found an outer dynein arm (ODA) and eight inner dynein arm (IDA)
densities in the averaged structure (Fig. 10a, b) which correspond to the position of
Chlamydomonas inner arm dynein fa, fb, a, b, c, d, g, and e (Bui et al. 2012)
(Fig. 10d). Previous phylogenetic analysis using Chlamydomonas and human
genes shows that there are 16 DHC genes including 8 IDA genes in human (Pazour

Fig. 9 Single tomographic slices showing a the transverse section and b longitudinal sections in
the central region of respiratory cilia. ODA outer arm dynein; IDA inner arm dynein; OD outer
doublet MT; CP central pair MT; RS radial spoke
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et al. 2006; Yagi 2009). We also examined the phylogenetic analysis using
Chlamydomonas and mouse genes (Fig. 11), indicating that 8 IDA densities in the
respiratory axoneme by cryo electron tomography correspond to 8 IDA genes in
mouse. We also observed the dynein regulatory complex (DRC) that is identical to
the nexin link identified by Heuser et al. (Heuser et al. 2009) and three radial
spokes in 96 nm repeats along the axoneme (Fig. 10a, b). Using the averaged data
of each doublet, we found that 2 IDA species corresponding to Chlamydomonas
dynein b and e were missing in at least two doublet MTs in a respiratory axoneme.
In addition, it has been reported that respiratory cilia from these knockout (KO)
mice of a tubulin glutamylation-performing enzyme, tubulin tyrosine ligase-like
protein 1, lost asymmetric ciliary motion with the loss of axonemal curvature
(Ikegami et al. 2010). Recently, it’s reported that dynein e is the main target of
motility regulation by tubulin polyglutamylation (Kubo et al. 2012). Therefore, the
asymmetric ciliary motion would require the asymmetric distribution of dynein
e in the nine outer doublet MTs in an axoneme.

Fig. 10 Analysis of the axonemal structure in mouse respiratory cilia by cryoelectron
tomography. a, b Surface-rendering models with averages of all doublets and the average of
only doublets missing two kinds of IDA species. Mouse IDA corresponding to the position of
Chlamydomonas inner arm dynein b and dynein e are missing in at least two doublet MTs in a
respiratory axoneme (a and b, red arrowheads) drawing of the 96-nm unit of doublet MT
structure in respiratory cilia, showing the IDA and the pattern of the other structures. d Schematic
drawing of the 96-nm unit doublet MT structure in Chlamydomonas flagella, showing the IDA
and the pattern of the other structures. Chlamydomonas dynein b is missing on the doublet MT
number nine in central/distal regions of axoneme (Bui et al. 2009). Chlamydomonas dynein c is
missing on the doublet MT number one in the central/distal regions of axoneme (Bui et al. 2009).
Dynein e might be replaced another minor dynein on the doublet MT number 1 in central/distal
regions of axoneme (Bui et al. 2012). The proximal end is to the left in a, b and c. DRC, dynein
regulatory complex (nexin link); IC intermediate chain, RS, radial spoke
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5 Conclusions

In order to understand cilia-generated directional flow, we examined the flow field
and individual ciliary motion on the surface of tracheal lumen. Although the flow
was unsteady and diverse by asymmetric ciliary beating, the tracer particles were
eventually transported from the lungs towards the oropharynx. Cryoelectron
tomography revealed that the densities of 2 IDAs, mouse inner dynein arm b and e,
were missing from at least two doublet MTs in the axonemal structure of respi-
ratory cilia. These results indicate that the asymmetric ciliary motion is driven by
the asymmetric axonemal structure, which generates overall directional flow from
the lungs to the oropharynx on sparsely distributed ciliated cells.
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