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  Essentially, all models are wrong, but some 
are useful. 

    (Box & Draper, 1987, p. 424)    
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  Preamb le      

 Modelling is widely recognised to be important in both the doing of science and – 
increasingly – in the teaching of science. Modelling is equally important in research 
in science education as it allows us to develop ways of thinking about the nature and 
structure of complex phenomena and, in particular, to devise simplifi cations suit-
able for formal testing. This is especially important in an area like learning. Learning 
is an absolutely fundamental concern in education (science education or otherwise), 
and the term refers to a complex set of processes that are not fully understood. Our 
research in science education often relies on assumptions about the nature of learn-
ing and learners, and research to better understand learning in science is a core area 
of activity. Research in these areas uses and develops constructs, representations 
and models that are either assumed or proposed to in some sense refl ect the ‘real’ 
nature of learning. Yet the central role of modelling in research into learning in sci-
ence has not always been as clearly acknowledged as – for example – the role of 
modelling in the teaching and learning of the subject. In this book it is suggested 
that this is problematic as often researchers write (and so perhaps think) as though 
learning and associated notions such as understanding, thinking and knowing are 
not problematic. Research papers (as will be illustrated in Chap.   1    ) commonly 
report research fi ndings in terms of student knowledge, or understanding, as though 
the terms are well understood and unambiguous and the notions behind them are 
unproblematic. Yet, as will be demonstrated here, this is hardly the case. 

 There is a problem, then, that because notions such as learning and knowing are 
so familiar from everyday use, researchers often fail to treat them as technical con-
structs when reporting the outcome of science education research. In some cases, 
this lack of sophistication undermines the value of the research to the community, 
as results are presented in terms that treat complex phenomena as though we all 
understand and agree about their nature. Yet, as this book shows, this is not a war-
ranted assumption. 

 This book then explores the role of modelling in research exploring learning in 
science. The fundamental assumption of the book is that research into learning in 
science necessarily involves making knowledge claims based upon building and 
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representing models. Reports in research papers giving accounts of student knowl-
edge, and/or conceptual change, rely upon the models researchers adopt or develop 
when interpreting their data. It follows that the modelling processes and the nature 
of the models produced need to be understood by those who read the research 
reports if the knowledge claims made in research are to be correctly understood and 
appropriately judged. 

 In this volume I offer an account of the modelling processes involved in research 
into student understanding and learning in science. I argue the case for the impor-
tance of acknowledging the modelling processes necessarily underpinning any 
account of student thinking, knowledge or learning. The book reviews the current 
state of knowledge in science education in relation to the modelling of scientifi c 
thinking, understanding and learning in science. 

    A Note on Teachers as Knowers and Learners 

 Much work in science education focuses on the ideas of learners in formal educa-
tion – school pupils or other students. In general I have written the book referring to 
learners and largely have such students in mind. However, the book is equally rele-
vant for research into informal learning (e.g. adult museum visitors who would not 
consider themselves learners) and into teachers – who of course continue to learn 
about both the subjects they teach and about professional matters such as pedagogy. 
In recent years there has been a signifi cant literature looking at such matters as 
science teachers’ beliefs about, for example, the nature of science or constructivist 
pedagogy. Researchers exploring these areas are subject to the same methodological 
problems and questions regarding the assumptions behind their research as those 
exploring 8-year-old children’s ideas about the shape of the earth or postgraduate 
students’ notions of types of chemical bond. The type of modelling processes inherent 
in research is the same in all these cases. 

 Moreover, although the book is largely framed in terms of formal research as 
reported in journals and other scholarly works, the core argument here is equally 
important to teachers going about their work in school or college classrooms. 
Teachers are not usually developing formal models of their students’ learning to 
present in research papers. However, the process of teaching science involves 
designing instruction that takes into account a learner’s current knowledge and 
understanding. Teaching is a highly interactive process where the teacher seeks to 
facilitate learners’ sense making to shift current knowledge and understanding 
towards what the curriculum sets out as target scientifi c knowledge and understand-
ing. That requires a good appreciation of what students already know, where they 
may have alternative conceptions and how well they understand key concepts. 

 The effective science teacher is therefore constantly seeking to update their own 
understanding of the current states of their students’ learning. That is, science teach-
ing depends upon an ongoing, informal process of modelling the mental states of 
learners. Teachers do this by constantly collecting data (by asking questions, by 
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reviewing students’ work) and analysing it to inform the next steps of the teaching 
process. In effect all science teachers are involved in a process of continuous action 
research to inform and improve their teaching, based upon developing models of the 
mental states of their learners. Action research is primarily context-directed research 
to inform practice locally rather than the theory-directed research of academic 
researchers that is intended to have relevance beyond specifi c research sites and 
which is formally reported in publications. The models generated by teachers in 
their day-to-day work will therefore not be subjected to the scrutiny of others in the 
same way as the academic research discussed in this volume. Yet teachers, often 
even more so than researchers, tend to take for granted notions of knowledge, under-
standing, learning, etc., and, just as researchers, they can benefi t from problematising 
these issues and refl ecting on just how they understand – and so implicitly model – 
these concepts that are so central to their day-to-day work.   
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             The introductory part comprises of a single chapter on the centrality of models for 
knowledge claims in science education. This chapter sets the scene for the rest of 
the book by making a case that in the fi eld of science education it is very common 
for research reports to discuss the complex phenomena of student thinking and 
learning as though these processes were simple and well understood. Chapter   1     
contextualises the theme of this volume in terms of a well-established ‘research 
programme’ within science education and in effect sets out the agenda for the rest 
of the book. The various terms often used unproblematically in research reports, as 
shown in Chap.   1    , are central to the phenomena being investigated and potentially 
explained in our research. Parts II, III and IV of the book will explore these notions, 
and consider to what extent we do understand these phenomena, and how we go 
about modelling them in the way we approach and report research. It is not too 
much of a ‘spoiler’ to note here that we do not fully understand student thinking and 
learning, and that forming representations and models of these processes is far from 
straightforward.      

   Part I 
   Introduction 
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                      Our knowledge of others, in short, is essentially no different from our knowledge of the 
world. Because it is the result of our own perceiving and conceiving, it cannot be a true 
representation of independently existing entities; but insofar as we can use it as a basis for 
further acting and thinking it constitutes a viable model of these very special elements of 
our experiential world. (Glasersfeld,  1988 , p. 6) 

   Science education is an active fi eld of research and scholarship (Fensham,  2004 ), 
concerned with the teaching and learning of science. Although a broad fi eld of 
research, a key focus has been on learners’ knowledge and understanding of aspects 
of science and how this changes – that is, science learning. Such enquiry has been 
undertaken with a view to informing better pedagogy, to support teachers in their 
role in facilitating learning. 

 Studying learning from a science education frame clearly has signifi cant potential 
to overlap studies of learning undertaken as part of psychology and often carried out 
in science contexts. Indeed there need be no absolute distinction here, and certainly 
some published studies can contribute to both disciplines: however, psychological 
research is likely to be motivated primarily by general questions about the nature of 
human learning, with science learning providing contexts seen as suitable for particu-
lar studies, whereas work undertaken in science education will tend be undertaken 
with a view to being directly relevant to informing more effective science teaching. 

 Research into what students ‘think’, ‘know’ and ‘understand’ about science – and 
as will be discussed these words are often taken for granted but deserving careful 
specifi cation when used as technical terms in a fi eld of scholarship – serves a num-
ber of purposes. 

 From the perspective of effectiveness, if science teaching is about facilitating 
student learning, then we need to fi nd out whether students have learnt. For that we 
need to fi nd out what students know or understand, both before and after teaching, 
to judge if there has been any learning. In principle this could be down to individual 
teachers using classroom assessment. However, in planning curriculum (e.g. at a 
National level) it is important to have a fairly good overview of what students gener-
ally know and understand and are likely to be able to learn next, at particular ages. 

    Chapter 1   
 The Centrality of Models for Knowledge 
Claims in Science Education 
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 Much thinking about such issues within science education has been informed by 
a constructivist perspective (Bodner,  1986 ; Gilbert & Watts,  1983 ; Glasersfeld, 
 1989 ), which can be characterised as appreciating how future learning is highly 
contingent upon the current state of an individual’s knowledge/understanding 
(Taber,  2009b ). This will be considered in more depth later in the book, but for the 
moment it is important to note that as a result of the widespread infl uence of a con-
structivist perspective,  a good deal of research in science education has made 
claims about what learners know and understand or how their knowledge and 
understanding have changed  – that is, claims about learning. Some examples of 
such claims are considered below. 

 The central argument of this book is that these knowledge claims are  inevitably 
based on models , and so the claims made in research reports can only be fully 
appreciated by readers who both recognise the models for what they are and under-
stand something of the modelling processes used to derive them. The motivation for 
this book derives from concerns that this is not always made explicit in research 
reports nor fully appreciated by those who use them. This lack of appreciation of the 
status or research fi ndings and the processes that produce them undermines the 
potential of the research to inform more effective classroom work. 

    Some Examples of Knowledge Claims Made in Studies 

    It is useful to provide readers with a few examples from the literature of what I mean 
by ‘knowledge claims’ in studies of student thinking, understanding and learning in 
science. I have selected a range of examples that in this form are necessarily stripped 
of their context within the original authors’ accounts to illustrate something of  the 
range  of kinds of claims made in this area of research (see Table  1.1 ). Anyone 
familiar with the literature in this area will recognise these types of knowledge 
claims as being very common in science education research. I have italicised 
some key terms to highlight the kinds of entities being referred to in these claims. 
Clearly for a reader of a study to fully understand its conclusions, there needs to be 
a ‘shared’ (as far as this may be possible) understanding of what is meant by these 
terms in the contexts of these claims.

   Most of the examples in Table  1.1  refers to what later in the book will be 
described as the mental register: terms such as ideas, thinking and understanding. 
Some of the terms used are less familiar from everyday life (p-prim) and so are 
likely to strike the reader as technical terms. However, when research results 
make claims about learners’ ideas or beliefs, then these words (‘ideas’, ‘beliefs’, 
‘understanding’, etc.) are being used as technical terms, even though they are 
everyday words and readers may therefore take for granted a shared meaning for 
such terms with the report authors. This book argues that it is unwise to assume 
that we do all share common understandings of such terms and seeks to explore 
how such words should be understood when recognised as technical terms in sci-
ence education research.  

1 The Centrality of Models for Knowledge Claims in Science Education



5

    Knowledge Claims in Research 

 Science, in the broad sense of the word, is about the furthering of human  knowledge, 
that is,  public  knowledge. In philosophy, ‘knowledge’ is sometimes defi ned as  justifi ed, 
true belief (Matthews,  2002 ). By such a defi nition, we can only consider something as 
knowledge if it is true,  and  we have had it demonstrated as being true. This is consid-
ered further later in the book, in the context of what we mean by a learner’s knowledge; 
see Part   III    . Philosophers of science have argued that science is not able to produce any 
general abstract knowledge which can logically be demonstrated to be true in this 

      Table 1.1    Examples of knowledge claims in science education research   

 1.  ‘about one-third of the pupils at the compulsory school  have little understanding  of chemical 
change’ (Ahtee & Varjola,  1998 , p. 310) 

 2.  ‘there is  a common core  to the pupils’ explanations and predictions in such widely differing 
areas as temperature and heat, electricity, optics and mechanics’ (Andersson,  1986 , p. 155) 

 3.  ‘A large percentage of teachers (76 %) and students (46 %)  believe  that, for the same 
concentration the pH of acetic acid will be less than or equal to that of hydrochloric acid 
solution in water’ (Banerjee,  1991 , p. 491) 

 4.  Data suggest that many students begin post-16 studies with a wide range of  misunderstandings  
about chemical reactions. However, students’  understanding improves  steadily as the 
course progresses (Barker & Millar,  1999 , p. 645) 

 5.  ‘Everyone recognizes the phenomenon that earthly motion essentially always dies away… 
dying away is often taken intuitively as a  primitive . This p-prim is essentially the 
stipulation that a certain pattern of amplitude (gradual diminuendo) is natural for a 
particular class of amplitudes (actions by inanimate objects that are not subject to 
continuous infl uence). Novice adults often treat dying away as a relative primitive. 
That is, they will often be satisfi ed with an explanation that does not have any particular 
cause for the dying away’. (diSessa,  1993 , p. 133) 

 6.  ‘…many people have striking  misconceptions  about the motion of objects in apparently 
simple circumstances. The misconceptions appear to be grounded in a systematic, 
 intuitive theory  of motion that is inconsistent with fundamental principles of Newtonian 
mechanics’. (McCloskey,  1983 , p. 114) 

 7.  ‘Students’  conceptual understanding  of photosynthesis and respiration in plants was 
 measured  … The conceptual change instruction, which explicitly dealt with students’ 
 misconceptions , produced signifi cantly greater achievement in  understanding  of 
photosynthesis and respiration in plant  concepts ’. (Yenilmez & Tekkaya,  2006 , p. 81) 

 8.  ‘for some participants personal  beliefs  (including religious beliefs) appear to override their 
scientifi c training and the norms of their profession; for others personal beliefs are 
paramount; and, for some personal beliefs and  scientifi c thinking  are compartmentalized’. 
(Coll, Lay, & Taylor,  2008 , p. 211) 

 9.  ‘[Sister Gertrude Hennessey] pursued a structured approach to science instruction that 
made students’  thinking  visible and therefore accessible to her observation’. (Lehrer & 
Schauble,  2006 , p. 167) 

 10.    ‘…pre-Galilean  ideas  about force and movement are not only prevalent among school children, 
but also in certain cases do persist even after years of formal exposure to physics teaching. 
There is also evidence to suggest that, at least when projectile motion (vertical or composite) 
is considered, the  conceptions  are closer to the mediaeval impetus theories than to the older 
Aristotelian conceptions’. (Gilbert & Zylbersztajn,  1985 , p. 117) 
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sense, that is, absolutely true for all time. Science deals with conjectural knowledge, 
which – to be accepted into the canon of scientifi c knowledge – must have strongly 
supported grounds  but  remains provisional, at least in principle. Scientifi c knowledge 
is fallible, and the scientifi c attitude is to always consider that in principle even the best 
established ideas are open to challenge and should be revisited if strong evidence 
comes to light that undermines their authority (Popper,  1934/1959 ). 

 The    process by which knowledge becomes widely accepted in science is somewhat 
organic but starts with the presentation of a new knowledge claim, and the evidence 
for its support, for peer review within the scientifi c community, that is, the submission 
of a report of research to a recognised peer-reviewed scientifi c journal. The publication 
of research reports in such journals is used as a criterion that the research is considered 
to be sound, and so that the knowledge claims made are well supported. This does not 
mean that the conclusions are accepted as ‘proven’ knowledge but, rather that the 
claims are seen to have suffi cient support to deserve to be taken seriously. The processes 
by which the claims made in individual papers are variously challenged, elaborated, 
ignored, forgotten, built upon or come to be seen as seminal are certainly important 
but have been somewhat open to dispute in different accounts of the scientifi c enterprise. 
Suffi ce here to say that  an accumulation of evidence from programmes of research  
establishes major new ideas as accepted components of scientifi c knowledge, even 
when it seems clear that a particular ‘seminal’ study plays a major role in stimulating 
a particular research direction (Lakatos,  1970 ).  

    Locating This Work Within a Research Programme 

 I have elsewhere (Taber,  2006a ) considered how research into student understand-
ing and learning of science may be understood as a scientifi c research programme 
(SRP), in the sense proposed by the philosopher of science Imre Lakatos ( 1970 ). In 
particular, I have argued that conceptualising research associated with the ‘alterna-
tive conceptions movement’ or ‘constructivism in science education’ as a research 
programme (RP) is necessary both as (a) a basis for clarifi cation of a diffuse and 
diverse body of work to defend this area of work from its critics (Taber,  2006c ) and 
(b) to identify the ‘progressive’ elements which should direct continued research 
(Taber,  2009b ). That is, the process of characterising an RP is important both in 
‘external’ terms (in establishing its identity, location in a fi eld and relationship with 
other RP in that fi eld) and in ‘internal’ terms (because a key feature of a RP is that 
it offers heuristic guidance to those working within the programme). 

    The Constructivist Research Programme 

 In that previous work I argued for (1) the existence of this RP as an identifi able 
component of the fi eld of science education (something that had been broadly 
accepted), (2) a particular characterisation of the RP (somewhat different from some 
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earlier characterisations) and, most importantly, (3) its status as a  scientifi c  RP 
(SRP) in the sense in which Lakatos ( 1970 ) sets out demarcation criteria – that is, 
that the RP was theoretically and empirically ‘progressive’. Each of these points is 
open to challenge, and in the latter case there could be an argument for considering 
the current status of the RP as ‘somewhat’ progressive as developments in the area 
in the past decade have not been as frequent or as coherent as might be expected in 
an active international programme of enquiry. Nonetheless I consider the general 
case to be very strong, and here I largely assume the existence of the RP rather than 
conceptualise this area of work as a number of discrete RP or a disparate set of 
researchers/research groups working largely independently. 

 In    my previous work there was emphasis on how the identifi cation of a common 
core of ontological and epistemological key commitments – the programme’s hard 
core in Lakatos’s terms – provides a basis for demarcation: for judging which work 
falls within the tradition of a particular RP. I suggested (Taber,  2009b , p. 123), based 
on analysis of much-cited key studies, that the hard-core commitments of the 
research programme into the contingent nature of learning in science (‘constructiv-
ism’) are:

•    Premise 1. Learning science is an active process of constructing personal 
knowledge.  

•   Premise 2. Learners come to science learning with existing ideas about many 
natural phenomena.  

•   Premise 3. The learner’s existing ideas have consequences for the learning of 
science.  

•   Premise 4. It is possible to teach science more effectively if account is taken of 
the learner’s existing ideas.  

•   Premise 5. Knowledge is represented in the brain as a conceptual structure.  
•   Premise 6. Learners’ conceptual structures exhibit both commonalities and idio-

syncratic features.  
•   Premise 7. It is possible to meaningfully model learners’ conceptual structures.    

 The assumptions are carried into the present study. It is important to note that 
although this particular account of the essence of constructivism in science educa-
tion is my own formulation, all of these principles are long established in the sci-
ence education literature (cf. Sjøberg,  2010 ). I have simply drawn out, reformulated 
and re-presented the key ideas proposed, modifi ed and largely accepted by many 
other researchers. I refer readers interested in the original sources of these ideas to 
previous work (Taber,  2006a ,  2009b ) and here look to build upon and develop 
aspects of that earlier analysis. The assumption of an SRP provides a focus for the 
justifi cation for the present work and offers a coherent context or range of applica-
tion for the ideas discussed here. However, the arguments made in this volume do 
not  depend  upon accepting the notion of the SRP in science education: the issues 
explored here are fundamental to a wide range of research studies, however those 
studies are collectively conceptualised. 

 The research context for the present volume is shown in Fig.  1.1 . A key feature 
of this representation is that the relationship between learning and thinking is two 
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way: that is, not only can learning facilitate changes in the individual’s thinking but 
thinking (which depends upon the current state of the learner’s knowledge) infl u-
ences learning.

   The reader should note therefore that the arrow from ‘teaching’ to ‘learning’ is 
labelled in terms of  the intentions  informing teaching. An individual will learn from 
interactions with those around them, whether they are conscious of having a teach-
ing role or not (Vygotsky,  1978 ): teaching is the term we use to describe behaviour 
which is deliberately undertaken to facilitate learning, and educational research has 
this type of behaviour as a key focus (Pring,  2000 ). There is no direct causal rela-
tionship between a teacher’s intentions and the student’s learning: teaching  behav-
iour  is likely to have consequences, but not always the intended or anticipated 
ones – as all experienced teachers will likely acknowledge. For the constructivist, 
teaching can certainly facilitate learning, but not in an unmediated way.  

    Progressing the Research Programme 

 The analysis of this area of work in terms of a RP serves the heuristic role of helping 
identify priorities for research – drawing upon what Lakatos called the positive heu-
ristic of a RP (Taber,  2009b ) – and the present volume follows up on one of the key 
areas that my earlier analysis suggested could impede progress in this area of work. 
It was argued in my previous work that the premises of the RP lead to broad research 
questions (this is what Lakatos,  1970 , referred to as the positive heuristic of a 

  Fig. 1.1    The research 
context of the present study       
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programme: the way it suggests the direction for research). In particular, the premise 
‘It is possible to meaningfully model learners’ conceptual structures’ leads us to ask 
‘What are the most appropriate models and representations?’ (Taber,  2006a ). 

 That is, work in the constructivist tradition in science education assumes that it 
is possible to make meaningful claims about the knowledge in learners’ minds – its 
extent, organisation, match to target knowledge and so forth – as in the examples 
quoted above (in Table  1.1 ). Yet, in a fi eld which notoriously has failed to develop 
an agreed terminological canon (Abimbola,  1988 ), there is little agreement on how 
best to understand and describe the nature of personal knowledge – as again is illus-
trated in the range of the examples quoted. 

 The focus in the present volume then is on the nature of studies which contribute 
to the RP and, in particular, the way that key concepts are used and how this effects 
how data (e.g. student utterances, such as replies to a teacher’s or researcher’s ques-
tions) are understood, and results are conceptualised (e.g. being considered as alter-
native frameworks, mental models and proportions of samples reported to have 
acquired concepts or to hold particular conceptions) and reported. These are central 
issues in interpreting research reports within the RP. 

 It was clear from work reviewed previously (Taber,  2009b ) that even within what 
could be considered the ‘same’ overall programme, there was not only limited com-
mon agreement on the meanings given to key terms but often also a lack of clarity 
in the precise nature of the phenomena discussed and the theoretical entities inferred 
or posited. Such issues clearly impede effective communication  between  research-
ers and  with  other ‘users’ of research, such as teachers and curriculum planners, and 
undermine the smooth development of a research programme. 

 Put succinctly:  in many research papers it may not be entirely clear to readers 
what the descriptors used in knowledge claims are really understood to refer to . It 
is that concern which provides strong motivation for the present book.   

    Assumptions Informing the Research Process 
May Not Be Explicit 

    It will be argued in this book that to some extent the confusion, ambiguity and 
vagueness that can be found in the research literature in this fi eld can be understood 
in terms of

    (a)    the uncertain nature of   
   (b)    the inaccessibility to direct observation of    

the objects of research. 
 Referring back to Fig.  1.1 , it is clear that the central foci of research cannot be 

readily observed. I have suggested (Taber,  2009b ) that learning is best understood in 
terms of a change in the behavioural  repertoire  of an individual, as all that can be 
observed is the behaviours of the individual that are produced in particular contexts. 
What can be observed, and so recorded to form research data, are such behaviours 
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as utterances (what the individual says), inscriptions (such as written answers to 
questions) and ‘body language’ such as nods, shrugs and various gestures. The same 
is true in regard to the teacher seeking information to support effective teaching. 
The teacher may use diagnostic probes to test background knowledge or ask 
 questions in class to check on student understanding but then has to interpret the 
learners’ behaviours – their written or spoken responses – to infer what they cur-
rently know and understand. Thinking (the focus of Chap.   7    ) cannot be observed 
directly, nor can ‘understanding’ (the focus of Chap.   6    ) or ‘knowledge’ (considered 
in Part   III    ). It will be suggested in Chap.   2     on what I label the ‘mental register’ that 
these common-sense notions of knowledge and understanding are actually quite 
problematic in a research context. 

 It should be noted, however, that these references to  the central signifi cance of 
behaviour  to the research fi eld certainly do not suggest adherence to a  behaviourist  
position (J. B. Watson,  1967 ). The behaviourist (or behaviorist) perspective consid-
ered that research in psychology should not concern itself with non-observables, 
and, for example, Watson not only argued that the notion of consciousness was 
neither defi nable nor usable but claimed the terms was simply an alternative to 
‘soul’ and so had inherent religious (and so superstitious) connotations (J. B. Watson, 
 1924/1998 ). The stance taken in the present book shares with the behaviourists a 
concern that not-directly-observable foci such as thinking, understanding, knowl-
edge and the various descriptors for aspects of learners’ conceptual structures are 
inherently problematic constructs for research; however, I certainly do not share the 
behaviourists’ response to this problem in excluding these constructs from consid-
eration (J. B. Watson,  1924/1998 ). Rather, I certainly welcome how ‘information 
processing and constructivist models of learning have supplanted behaviourism as 
the dominant theory. They encompass a much wider set of variables, including con-
tent, perception of context, abilities, prior knowledge, attitudes, and purposes’ 
(White,  1998 , p. 61). Many variables of interest are  not directly observable  and 
so need to be inferred indirectly, but this does not mean we must exclude ‘mental’ 
terms such as understanding from our academic and professional discourse. Rather 
we have to keep in mind that such terms are often used without careful defi nition, 
and that they refer to what we infer rather than what we can directly observe. 

 Arguably  even teaching cannot readily be observed directly . Behaviours of 
teachers in teaching contexts can certainly be observed, but to the extent that teach-
ing involves  intentional  acts directed at bringing about learning, observed behaviour 
needs to be interpreted before it can be classed as teaching. So a stare which is a 
behaviour which can be observed could be intended as a behavioural prompt to a 
particular student, or could be a gestural illustration or analogy to make some teach-
ing point, or could just be an unintentional by-product when the teacher has paused 
for thought – or has just noticed a drastic change in a student’s hairstyle. Similarly 
with verbal behaviour, a question about whether anyone in the class watched a cer-
tain television programme the previous evening could be a lack of engagement in 
the lesson, an attempt to develop rapport to support a teaching relationship or the 
opening move in drawing a teaching analogy from something in shared experience. 
The present volume does not focus on teaching  behaviours  in any detail, but the 
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fundamental problems for research in exploring learner thinking discussed here 
have their counterparts in research looking at  teacher thinking . 

 This situation is refl ected in Fig.  1.2 , where within the RP the only available 
direct observables are indirect evidence of the key concerns of researchers. Arguably, 
then, teaching and learning are not phenomena in a strict sense: classroom phenom-
ena such as talk have to be interpreted in terms of theoretical notions relating to 
teaching and learning.

   Alternative conceptions, mental models, conceptual ecologies (discussed later in 
the book) and the various other notions introduced to discuss this area of research 
are certainly  not  phenomena in the usual sense of that which can be observed and 
needs to be explained. What is to be explained is what students say and write etc. (in 
normal classroom situations, in formal assessment and in research investigations), 
and notions of student knowledge and understanding, etc. are theoretical constructs 
that have been used to help develop explanatory accounts for patterns in  those  
phenomena. 

 So a classroom teacher may observe learner behaviour when asked, for example, 
to explain the signifi cance of the periodic table. As a result of considering the 
learner response, the teacher may then undertake certain teaching behaviours 
intended to facilitate a different response to the question on a future occasion. Some 
time later the teacher may ask the learner the same question, and again listen to the 
response, and so evaluate whether teaching has had the desired effect. In making 
decisions about what and how to teach, and judgements about whether the teaching 
has been successful, the teacher will be conceptualising the learner responses in 
terms of a mental model of the learner knowing and understanding certain things 

  Fig. 1.2    Observable 
correlates of teaching 
and learning       
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and having learnt (or not) as a result of the teaching intervention. The teacher’s 
thinking is in terms of the learners’ knowledge, understanding and learning – but all 
the teacher actually experiences is what the learner says when asked questions, and 
so the teacher is working with a theoretical interpretation of this ‘data’ to infer men-
tal properties and events that can only be inferred. 

 The same limitations apply to researchers, with the important caveat that the 
teacher usually has ongoing opportunities to test and correct their interpretations of 
learner behaviour as they interact with the same learners over extensive periods. The 
researcher, however, often has a much more limited window to collect data from any 
particular learner and so limited opportunities to test their interpretation of that data. 
Moreover, whilst the teacher is involved in a process of modelling the mental states 
of learners, the purpose of the modelling is to inform practice within the present 
teaching context, whereas the researcher needs to produce interpretations that have 
relevance to (even if they cannot be said to directly apply to) other teaching and 
learning contexts: that is, researchers are charged with producing generalisable the-
oretical knowledge, where teachers need to work with fi t-for-purpose understand-
ings of their own classrooms. As the researcher usually lacks the myriad opportunities 
for self-correction of interpretations of learner behaviour available in teaching and 
is expected to produce a public account of work which is theorised in formal terms 
suitable for communication to the wider science education community, it becomes 
much more important that the researcher is aware of, and clear about, how they 
interpret and conceptualise their data. 

    The Centrality of Models in Research 

 Given these very real impediments to research, it becomes important for the 
researcher, and readers of the research, to be very clear about  the indirect nature  of 
much of the research and  the status of the various entities  discussed. In particular, 
it should be recognised, and made explicit, that the descriptions researchers offer 
of aspects of learners’ knowledge structures are inevitably of the form  of models . 
Research reports that fail to make this clear can be misleading, and this can 
have unfortunate consequences. Firstly such reports can give false impressions to 
practitioners wishing to learn from and apply the fi ndings of research in educa-
tional practice. Secondly, such imprecision means that knowledge claims in 
research reports can be readily misunderstood by other researchers – contributing 
to some of the less helpful examples of claim and counterclaim in the research 
literature (Taber,  2009b ). When teachers not intimately involved in research pro-
cesses themselves are users of such reports, there is a considerable scope for the 
overliteral reading of reports (i.e. reifying terms carelessly used as nouns and 
assigning inappropriate status to conjectural, ‘fi rst-approximation’ and overgener-
alised notions). 

 It is unlikely researchers commonly deliberately mislead their readers in this 
regard. Rather these fl aws in many research reports are likely to be due to a 
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combination of the following: (a) deliberate attempts to keep reports clear and 
concise (an admirable enough aim in itself), (b) failures to explicitly specify 
important qualifi cations that researchers may take for granted in their own work 
due to overfamiliarity and (c) failures to fully appreciate, or at least make explicit, 
the indirect nature of their own enquiries into the phenomena of interest – that is, 
insuffi cient attention to the ontology of the phenomena they study. The aim in 
this book is not to diagnose which of these factors is likely to have contributed to 
insuffi cient clarity in particular research reports. Rather the purpose here is to 
clarify the nature of the research process in the fi eld of research exploring stu-
dent understanding, knowledge, thinking and learning so that readers of research 
reports can better ‘read between the lines’ – and to contribute to scholarship in 
the fi eld, with the aspiration that authors, journal referees and editors might come 
to expect greater explicit clarity about the status of the entities referred to in 
research reports. 

 From my own reading of this literature, I have come to suspect that factor 
(c) may be quite signifi cant in many cases – that is, many researchers are not suffi -
ciently problematising the research process by being explicit about the assumptions 
underpinning their work. It will be suggested in the next part that a major factor is 
the way that research draws upon everyday ‘lifeworld’ terminology – in that there 
is a register of terms such as thinking, knowing, understanding and learning that are 
widely used in everyday discourse and readily understood at a non-technical level, 
but which lack operational defi nitions when adopted for research purposes. 

 For example, consider the following quotation from a research report published 
in the journal  Research in Science Education  in 1986:

  Various approaches have been used to identify students’ understanding and misconceptions 
of science phenomena. Of these approaches, interview methodologies have acquired strong 
support as a viable approach… Although interviews with students have been successful in 
ascertaining students’ understanding of science phenomena the interview methodology has 
possible limitations if it is to be used by classroom teachers. (Peterson, Treagust, & Garnett, 
 1986 , p. 40) 

   The message here is clear. The extract suggests that interviewing is in principle 
a ‘successful’ approach to identify misconceptions and ascertain students’ under-
standing in research – ‘interviews with students have been successful in ascertain-
ing students’ understanding’ – although the practicalities of classroom work make it 
problematic as an assessment tool for the teacher. I do not disagree with Peterson 
and colleagues: I consider that interviewing students is often the best technique to 
fi nd out about their ideas and understanding of topics. However, there is a real issue 
here: How can we know if interviewing is ‘successful in ascertaining students’ 
understanding of science phenomena’? We could in principle know this if we 
already had independent access to students’ understanding of science phenomena, 
when we could compare the outcomes of the analysis of research interviews with 
what we know about student understanding. If there was a good match, however 
defi ned and calculated, then we could be confi dent in the research technique. 
However, if we already had that knowledge, we would not need the research 
technique!  
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    Shared Community Commitments 

 This is not a problem specifi c to science education of course but is a general issue 
in research. How does a scientist know that a particular technique can accurately 
date rocks, or fi nd the energy of an x-ray emission, or identify a metabolic pathway? 
Ultimately all such techniques rely upon providing results that are consistent with a 
wide range of other measurements and evidence that we are reasonably confi dent in: 
usually in large part because they, in turn, are generally also consistent with what we 
feel is secure knowledge. 

 It is in this context that the ideas of Thomas Kuhn may be relevant. Although 
much of Kuhn’s description of science and how it progresses has been criticised 
(Lakatos,  1970 ; Popper,  1970 ), his notion of scientists being inducted into a para-
digm (T. S. Kuhn,  1970 ) or disciplinary matrix (T. S. Kuhn,  1974/1977 ) remains 
helpful. Part of Kuhn’s thesis was that during what he termed ‘normal science’, the 
scientists working within a fi eld hold a shared set of commitments (i.e. the disciplin-
ary matrix). So in particular fi elds of scientifi c research, the existence and nature of 
electrons, the evolutionary relationship between particular groups of organisms, the 
mode of operation and interpretation of results from a mass spectrometer, the com-
ponents of the human immune system, the means of denoting muons, the appropri-
ate level of precision for citing the age of fossils, the appropriate way of interpreting 
temperature in terms of molecular motion, etc. come to be accepted by a research 
community and may be taken for granted. 

 In principle, at least, in science all such matters are provisional and open to revis-
iting in the face of new evidence – but for the purposes of normal scientifi c business, 
they can be considered as taken as given and  need not be argued from fi rst principles 
in research reports . In contrast, what cannot be assumed to be a shared commitment 
in the fi eld needs to be justifi ed in a research paper. So, for example, when ideas 
from one area of science are adopted in research within a different fi eld, then journal 
editors and referees are likely to ask for justifi cations that would not be seen as 
needed in the host fi eld. 

 One purpose of science education, especially at the highest (postgraduate) levels, 
is to train up new scientists, and this involves the induction of new researchers into 
the traditions and commitments that make up the norms and what is taken for 
granted in a particular scientifi c fi eld:

  Kuhn’s model of normal science education centres on the principle that the student is 
initiated into the dominant scientifi c paradigm of the day. A primary aim of science 
 education, therefore, is to produce competent researchers, and research can only occur in line 
with the methods and concepts of the paradigm that defi ne the puzzles being researched. 
(Bailey,  2006 , p. 15) 

   Research in science education has sometimes been discussed in paradigmatic 
terms – for example, that constructivism forms the basis of the paradigm, ‘as if a 
period of Kuhnian normal-science has descended upon the science and mathematics 
education communities’ (Matthews,  1992 ) – but has never completely refl ected 
Kuhn’s ideas in terms of a set of shared community commitments at the ontological 
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and epistemological levels. For example, Gilbert ( 1995 , p. 181) noted that ‘whilst 
the ethnographic/naturalistic research paradigm was developing, research within 
the older ‘normative’ tradition was continuing’. 

 Even though the premises of the constructivist programme as listed above (Taber, 
 2009b ) would be shared by a good many researchers in the fi eld (Sjøberg,  2010 ), 
there is no widespread agreement on how to operationalise the fundamental ideas 
underpinning these tenets in terms of the concepts most useful for carrying out and 
reporting research. To draw on analogies from the natural sciences, science educa-
tion might be considered to be like the biological sciences after Darwin’s ideas had 
been widely infl uential, but before anyone had a clear notion of where to look for 
the mechanism of genetic inheritance. Or, taking the physical sciences, we might 
compare the situation in science education to the state of affairs after Dalton had 
suggested the basis for modern atomic theory, but before there was agreement on 
the meaning of terms like atom and molecule, or anyone had clear notions of how 
such entities might be identifi ed, or what kinds of interactions and structure they 
might have. Such ‘ignorance’ was still an advance, as the commitment to submicro-
scopic particles at least allowed the questions to be posed and so provided the impe-
tus for research. 

 So in science education there was an ‘explosion’ of interest and activity in the 
fi eld in the last quarter of the twentieth century that coincided with the development 
of widespread shared commitments to a constructivist notion of learning in science. 
However, that establishment of a central focus has not yet led to consensus models 
and constructs to describe, explain and explore the central concerns of the fi eld 
encompassing student thinking, understanding and learning about science. In this 
sense, explorations of student thinking in science better refl ect areas of enquiry such 
as personality or motivation in psychology (where there are widely discussed models 
and theories, and commonly used instruments, but no strong consensus), than many 
areas of the natural sciences where concepts are tightly described and standard 
instrumentation is well established. This is of course not a coincidence: the kinds of 
phenomena studied in the fi eld discussed here (mental models, conceptions, under-
standing, etc.) are quite similar to many constructs studied in the behavioural sciences.  

    Being Explicit About the Frameworks Underpinning 
Educational Research 

 When new graduate researchers in education and other social sciences are taught to 
approach their research, they are commonly told that in setting out their work, they 
will need to present both a conceptual framework and a theoretical perspective for 
their study (Taber,  In press ). That is, they not only have to motivate their research 
questions by reviewing previous literature about what is already known, and where 
there may be ‘gaps’ in existing public knowledge, but they also have to justify how 
their research design will enable the production of knowledge of a  suitable form to 
answer their research questions. 

Assumptions Informing the Research Process May Not Be Explicit
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 This is in effect  not  the methodology of a study in a specifi c sense (in terms of 
which research techniques are being used and how they fi t into an overall design) 
but a step back to consider the paradigmatic grounds upon which a particular meth-
odology (survey, experiment, grounded theory, case study, etc.) stands. There is a 
process whereby in approaching a study, the researcher is expected to move through 
at least three levels of thinking about what they are going to do: these may be con-
sidered (Taber,  2007 ,  2013a ) the levels of philosophy (metaphorically, the executive 
level, setting out the paradigmatic vision), strategy (the managerial level of method-
ology) and tactics (the technical level of specifi c techniques). 

 Of course research journals cannot publish the level of detailed discussion of 
such matters expected in a graduate thesis. However, in many research papers pub-
lished in science education, there is  little  explicit information for how a methodol-
ogy was chosen in terms of the nature of the entities being studied and the nature of 
the kind of knowledge that the research might be able to produce. As well as limita-
tions of journal space, this may often refl ect the natural science background of many 
researchers in science education, where research training has traditionally been 
somewhat different to the social science model outlined above and where within an 
established paradigm the choice of methodology to approach a standard type of 
problem may often be seen as generally unproblematic (T. S. Kuhn,  1970 ). Perhaps 
it may not occur to some researchers that it is important to examine and present 
methodological justifi cations in these terms. 

 Whatever the reasons, many research reports on student understanding and learn-
ing in science education leave a great deal unstated about the fundamental nature of 
the entities they discuss and the status of the claims they make. (An example of the 
use of the term ‘misconception’ is discussed below.) For this reason this present 
chapter sets out an account of the overall process by which research in this fi eld is 
carried out.  

    Claims About Technical and Common-Sense Notions 

   We think we understand a word, such as ‘cause’, and as long as we keep going all is 
well. If we stop to analyse it, however, all is lost. In daily life, this odd phenomenon may 
not matter, but there are occasions in which it is important to know what we mean. 
(Johnson- Laird,  2003b , p. 41) 

   It seems that claims made in research reports can to a fi rst approximation be 
considered to be of two kinds. Some reports make claims in technical language, for 
example, refer to such entities as ‘alternative conceptions’, ‘p-prims’, ‘conceptual 
frameworks’, ‘mental models’, …. By using such terminology the paper makes a 
claim that is explicit about at least some aspects of the way the researchers are 
thinking about learners’ cognition or knowledge structures. Of course, there may 
still be issues about how such terms are defi ned, understood and used and the extent 
to which they are shared as useful constructs in the research community. There may 
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also be issues of whether teachers can readily make sense of research reports using 
such technical terms. The latter point is important, for although most research 
reports are written primarily for the research community, most researchers in educa-
tion are at least hopeful that their work can impact upon practice. There are good 
reasons to argue that research with direct classroom implications should be written 
up both for research journals and for practitioner journals, with appropriate conven-
tions and writing styles according to the intended audiences (British Educational 
Research Association,  2000 ). So editors of research journals expect an account of 
methodology and appropriate referencing to the relevant literature that informed a 
study, where editors of practitioner journals often look for a focus on classroom 
relevance and application and often prefer a limited bibliography of useful further 
reading rather than a formal reference list. Often the different genres also involve 
distinct expectations about nomenclature – with technical vocabulary being more 
suitable for the research journal than the practitioner journal. 

 However, it is also clear from the examples presented above (see Table  1.1 ) that 
some research reports although published in the academic literature make claims 
using what seems everyday, non-technical language. These reports claim to tell us 
what learners (or teachers) ‘think’, ‘understand’ or ‘believe’. Such writing certainly 
seems more reader-friendly: any reader of a journal with a good grasp of the English 
language will understand [sic] a statement such as ‘students’  understanding 
improves  steadily as the course progresses’ (Barker & Millar,  1999 , p. 645), when 
not all will be familiar with specifi c technical constructs (e.g. such as p-prims or 
alternative conceptions; see Chap.   11    ) used in other reports. 

 Accounts that make claims in terms of learners’ understanding or knowledge, or 
thinking, or beliefs may then be considered as more ‘reader-friendly’, in the sense 
of being more readily and widely appreciated, than those which describe fi ndings in 
more specifi c technical terms. However, there is also an argument that such reports 
are open to more ready misinterpretation. If we all ‘know’ what is meant by a stu-
dent understanding something, or knowing something, because in everyday life 
notions such terms as ‘understand’, ‘know’, ‘believe’ and ‘think’ are taken for 
granted, then claims phrased in these terms can also seem unproblematic. If we 
claim that a learner knew nuclei were positively charged or understood how acids 
reacted with carbonates, or believed that plants only respire during the hours of 
darkness, or thought that a continuous force was needed to maintain an object’s 
motion, then we seem to be saying something very clear and defi nitive. 

 This would be fi ne if fi nding out what people know, understand, believe and 
think was straightforward (and if indeed knowing, understanding, thinking and 
believing were simple matters, open to pithy descriptions). Yet, taking an overview 
of the last few decades of research in science education, it is clear both that:

    (a)    These processes (knowing, understanding, thinking and believing) are often not 
simple matters than can be authentically described in simple statements.   

   (b)    There are genuine methodological diffi culties in fi nding out what someone 
thinks, believes, understands or knows in any defi nitive sense (as will be detailed 
later in the book).      
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    The Value of Clarity in Language 

 This is not an argument for excluding everyday language from research reports. 
There is a strong case for ‘headline’ statements (e.g. in paper titles and abstracts) 
offering a very clear and straightforward statement of what a paper is about and 
what the researchers think they have found. Indeed given the lack of consensus on 
the technical terms used in this fi eld (conceptions, frameworks, etc.), there is a 
strong argument for ensuring that all researchers can quickly identify papers 
likely to be relevant to their research regardless of the specifi c conceptualisations 
and approaches adopted in different studies. Pithy statements referring to such 
everyday notions as students’ knowledge and understanding can be very valuable 
in this regard. 

 However, it is argued here that the same clarity that can offer a quick impression 
of what a paper is about can also lead to researchers with different understandings 
and assumptions about what is involved in understanding or knowing, for example, 
misinterpreting what a study actually offers in terms of new knowledge. However, 
this should not happen if the ‘headline’ claims are underpinned by more technical 
explanations of the research. Research papers should of course make it clear just 
what is being claimed and how the research undertaken supports those claims. 
However, it is suggested here that research in science education often falls some-
what short of being fully explicit about such matters. This may be because research-
ers sometimes assume others working in the fi eld will share what they see as obvious 
assumptions and commitments, or it may sometimes be because the researchers are 
working with a good deal of tacit knowledge (Polanyi,  1962 ) – that is, drawing upon 
assumptions which are so well established in their thinking, they are implicit in the 
researcher’s work and are not ‘brought to mind’ when writing reports.  

    Making the Research Process Explicit 

 Inevitably we all operate with a great deal of tacit knowledge, and indeed we could 
not function in any sphere of life if we had to stop and analyse everything we do 
(every keystroke I am making now – what am I doing, and what do I expect the 
outcome to be?) Humans only operate at the higher levels of cognitive function 
because our cognitive apparatus allows us to automate so much (see Chap.   7    ). 

 However, when it comes to research, there are some things that need to be made 
explicit for a research report to provide a suffi ciently detailed and clear account of 
our work. Unsurprisingly, these relate to ontology and epistemology. If we wish to 
investigate, for example, student understanding, then we need a clear idea of what 
kind of thing ‘understanding’ is, that is, we need to operationalise it as part of our 
‘conceptual framework’ setting out the background to the study – what existing 
research already suggests. We also need a good idea of the kind of knowledge it 
might be possible to develop about another person’s ‘understanding’, informed by 
the ‘theoretical perspective’ that with the conceptual framework justifi es the 
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methodological choices made during the research (Taber,  In press ). What is being 
argued here then is that in our fi eld of research, these aspects of the research report 
are often limited and inadequate.  

    An Example of a Study Reporting Student Misconceptions 

 To illustrate the nature of my general argument here, I wish to briefl y consider a 
paper from an international research journal in the fi eld, which discussed an aspect 
of learners’ ‘misconceptions’ in a science topic (Banerjee,  1991 ). I have not identi-
fi ed this paper as being especially problematic, and indeed I feel it makes a useful 
contribution to the fi eld. Rather, I suggest that it is somewhat typical of many papers 
published in the research literature about aspects of students’ ideas in science. 
Additionally, it usefully – for present purposes – uses the key term (here, miscon-
ception) throughout the text and is consistent in using  that  term (rather than precon-
ceptions, alternative conceptions, alternative frameworks or other related alternative 
terms). This allows the preparation of a useful concordance of each time the term is 
used in the paper (excluding the reference list), which is presented in Table  1.2 :

   Reading of Table  1.2  obviously only gives a fl avour of the full paper, but it dem-
onstrates that the notion of a misconception is not explained in any detail: there is 
not a part where the author feels the need to explain to the reader what is meant by 
the term ‘misconception’ in the context of this paper. By the time of this study, the 
term misconception was in widespread use in science education, and the author 
presumably felt that it was well enough established that the readership of research 
journals in the fi eld would know what was meant. The Banerjee paper is some years 
old now, but at the time of writing, papers in top journals continue to use terms such 
as misconception in a taken-for-granted way (Bivall, Ainsworth, & Tibell,  2011 ; 
Jaakkola, Nurmi, & Veermans,  2011 ; Ratinen,  2011 ). 

 We might expect to see a similar approach in mature scientifi c fi elds: for exam-
ple, papers in chemistry research journals that refer to something being a ‘com-
pound’ do not usually explain what is meant by the term. It can be taken for granted 
that the readership of research literature will share a common understanding of the 
term: something that would not have been the case when the term ‘compound’ was 
fi rst being mooted and had not been widely accepted in the discipline. For com-
pound, we can substitute any number of now accepted terms: gene, energy, neutrino, 
tectonic plate, brown dwarf, etc. 

 My argument here is that where within the natural sciences, there are mature 
fi elds where it is reasonable to assume other workers share a fairly close under-
standing of what is denoted by common terms, but science education does not yet 
have this level of maturity (Fensham,  2004 ), and many terms are used in looser 
ways. As well as science education being less ‘mature’ than fi elds in the natural 
sciences, it also deals with subject matter of an inherently different nature, due to 
the complexity of the phenomena studied in behavioural and social sciences (Taber, 
 In press ). 
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    Table 1.2    Concordance for the term ‘misconception’ found in Banerjee ( 1991 )   

 Paper part  Occurrence of term ‘misconception’ 

 Title  ‘Misconceptions of students and teachers in chemical equilibrium’ 
 Abstract  ‘A written test was developed and administered to diagnose 

misconceptions in different areas of chemical equilibrium…’ 
 ‘Analysis of the responses reveals widespread misconceptions among both 

students and teachers…’ 
 Introduction  ‘There is a large body of research on the misconceptions of students in a 

variety of science subjects…’ 
 ‘The usual method for obtaining information about students’ misconceptions 

has been through individual student interviews’ 
 ‘… used interview techniques to study misconceptions of students in 

stoichiometry and … in chemical equilibrium’ 
 ‘Another line of research on misconceptions uses multiple-choice tests’ 
 ‘… and … developed and used tests to identify misconceptions of year 11 

and year 12 students about covalent bonding and chemical structure’ 
 ‘The present study covers broad aspects of chemical equilibrium including 

gaseous, ionic, solubility and acid-base equilibria, and diagnoses 
misconceptions among 162 undergraduate chemistry students’ 

 ‘To obtain information on the question of whether misconceptions are 
removed with increased content knowledge and experience, the diagnostic 
test was also given to 69 secondary and senior secondary school 
chemistry teachers. Apart from knowing whether teachers also have 
misconceptions in the areas of equilibrium, the study would indicate 
whether misconceptions among students may have originated from the 
misconceptions of the teachers’ 

 Development 
of the test 

 ‘An analysis of the responses indicated widespread misconceptions’ 

 Administration 
of the test 

 ‘However, conceptual diffi culties and misconceptions in the different areas of 
equilibrium were not specifi cally covered in these lectures’ 

 ‘In this paper, the discussion is concentrated on 12 test items (listed in the 
appendix) which were used to diagnose conceptual diffi culties and 
misconceptions…’ 

 Analysis and 
discussion 

 ‘Misconceptions were mostly identifi ed from the explanation given in support 
of the answer by the student and teacher’ 

 ‘These responses, in general, indicate widespread misconceptions among both 
teachers and students in topics relating to…’ 

 ‘A sizeable percentage of teachers and students have the misconception that…’ 
 ‘Similar student misconceptions were reported by…’ 
 ‘There are widespread misconceptions in the areas relating rate with 

equilibrium’ 
 ‘They have the misconception that a large value of equilibrium constant 

implies a very fast reaction’ 
 ‘Similar misconceptions have been reported by…’ 
 ‘However, the present study clearly indicates that the rate approach should be 

used with caution and should not be overemphasized, in order to avoid the 
possible development of misconceptions’ 

 ‘Students and teachers show a high rate of misconceptions in acid-base and 
ionic equilibria’ 

(continued)
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 A hypothetical scholar from a distant time or place who did not know what a 
twentieth century science educator might mean by ‘misconception’, and fi nding that 
Banerjee did not defi ne this term, could look for clues in the text and attempt some 
kind of hermeneutic exercise to tease out what a misconception might be. We can 
fi nd in Banerjee’s paper a number of knowledge claims about the nature of miscon-
ception deriving from the study:

•    Some misconceptions are widespread among students and teachers.  
•   Some misconceptions occur at an equally high rate among students and teachers.  
•   Particular misconceptions may be had [held] by substantial proportions of the 

sample.  
•   There can be degrees of similarity between different reported misconceptions.  
•   The development of misconceptions may be facilitated by teaching approaches.  
•   Misconceptions can be retained for extended periods.  
•   Misconceptions can be very diffi cult to remove from minds.    

 These claims derive from a study that is set up in a particular way because of the 
researcher’s assumptions about the nature of misconceptions (i.e. ontology) and 
how one could investigate them (i.e. epistemology). Epistemological assumptions 
informing the research would seem to be that:

•    Misconceptions may be diagnosed/identifi ed by written tests – for example, from 
justifi cations of respondent answers.  

•   Misconceptions may be explored through student interviews.  
•   Misconceptions may be diagnosed with multiple-choice tests.    

 Ontological assumptions (the researcher’s assumptions about the type of entity 
misconceptions are, i.e. their nature), which support these epistemological assump-
tions, would seem to be:

•    Misconceptions can be widespread.  
•   Misconceptions can occur among students and teachers.  
•   (And more particularly) misconceptions are found among undergraduate students.  
•   Misconceptions can relate to a variety of science subjects.  

 Paper part  Occurrence of term ‘misconception’ 

 ‘A comparative study of the responses given by students and teachers reveals 
that the extent of misconceptions is equally high among both groups. One 
possibility is that teachers might have developed these misconceptions 
during their student days. The misconceptions are retained, despite 
professional experience over the years’ 

 ‘According to the general constructivism theory of knowledge … it is very 
diffi cult to remove misconceptions from the minds of learners. The 
fi ndings of this study on misconceptions among students and teachers 
should not be treated as specifi c to this sample. Many misconceptions of a 
similar nature about chemical equilibrium have been reported with 
students from Australia and the United Kingdom’ 

Table 1.2 (continued)
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•   Misconceptions occur in the minds of learners.  
•   Misconceptions are the kind of things that in principle could be removed.  
•   Misconceptions may be passed from individual to individual.  
•   Misconceptions could potentially be ‘covered’ in lectures.    

 These qualities of misconceptions are largely assumed by the author and are 
implicit in what is written, and, I would suggest, only one of the points here (namely, 
misconceptions occur in the minds of learners) refl ects the essential quality of mis-
conceptions that is the central focus of the paper. It could be argued that research 
reports of this type suggest the reported studies may themselves be under- theorised, 
as rather well-defi ned technical procedures are used to investigate foci that are 
themselves only vaguely characterised, and so the technical procedures are them-
selves largely operationalised without explicit rationale. Whilst I have examined 
one study in some detail here, similar analyses could be obtained for many of the 
papers reporting empirical results in this fi eld.   

    Knowledge Claims Need to Be Understood 
as Being About Models 

 So a central argument of this book is that research reports need to be more explicit 
about the processes by which we feel we can make claims about aspects of a per-
son’s knowledge and understanding in science. In particular, I will argue that such 
research involves a series of modelling stages. Consider, for example, the question 
what do 15-year-old students (in some educational context) know about photosyn-
thesis (or atomic structure, or the electromagnetic spectrum, or plate tectonics, etc). 
If our focal topic were part of the school curriculum, we might expect that a key 
source of any knowledge they may have would be expected to derive from teaching. 
Figure  1.3  sets out in schematic form the key modelling steps both in the teaching 
process and in the research process.

   The left-hand side of the fi gure illustrates something of the processes by which 
scientifi c knowledge is transformed in the curriculum and classroom and then inter-
preted by the individual learner in forming and developing their own mental models 
of scientifi c concepts (Gilbert, Osborne, & Fensham,  1982 ). A key point here is that 
the ‘standard’ by which student knowledge and understanding is usually judged in 
educational contexts is not scientifi c knowledge itself, but a specifi ed target know-
ledge in terms of a prescribed curriculum. That curriculum will include models of the 
scientifi c knowledge (Taber,  2008b ). In part, this will be a deliberate modelling pro-
cess, designing appropriate simplifi cations for learners of a certain age and expected 
background knowledge; in part, it will be the inevitable limitations of curriculum 
developers themselves in knowing and understanding the latest scientifi c knowledge. 

 Moreover, the curriculum models are generally moderated by the presentation in 
class and in textbooks (Chevallard,  2007 ). The teaching models presented in class 
will be based upon the curriculum models as understood by the teacher but may 
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include further simplifi cations, taking into account the specifi c class of students, or 
distortions (if the teacher does not fully understand the target knowledge). Even if 
there is limited deliberate modifi cation of target knowledge, there will always be 
potential for distortion of curriculum models as the process of teaching inevitably 
involves processes of re-representation (Taber,  2009b , p. 46, fi g. 4.1): the curricu-
lum documents are read by the teacher who forms some kind of mental representa-
tions of them so the knowledge represented in the curriculum documents is 
re-represented in a different form (this is discussed in Chap.   4    ) and then presents an 
account of his or her understanding in talk, gesture, written inscriptions, etc. in the 
classroom, so re-representing the mental representation in public communication. 

 This set of processes is well described in literature (Gilbert et al.,  1982 ), and 
Fig.  1.3  shows how a similar set of processes are usually involved in research 
exploring aspects of student knowledge and understanding. The right-hand side 
(rhs) of the fi gure offers an overview of the processes by which researchers develop 
representations of student knowledge to report in the literature. The result of this 
process is formal public knowledge (a notion explored in Chap.   10    ). 

 Knowledge claims made in literature rely upon the cases – argument chains, sup-
ported by warrants (Toulmin,  1972 ) – made by the authors for the interpretation of 
evidence collected in research, informed by the researchers’ own conceptual and 
theoretical frameworks. In the case of scientifi c knowledge, the conceptual frame-
works will normally be based upon widely accepted principles (e.g. natural selec-
tion; molecular orbital theory, etc.), and the theoretical principles underpinning data 
collection and analysis (e.g. C-14 dating; PCR analysis of genetic material, etc) will 
also be widely accepted (T. S. Kuhn,  1996 ). Whilst the production of educational 

  Fig. 1.3    Overview of the process of producing educational models of student understanding of 
scientifi c knowledge       
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knowledge (i.e. the rhs of Fig.  1.3 ) parallels that in the natural sciences, the assumptions 
made by researchers are less likely to be so widely agreed within the research com-
munity (Black & Lucas,  1993b ). Therefore, it is important that researchers’ accounts 
are explicit about the assumptions underpinning their work to allow others to make 
considered judgements about their claims (Taber,  2007 ). 

 This volume then explores the processes by which knowledge claims about 
 students’ knowledge and developing understanding are produced: processes that at 
their core involve researchers collecting and analysing evidence  to build models  
(1) of learners’ knowledge and thinking and (2) of the shifts in that knowledge asso-
ciated with learning and conceptual development.                                                           
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27K.S. Taber, Modelling Learners and Learning in Science Education: Developing 
Representations of Concepts, Conceptual Structure and Conceptual Change 
to Inform Teaching and Research, DOI 10.1007/978-94-007-7648-7_2, 
© Springer Science+Business Media Dordrecht 2013

                      Sister Gertrude Hennessey was the sole science teacher for grades one through    seven in a 
small parochial school in Wisconsin. As a result, she had the unusual opportunity to think 
about the goals and trajectory for students’ scientific reasoning across all those grades 
of schooling…Hennessey not only planned the course of instruction and taught her 
students from day to day; she also kept detailed records and videotapes of her students’ 
learning and conducted regular interviews of individuals, small groups, and intact classes. 
She pursued a structured approach to science instruction  that made students’ thinking 
visible and therefore accessible to her observation . (Lehrer & Schauble,  2006 , p. 167, present 
author’s emphasis) 

   The quotation above is taken from a chapter on ‘Scientifi c thinking and science 
literacy’ in an academic book. I have highlighted a statement about a teacher’s 
classroom work that I would consider to be a ‘knowledge claim’,  something asserted 
as being so  as often found in formal academic writing. It is this type of knowledge 
claim that I feel needs to be examined more critically if we are to move this area 
of research forward and ensure that the research literature in science education is 
precise about the concepts it uses to describe and investigate student learning. 

 This particular quote is taken from a handbook in psychology, rather than a 
research paper in science education (cf. the examples given in the previous chapter, 
Table   1.1    ), and the statement highlighted is not intended as a ‘result’ of enquiry, but 
rather is presented more as a justifi cation for having confi dence in research fi ndings. 
Nonetheless, it stands as an interesting example of the kind of writing which is 
commonplace when discussing aspects of student cognition and learning, and it 
represents what I feel is a dilemma for the research community. The claim here is 
that Hennessey’s approach to teaching science ‘made students’ thinking visible 
and therefore accessible to her observation’. I would suggest this could be under-
stood in two ways. 

 The fi rst interpretation is a literal, perhaps pedantic, one. Lehrer and Schauble 
are claiming that some classroom approaches allow us to observe student thinking. 
Now I understand the term ‘thinking’ to refer to mental activity and therefore to be 
part of a way of talking about the mind, a construct we use to explain aspects of our 

    Chapter 2   
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own experience (i.e. related to consciousness), and by analogy as a means of 
interpreting the behaviour of others. As infants we develop a ‘theory of mind’ 
(Knight, Sousa, Barrett, & Atran,  2004 ) which posits that some other objects in our 
environment (e.g. mummy, daddy, doggy, perhaps my teddy bear, perhaps even the 
wind) also experience wants and needs like I do and are capable of planning action 
to bring about desired states. 

 However, the mind is just a theoretical construct, albeit a very useful, and widely 
accepted one, in the sense that no one has even seen or weighed or produced an 
infrared spectrum of a mind. Rather it is an explanatory device to make sense of 
much human (and sometimes other) behaviour. This is not to deny that mind exists – in 
a sense it is the subject matter for this part of the book – but to seek to be clear about 
its ontological status. The key point is that the mind is the realm of personal subjec-
tive experience. I    can  describe  my experience in terms of thoughts, ideas, emotions 
and so forth, but these descriptions will only ever be just that: accounts of something 
that can only ever be directly available to introspection and not  made available  to 
others. Of course, there are many science  fi ction  stories where devices are used that 
allow people to directly experience the mental life of others – but at the moment this 
idea remains just that, fi ction. 

 So from a technical perspective, I can never observe anyone else’s thinking but 
only activity that I perceive as behaviour and which – because like other normally 
developing humans I have a well-established and much drawn upon theory of mind – I 
then further interpret as evidence that these others are thinking certain things. 
In other words, I use the only resources I have available to conceptualise mental 
activity (i.e. my own thoughts, beliefs), to model the mental activity I assume 
is going on in the minds I presume other people have. A reader may feel this is 
an overcautious account, as others can tell us what they think, but as I will discuss 
in later chapters, that is still not  direct  evidence of thinking. 

 So if, technically, no one can observe another’s thinking, why would such a 
claim be made in a handbook, supposedly a technical book intended as a standard 
work of reference in an academic area. Clearly there must be another interpretation 
of what is meant by making ‘students’ thinking visible and therefore accessible 
to … observation’. 

 The other possibility is that this is not meant in a literal, technical sense, but 
rather is more a kind of fi gure of speech. Clearly, Hennessey could  not  observe her 
students’ thinking, but because of the way she taught, and her extended familiarity 
with the students, she was able to make observations that  seem to unproblematically  
indicate what the students were thinking. This is still quite an ambitious claim, but 
one which seems less incredible. In terms of the conceptualisation being adopted in 
this book, I might paraphrase this along the lines:

  Sister Gertrude Hennessey was the sole science teacher for grades one through    seven in a 
small parochial school in Wisconsin. As a result, she had the unusual opportunity to think 
about the goals and trajectory for students’ scientifi c reasoning across all those grades of 
schooling…Hennessey not only planned the course of instruction and taught her students 
from day to day; she also kept detailed records and videotapes of her students’ learning and 
conducted regular interviews of individuals, small groups, and intact classes. She pursued a 
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structured approach to science instruction that [gave her myriad opportunities during her 
extended engagement with the same learners to formulate, test and modify hypotheses 
about students thinking, allowing her over time  to develop models of student thinking 
that offered strong explanatory and predictive power ]. (Lehrer & Schauble,  2006 , p. 167, 
present author’s reformulation) 

   My reformulation is not as concise as the original and perhaps not as poetic. 
I imagine it would not have quite the same impact on the reader – however, I would 
argue that is a good thing because in making a claim like this, I would wish the 
necessary provisos to be explicit – in the way that claiming that a teacher can make 
‘students’ thinking visible and therefore accessible to her observation’ does not. 

 The dilemma here is why, given the formal academic context of the quote, Lehrer 
and Schauble choose to claim something that is clearly technically impossible, 
rather than make a more measured claim that might be supportable. I suggest the 
answer to this question relates to the dominant role that the mind concept has in our 
lives: what we come to call thoughts, beliefs, perceptions, suspicions, opinions, etc. 
are the very stuff of our human experience, and having a common language to 
talk about such matters is so central to communicating with others that we 
come to take those lifeworld notions, and our mutually reinforced but sometimes 
colourful ways of discussing them, for granted and forget they are not technical 
terms with clearly operationalised defi nitions. 

 There is then a kind of folk psychology of mind that permeates our own thinking 
(sic) and dialogue and which functions perfectly adequately in normal conversation, 
but which lacks the precision expected in technical communication. We might refer to 
this as  the mental register , where key terms would include thinking, ideas, understanding, 
knowledge and beliefs. The mental register does effective work for us in everyday 
discourse in many communicative contexts, but when we need to specify more 
precisely what some of these terms refer to, we may soon run into diffi culties. 

    The Problem of Natural Language in Technical Studies 

 This part    of the book contains fi ve chapters exploring what we understand by, and 
how we might investigate, such matters as learners’ ideas, learners’ thinking and 
learners’ understanding. All of these themes have been commonly discussed in sci-
ence education, although they suffer from focusing on terms that are commonly 
used in everyday life without clearly defi ned meanings. This is illustrated by an 
extract from a research paper, reporting a study of the ‘relationships between students’ 
thinking and use of language when reasoning about a problem’ (Anderberg,  2000 ). 

 The extract is taken from an interview where a teacher (denoted R) was asked 
(by the interviewer, I) about ‘different ways of managing fundamental mathematics 
instruction’ (p. 93). During the interview, the teacher was asked what ‘understand-
ing involves’:

     R:  Yes, it is of course a learning process or …   
  I:  A learning process. When you say a learning process, what are you thinking 

about?  
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  R:   Well, I’m thinking of a time when you learn to measure and then 
work out these connections and that, all of that is … a learning process  
(lowers voice).  

  I:  A learning process. If you say understanding, what do you feel that you are 
describing then?  

  R:   … Well, I think that when I’ve gone through this learning process then 
I have acquired an understanding … of the whole thing.   

  I:  So the understanding is, sort of, the learning is the process, then, or …  
  R:   Yes it is, and then comes the understanding, after I’ve gone through 

that part.  … Well, then you have a, you know … you can have an aha 
experience that it’s … that’s how it is.   

  I: That’s how it is?  
  R:   Yes. And if you’ve experienced that then I think it stays with you for the 

rest of your life.   
  I: Yes. And what have you got then?  
  R:  I’ve got knowledge.   
  I: You’ve got knowledge, yes. And what is that, having knowledge?  
  R: (PAUSE)  Well …   
  I: It’s not easy. But when you say it, what idea do you want to express?  
  R:  Well, it’s that you really have learned something …   
  I: … You really have learned something. … And what is that?  
  R:   … Yeah, that’s a good question (laughter) … you mean, what happens 

inside the head here?  (p. 4) (Anderberg,  2000 , pp. 100–101)    

   Anderberg’s teacher interviewee ‘R’ clearly has concepts of understanding, 
learning and knowledge that are linked and which support thinking about teaching 
and learning. Understanding is a state – in relation to knowledge – which is an 
outcome of a process, learning, which leads to an experience recognised as signifi cant: 
because of the type of knowledge it produces (i.e. permanent knowledge, refl ecting 
‘real’ learning). All of this is understood as related to happenings in the head. Whilst 
R does not fi nd it easy to pin down precise meanings for terms, a clear relationship 
between key ideas is presented, and there are even some ontological and epistemo-
logical characteristics implied, that is:

•    Learning is a process, whereas knowledge is something acquired.  
•   Understanding (as an outcome of the learning process) can be recognised by a 

certain type of subjective experience, but the learning process itself is only 
inferred to be something going on in the head.    

 Figure  2.1  is a representation of one reader (i.e. the present author)’s interpretation 
of the data presented by Anderberg: an interpretation based on a small snippet of 
secondary data. As such, its validity as a model of R’s thinking about these terms 
must be open to challenge. However, the scheme in Fig.  2.1  offers some indication 
of the way that many people, including professional educators such as R, operate 
with key ideas that are central to the whole fi eld of teaching and learning. Learning, 
thinking, understanding and knowing are core foci of education, but tend to be 
operated with by many practitioners as ‘fuzzy’ concepts that lack clear operational 
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defi nitions. Whether or not that is the case because of the diffi culty of pinning down 
these concepts, or because there is some practical advantage for teachers to work in 
this way, it certainly seems inappropriate for educational researchers studying 
teaching and learning to show the same lack of precision in their use of these terms.

   Most likely, teachers talk about these notions in such imprecise ways simply 
because that is the way language is generally used. Whilst science may aspire to 
deal with tightly defi ned terms, which allow statements to be judged as clearly 
correct or not, this is not how ‘natural’ language tends to operate,

  natural language concepts have vague boundaries and fuzzy edges and that, consequently, 
natural language sentences will very often be neither true, nor false, nor nonsensical, but 
rather true to a certain extent and false to a certain extent, true in certain respects and false 
in other respects. (Lakoff,  1973 , p. 45) 

   This then is a key issue with much writing in science education: whilst there is 
an academic community of science educators who seek to undertake formal research 
into aspects of teaching and learning in science, much of this work is reported in 
terms of natural language where key terms are ‘fuzzy’ and understood in a ‘vague’ 
way, making such reports accessible to non-specialists such as teachers but lacking 
in the precision expected in a technical fi eld.  

    Folk Psychology as a Lifeworld Structure 

 The mental register, then, comprises of a set of terms used to refer to fuzzy concepts 
such as learning, thinking and understanding, which are part of natural language 
and perform adequately for communication during most everyday situations. Yet 
these terms lack the technical defi nition and operationalisation of scientifi c concepts. 

  Fig. 2.1    Key ideas presented by teacher ‘R’ as reported in Anderberg ( 2000 )       
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 This situation somewhat parallels that reported by Solomon, who explored 
secondary students talking about energy in the classroom. She proposed that 
students have everyday knowledge of energy which could be considered to be in a 
different domain to academic knowledge (Solomon,  1992 ). In making these claims 
she drew upon the notion of the ‘lifeworld’, where

  In the normal or ‘natural attitude’ we all tend to categorize our experiences rather loosely – to 
‘typify’ them – so that they can be absorbed into ‘meaning structures’. These are then 
reinforced by communication with others and by language itself, which gives this 
‘life- world’ knowledge both social value and great persistence. Since each practical 
situation is only in limited need of explanation, such meaning structures will be fragmen-
tary, not logically integrated with one another and tied to the particular type of experience 
which prompted them. (Solomon,  1983 , p. 50) 

   Solomon found that her students’ talk about energy fi tted this pattern of lifeworld 
knowledge, with its fragmentary, ‘local’ nature (cf. Claxton,  1993 ). It is rather 
important that energy is well characterised in science, but in the lifeworld energy is 
a vague and more fl exible explanatory device, perhaps so variable as to not really be 
coherent enough to be labelled a concept. 

 The mental register, the notions of thinking, believing, understanding, learning 
and so forth, seems to refl ect Solomon’s characterisation of thinking about lifeworld 
knowledge: terms used loosely, reinforced by communication with others but 
somewhat fragmentary, not tightly, logically integrated with one another. Arguably, 
due to the development of theory of mind, and then social induction into how others 
describe their mental experiences in terms of phrases like ‘thoughts’, ‘ideas’, ‘understand’ 
and ‘believe’, people acquire a ‘folk psychology’ which enables them to make 
sense of, and discuss, their own subjective experiences and – by inference – to explain 
the behaviour of others in terms of various components of the mental register.  

    Mental Life 

 The starting point for this set of chapters is a consideration of the general nature of 
mental experience. It is suggested that there is a very real problem in understanding 
the nature of ideas and thinking and in considering how these can relate to the 
kind of observables that tend to be used as data in science education research: such 
as recordings of speech, writing and drawings. Indeed the same issue arises in 
neuroscience, where the data from various types of ‘brain scans’ stand in a similar 
mysterious relationship to thought as much of the data collected in science 
education research. 

 The fi rst chapter here then considers issues that could be considered to be related 
to the philosophy of mind, rather than science education as normally understood. 
This is not however an aside or diversion: for if in our research we wish to discuss 
mental constructs such as thinking and understanding, then we need to move beyond 
the lifeworld register of folk psychology and be clear about the ontology of mind 
(e.g. what kind of thing is thought, and how does it relate to the kind of things 
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we can collect in our research), which is a logical prerequisite to considering the 
epistemological questions (e.g. how can we know about the ‘contents’ of minds, 
i.e. ideas, thinking) that in turn need to be considered before selecting methodology – 
that is, before deciding how to collect data to answer such questions as ‘what are 
students’ ideas about…’ and ‘do learners think scientifi cally about…’. 

 This fi rst chapter in this part (Chap.   3    ) therefore identifi es key issues and explains 
why they are fundamental to the research programme and then sets out how mental 
constructs will be understood in the treatment in this book. This provides an impor-
tant part of the background that will be drawn upon in the rest of the book. 

 This will then lead to a series of chapters exploring what we understand by 
the key terms for mental processes: namely, ideas (Chap.   4    ), memory (Chap.   5    ), 
understanding (Chap.   6    ) and thinking (Chap.   7    ).                

 Mental Life
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                      …since cognitive scientists aim to understand the human mind, they, too must construct 
a working model. It happens to be of a device for constructing working models. (Johnson- 
Laird,  1983 , p. 10) 

   It was argued in the opening chapter that it is important to strip away the assumptions 
underpinning research, to problematise the research process. Only by doing that can 
be sure that we are aware of the limitations of our work, and so identify areas where 
it is most tentative, or would benefi t from further development. This is especially 
important in an area where researchers working in the same fi eld only share com-
mitments to a limited extent. So, in science education, it is widely accepted that 
students’ ideas about science topics are important for their further learning (and 
so for how they should best be taught), but there are different views on how to 
understand the status and nature of those ideas and so how best to elicit and 
represent them. As pointed out in Chap.   1    , and in the introduction to this    part, a key 
issue is that much of the professional discourse refers to everyday (‘fuzzy’) con-
cepts such as knowledge, thinking, ideas, understanding and learning, which are 
used to make sense of observables (i.e. behaviours). 

        Everyday Notions Related to Conceptual Learning 

    So in addition to technical notions such as conceptions and conceptual frameworks, 
the research literature uses a range of terms that are drawn from everyday discourse 
and are  in that context  generally seen to be unproblematic: knowledge, belief, 
thinking and understanding. Some of these common terms are included in the left 
hand column of Table  3.1 .

   To the extent that when such terms are used in everyday discourse, they generally 
seem to support effective communication (i.e. communication that seems satisfactory 
to those involved in the conversations); they are not problematic. It is widely accepted 

    Chapter 3   
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that in normal discourse, individual words do not take their meanings from technical 
defi nitions, but in part from the specifi c context of use (Vygotsky,  1934/1986 ), and 
in normal communication such as in conversations, including classroom discourse, 
the interactive nature of the communication, its dialogic aspect, affords opportunities 
to detect and correct misunderstandings (Bruner,  1987 ). 

 However, research reports are not designed to be conversational, but rather have 
to make explicit what is being discussed so that they can be understood remotely, at 
different places and times, without relying on interactive clarifi cations. The genre of 
a research report in effect eschews any deliberate explicit dialogic intent (i.e. to 
write in an open way which invites the reader to bring a personal meaning to the text) 
and is intended to make an argument for specifi c knowledge claims and to support 
that specifi city by closing down as far as possible opportunities for readers to 
interpret the text very differently from the meanings intended. From a constructivist 
perspective, the meaning that a reader takes from a text is always constructed by 
the reader using the idiosyncratic conceptual resources available to that individual. 
So the writer always faces a challenge in guiding a reader towards a specifi c 
meaning through a text. This becomes more diffi cult when ‘fuzzy’ lay terms are 
used, as readers will interpret such reports according to their own understanding of 
the terms used. In the context of the area of research discussed in this book, this 
raises the issue of what is meant, for example, by an individual’s  knowledge  or what 
is meant by reporting that someone  understands  something. 

 There are publications within the wider subject area of education that defi ne 
themselves as research journals, but which would not expect the kind of explicit 
writing described here, and that publish some materials that are less explicit and 
deliberately invite readers to make their own interpretations and draw their own 
conclusions. For example, the  International Journal of Qualitative Studies in 
Education  (QSE) will publish material in the form of fi ction (Behar,  2001 ) or poetry 
(Norum,  2000 ). Education spans the humanities and the social sciences, and such 

   Table 3.1    Some descriptors used to describe research foci   

 Everyday terms: descriptors used in research drawn 
from everyday discourse 

 Technical terms: descriptors used drawn 
from technical literature 

 Belief  Cognitive ecology 
 Ideas/thoughts  Cognitive structure 
 Imagining  Conceptions 
 Learning  Concepts 
 Knowledge  Conceptual frameworks 
 Reasoning  Conceptual structure 
 Thinking  Intuitive theories 
 Understanding  Mental models 

 Misconception 
 Personal constructs 
 P-prims 
 Preconception 
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forms of scholarship and research are admitted in some traditions encompassed 
within education. Such work can certainly have merits. 

 A short poem (entitled ‘Poem’) published in QSE using the metaphor of plant 
propagation by rhizomes invites refl ection on the ownership of data and ideas and 
the question of who owns the ideas developed by researchers (e.g. the kind of 
modelling discussed in this book), given that they build their writings through 
reading the work of other scholars and using data gifted by study participants 
(Trainor,  2003 ). At least, that was the meaning constructed for the poem by this 
reader – but it is in the nature of such artistic works that they can have multiple readings. 
By contrast, research journals that locate themselves within the more specifi c fi eld 
of science education are likely to have specifi c expectations about the genres of 
writing accepted and what should be included in a submission (Taber,  2012 ). They 
also expect very clear explicit arguments rather than allusion and metaphor. 

      The Mind 

 As Descartes famously pointed out, the knowing subject can be sure of one thing – his 
or her own thoughts, the ideas that are the basis of conscious experience. I have 
thoughts or ideas, and –  assuming  that other people are like me in that regard – I 
expect others to also have ideas. This is certainly an assumption for as Descartes had 
deduced we cannot  know  whether our thoughts represent anything outside ourselves 
(an external world beyond our own selves), and even if we do accept the existence 
of the world and others inhabiting it, they could – as some philosophers have 
commented – be automata lacking mental experiences like our own. 

 Although such grounds for adopting solipsism may be strictly true in a logical 
sense, we generally accept that there is an external reality, and that what we perceive 
as an external world, and the people in it, are more than fi gments of our own 
imagination. It would be hard to imagine how life could be lived otherwise. So for 
the purpose of writing this book, and indeed, an essential assumption to make it 
worth my while setting out to write a book, I imagine my readers do have mental 
experiences, and that  you  will share my assumption that all humans experience 
thoughts and have ideas just as we do. So, here are some assumptions that are not 
 absolutely  logically secure, but ones I imagine most science educators will have no 
diffi culty accepting. So, here at least are some common commitments among 
colleagues working in the research programme! Most of us include such assumptions 
in our worldview, as taken-for-granted assumptions. 

 Figure  3.1  presents a very simple representation of the individual, considered as 
a thinker – having conscious thoughts – located in and acting in an external world. 
The thinker, who I will call Jean, is an embodied person, inhabiting a body that 
is physically demarcated from the external world, that is, there is a fairly clear 
boundary between Jean and Jean’s surroundings. The space outside Jean has been 
labelled as a public space, as other thinking subjects (not shown in this fi gure) will 
also inhabit this same physical world.

The Mind
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      Mind and Matter 

 The simple structure of Fig.  3.1  ignores a major problem that will be of considerable 
importance in exploring research into student thinking. Conscious thought is 
considered to be in some sense located ‘within’ Jean as an individual. Thoughts are 
‘internal’ mental experiences, so clearly they must occur ‘inside’ us. However, if we 
ask  where  these thoughts occur, we fi nd two common suggestions. 

 One is that mental activity takes place in the brain. There is certainly extremely 
strong scientifi c evidence to consider that our thoughts  are related to  electrical 
activity in parts of the brain, and that in terms of physical processes such as chemicals 
diffusing across synapses and electrical signals passing through networks of 
neurons, this is the location of thinking in the body. Arguably there is no absolute 
distinction between the brain and the rest of the nervous system, but it at least seems 
reasonable to consider that thinking is due to activity in the nervous system. 

 However, although it seems fairly clear that our thoughts are  correlates  of 
electrical activity in the nervous system, the thoughts themselves are subjective 
experiences that cannot be  objectively  (i.e. by any neutral observer) observed. There 
are a number of techniques that allow electrical activity in the brain to be investi-
gated, some with good temporal resolution and some with good spatial resolution. 
However, unlike in some science-fi ction scenarios, there is as yet no device that 
allows anyone to experience the thoughts of another. Indeed there are good reasons 
to suspect this could never happen. 

 The second suggestion for locating thoughts is inside our  minds . Unlike the brain 
or central nervous system, the mind is not a physical entity. Rather the notion of the 
mind is a theoretical construct that has been found useful in a range of explanatory 
schemes (Claxton,  2005 ). People are minded to do certain things and are commonly 

  Fig. 3.1    The individual in 
the world       
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said to have beautiful (or troubled, or diseased, or dirty, etc.) minds. In effect, the mind 
is the hypothetical ‘place’ where our mental lives occur, that is, ‘where’ we have 
subjective experiences (thoughts). Table  3.2  sets out a simple demarcation between 
mind and brain. The key point is that the mind, unlike the brain, is not a physical 
entity; it does not have physical form or material substance; it is immaterial.

   Arguably  the whole notion of mind is a kind of analogical model . In the physical 
world, objects have substance and are located somewhere. So we can understand our 
thoughts (by analogy with experience of the physical world) as being the (metaphorical) 
substance of our mental worlds, and so the mind may be considered as the (meta-
phorical) container where we have ideas, or perhaps even the (metaphorical) factory 
where we produce them or the (metaphorical) home where they live, or the 
(metaphorical) theatre where they are played out, etc. Even referring to a mental 
‘world’ would seem to be adopting an  analogy with the physical world . According to 
Lakoff and Johnson ( 1980a ), all our concepts must ultimately be grounded in our 
experience of the material world, but this means that again the metaphors we adopt 
can come to be taken for granted: of course the mind is a place, what else could it be? 

 One of the key issues in philosophy, and indeed one source of the ‘big’ questions 
in science, is how mind and brain are related, that is:

•    How can physical reality be experienced subjectively?  
•   How can our minds interact with matter to bring about actions in the physical world?    

 The fi rst question is clearly a genuine and potentially scientifi c question. For 
anyone who accepts the existence of an external physical reality, the question of how 
we can experience and know about that reality is a ‘big’ question, quite fundamental 
to understanding ourselves in the world. 

 Some would suggest that the second question is based on a false premise. We 
consider that our thoughts are somehow able to bring about changes in the world: 
I would like some tea, so I intentionally go to the kettle. Certainly we perceive that 
we carry out physical actions such as fi lling the kettle with water and turning on the 
switch that seem to be necessary to bring about our plans to make a cup of tea.  

    Thought as an Epiphenomenon 

 However, it is logically quite possible that our thoughts are better understood as  by- 
products   of the physical processes occurring in the brain. That is, feeling thirsty is a 
perception of the body’s homeostasis system being triggered to bring about water 
intake. In principle it could be possible for the biological mechanisms to trigger 

   Table 3.2    The Mind-brain distinction   

 Domain  Mental  Physical 
 Location  Mind  Brain 
 Activity  Thinking – having ideas  Processing (chemical/electrical) 
 ‘Substance’  Thought  Matter 
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processing in the brain that leads to my making a cup of tea without any need for 
conscious thought. This need not imply that making a cup of tea is not intelligent or 
learned, for my brain has built up neural circuits to allow my body to operate in 
my environment and carry out crucial actions – such as preparing tea. However, 
this physical system (based on chemical sensors and electrical signals) might well 
operate perfectly without my  needing to  have conscious thoughts about it. My being 
aware of thirst and ‘deciding’ to make a cup of tea could well be just a by-product 
of the process. 

 If this seems fanciful, it is worth noting that we often carry out many complex 
procedures without consciously directing them. It is common experience that we 
sometimes make mistakes because of this. We go straight home, or directly to work, 
instead of pausing at the postbox where we intended to post a letter, or heading off 
to a meeting in a less familiar location, because our minds were thinking about some-
thing else, or our minds ‘were some where  else’ as we sometimes say, whilst our body 
carried out our familiar patterns of action. Sleepwalkers seem capable of complex 
actions without conscious awareness: ‘some individuals have been known to drive 
cars for great distances whilst sleepwalking’ (Mahowald & Schenck,  2000 , p. 323). 

 This is a point that may seem more signifi cant to philosophers than science 
educators, as for most everyday purposes, we talk and behave  as though  people are 
making conscious decisions and behaving accordingly. At least since Freud, it has 
been widely accepted that we may not always be aware of our motives for certain 
actions (or inactions), but this tends to generally be considered as a secondary 
pathological effect impairing the normal state of things where we are in conscious 
control of our actions in the world. 

 However, this is in effect a ‘folk model’ based on common-sense understanding 
rather than scientifi c knowledge. The common acceptance of a folk model of mind 
that informs people’s ways of talking no more makes it scientifi cally correct than 
the common adoption of impetus-like notions (alternative conceptions) of force 
and motion. Most students believe that an object will only continue to move if it is 
subject to a continuous applied force; and similarly most teachers probably believe 
that the conscious mind controls behaviour. 

 However, what will be important for our analysis of what is going on in research 
into student thinking is the key point that mental life and the thoughts and subjective 
experiences people have are quite distinct in nature and ‘substance’ from what can 
be observed and measured by scientifi c observers, and in that sense, Fig.  3.1  may be 
misleading:

  Mental events and externally observable (physical) events constitute two categorically 
separate kinds of phenomena. They are mutually irreducible categories in the sense that one 
cannot,  a priori , be described in terms of the other. (Libet,  1996 , p. 98) 

   Figure  3.2  represents this by locating conscious thinking in a distinct ‘place’ 
within the individual, but in a part of the individual that is not within the public space. 

 The border around conscious thought in Fig.  3.2  is meant to represent how the 
mind is a distinct aspect of the individual from the physical body, although in some 
sense embodied. Figure  3.2  is only a schematic representation, and it is possible to 
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read it a number of ways. It suggests the existence of the mind as a real entity, which 
is part of the person, but  not  part of the physical world. An obvious implication here 
would be the dualist one, that mind is of a different sort of stuff to matter, and 
somehow communicates with it.

   This is somewhat problematic as if mind is thought of as something separate 
from the material world, then any consideration of its form is outside of the realm 
of science, and mind must interact with matter by mechanisms that are totally 
unknown to science. However, it will be suggested below that it is possible to retain 
the notion of mind as a useful concept, without adopting dualism.  

    The Problem with a Dualist Model of Mind 

 A key diffi culty in modelling a student’s idea, knowledge, learning, etc. from a dualist 
perspective is that one has to take one of two positions: either that mental thought 
can infl uence matter so that ideas in the nonmaterial mind are somehow then coded 
into physical form in the brain to be acted upon, or that conscious thinking is an 
epiphenomenon of brain processes, and that the subjective perception that we have 
some control over our actions through conscious thought is an illusion. 

 The former position fi ts better with the way people commonly understand and 
speak about the mind, but there is currently no known mechanism drawing upon 
established scientifi c principles which could explain how a nonmaterial mind could 
control our bodies. The second position, at least when expressed in the form above, 

  Fig. 3.2    A dualist 
representation: conscious 
thought as a distinct, 
non-physical, aspect of the 
individual (cf. Fig   .  3.1 )       
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seems to suggest that we are just automatons responding to programming with 
an illusion of responsibility and control over our actions. This could be true but 
would likely be unwelcome. That it would be unwelcome would of course make it 
no less likely to be true! However, there is a different way of thinking about the 
brain-mind relationship.   

    Consciousness as an Emergent Property of Processing 

 There is an alternative perspective, which sees mind as an emergent property of 
brain complexity and processes, and so avoids the question of how mind interacts 
with matter, without necessarily giving up on personal control and responsibility. 
In this perspective, the brain has evolved through natural selection to process 
information at certain ‘levels’ (another spatial metaphor) – with various degrees of 
automation – presumably because there was an advantage to dealing with most 
issues quickly but some in a more ‘deliberate’ manner. We are aware in conscious 
experience of that processing that occurs at a specifi cally ‘high’ enough level in the 
brain, and we experience thoughts. At this level the brain is applying specifi c explicit 
thinking strategies to make sense of events and objects in the world and solve other 
problems, and as we are aware of this level of processing, we have a sense of an 
‘I’ directing operations that seems other than part of the body. From this perspective 
we certainly do make decisions, try out ideas and do have control, but the conscious 
aspect is in a sense a by-product. However, all the processing occurs within the 
apparatus of the brain, and consciousness (whilst subjectively very important) is 
more a marker for the level of deliberation (or complexity of analysis being applied) 
in the processing than an indication of a level of control  beyond  the brain. 

 Table  3.3  develops this distinction between two different perspectives: a dualist 
perspective, where it is assumed that mind interacts with brain, and a ‘unitary’ 
perspective, which accepts the existence of mind as something real but considers it 
as an emergent property of brain:

   In the dualist model there are two types of ‘thing’ or ‘substance’, mind and 
matter, which somehow infl uence each other. The alternative approach does see 
mind as  in a sense  separate from the brain but does not see it as a different type of 
substance, but rather  a way of conceptualising phenomena at a different level of 
analysis . Mind is real, but is an emergent property of the brain, and gives us an 
alternative way of thinking about thinking, knowing, understanding, etc. From this 
perspective, the mind-body problem (of how mind can interact with matter) is seen 
to be an argument based on an ontological confusion that mind is some thing  other 
than matter, rather than an emergent  property  of certain forms of organisation of 
matter. As one commentator has suggested, ‘the debate on the ‘mind-body’ problem 
can exist only insofar as one denies that the functional organisation of the nervous 
system corresponds to its neural organization’ (Changeux,  1983 /1997, p. 275). 
In general, then, cognition is due to activity within the nervous system, which can 
be understood to involve processing at different levels in the system, only some of 
which lead to conscious awareness. 
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    Different Levels of Analysis of Cognition 

 This type of distinction is familiar in the cognitive sciences where it has been 
 suggested that cognitive systems can be described and analysed at (at least)  three  
complementary levels. These levels are complementary because it is assumed that 
all three are valid ways of describing cognitive processes; however, the different 
levels are appropriate for discussing different types of questions. This is set out in 
Table  3.4 :   

    Neuroscience 

 The fi rst level relates to the physical basis of cognition. The brain is a physical 
object, connected to the rest of the nervous system and composed of units such as 
neurons, with their synapses, organised into a complex structure. It is widely 
accepted that aspects of brain activity are strong correlates of conscious thought 
and in particular that electrical activity in parts of the cortex (the outer layer of the 
brain) tends to correlate with conscious experiences such as perception, imagin-
ing and planning (Rees,  2007 ). The cortex can be considered the ‘highest’ part of the 
central nervous system in the sense of its being the most recent development in 
evolutionary terms, and in it being physically furthest from the peripheral nervous 
system (sensory and motor nerves).  

   Table 3.3    Two approaches to thinking about mind in relation to the brain   

 Perspective  Dualist  Unitary 

 Consciousness  Represents our minds, as 
something separate from our 
bodies 

 Represents awareness of a high level of 
processing where deliberation is 
useful 

 Control  Our mind controls conscious 
actions through thought, but 
much mental processing is 
automatic and not directly 
under the mind’s control. ‘I’ 
control my mind, but my 
body does not refer 
everything to my mind 

 The brain is the apparatus that controls 
(most of, cf. refl exes) our actions 
through processing information in 
the form of electrical activity. We are 
aware of only some of this 
processing 

 Thinking  Conscious thinking (undertaken 
in the mind) is different in 
kind to subconscious 
processes (which occur in 
the nervous system) 

 Although we only tend to use the term 
‘thinking’ to refer to some aspects of 
the processing of information in the 
brain, distinctions between 
conscious and unconscious 
(preconscious) processing are a 
matter of degree, not kind 
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    Locating Consciousness in the Brain 

 The problem of identifying the precise location(s) of brain activity which is associated 
with consciousness, the ‘the neural correlates of consciousness’ (Crick & Koch, 
 1990 , p. 265), is a complex one – if indeed such a question can have a meaningful, 
defi nitive answer,

  It is … likely that the operations corresponding to consciousness occur mainly (though 
not exclusively) in the neocortex and probably also in the paleocortex, associated with 
the olfactory system… it may be important to consider in detail the inputs and outputs of 
the hippocampal system. Structures in the midbrain or hindbrain, such as the cerebellum, 
are probably not essential for consciousness. It remains to be seen whether certain 
other structures, such as the thalamus, the basal ganglia and the claustrum, all intimately 
associated with the neocortex, are closely involved in consciousness. We shall include these 
structures together with the cerebral cortex as ‘the cortical system’. (Crick & Koch,  1990 , 
pp. 265–266) 

   In practice, explanations at this level are (currently, at least) only of limited  direct  
relevance for much of our research in science education. Despite this, it is considered 
important to emphasise that in this volume, the anatomy and physiology of the brain 
is assumed  to underpin all cognitive processes  – such as thinking and remembering – 
and can  in principle  (at some point in the future) offer a basic level of explanation 
for such processes. 

 This is important because quite naturally when we talk and think about such matters 
as learning, understanding and knowing, we tend to focus on conscious experience, 
but the processes underpinning such mental activities are not only those giving rise 
to conscious awareness that learners are aware of and can offer reports of:

  When we try to understand conscious experience we aim to explain the differences between 
these two conditions: between the events in your nervous system that you can report, act 
upon, distinguish and acknowledge as your own,  and a great multitude of sophisticated and 
intelligent processes which are unconscious and do not allow these operations . (Baars & 
McGovern,  1996 , p. 63, emphasis added) 

     Table 3.4    Three levels for thinking about thinking, learning, personal knowledge, etc.   

 Level  Physical  System – computational 
(functional) 

 Mental 

 Focus  Brain  Processing system  Mind 
 Contents  Neurons, synapses  System components, 

processing apparatus 
 Ideas, thought 

 Processes  Circuit activity 
(ultimately 
chemical) 

 Identifying input, calculating, 
problem-solving, storing, 
retrieving, executing action 

 Perceiving, knowing, 
thinking, 
remembering, 
deciding 

 Development  Formation/pruning of 
connections; 
modifying 
connection strengths 

 Changes in processing; 
increasing contents of 
store; changing linkage in 
store 

 Learning, conceptual 
development, 
cognitive 
development 
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   For present purposes, in the context of research in science education, precise 
details of brain functioning even when understood are not usually relevant. However   , 
to be consistent with the assumption that cognition is underpinned by physical 
processes in the brain, it is considered important that any models proposed in 
science education – for example, linking to the ‘computational’ systems level of 
analysis (Table  3.4 ) – should  in principle  be  capable of being explained at the physical 
level  and so should be consistent with the fi ndings of neuroscience.  

    Systems Analysis 

 The next level of analysis does not deal with the specifi cs of neurons and synapses 
but rather considers cognition in functional terms of a system that processes 
information – what I will refer to as the cognitive system:

  the mind can be studied independently from the brain. Psychology (the study of the 
programs) can be pursued independently from neurophysiology (the study of the machine 
and the machine code). The neurophysiological substrate must provide a physical basis for 
the processes of mind, but granted that the substrate offers the computational power of 
recursive functions, its physical nature places no constraints on the patterns of thought. This 
doctrine of  functionalism , which can be traced back to Craik, and even perhaps ultimately 
to Aristotle, has become commonplace in cognitive science. (Johnson-Laird,  1983 , p. 9) 

   At this level, the discussion is in terms of what happens to information in the 
cognitive system and what kind of systems components are needed. For example, 
human cognition involves memory, which means that there has to be some means of 
‘storing’ information within the human cognitive system. (It will be argued later 
that it is more appropriate to consider memory a process of  representation  rather 
than storage, as the latter term implies fi delity that memory may not provide.) This 
is presumed to be based upon the neural apparatus, and this has been commonly 
demonstrated even if we do not understand exactly how this works. However, 
for the purposes of research in science education, it will be important to know 
something about the nature of human memory in functional terms – capacity, 
fidelity of representation, ease of access of ‘stored’ information, etc. – and it is 
less important if we do not know exactly how such processing occurs in terms 
of physiology. 

 Indeed, from a systems perspective, the same processing patterns could in 
principle be executed in different physical substrates: ‘in principle’, because in 
practice the physical properties of the system will infl uence its operating character-
istics. My own memory and my computer hard drive both act as memory stores and 
so have the same basic function within different types of information processing 
systems, but they have rather different properties and so different strengths and 
weaknesses because of the different physical systems involved. 

 In considering cognition in systems terms, it will make sense to designate spe-
cifi c components to act as sensory interface, memory, central processors, etc. If the 
description at this level is accurate, each component will refer to some specifi c parts 
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of the brain or nervous system (the retina, areas of the cortex, etc.), although nominal 
components of cognitive systems may be spatially distributed in the brain. In some 
cases there are well-established anatomical regions identifi ed with the system 
component, but in other cases, it may currently just be assumed such regions exist.  

    Mental Activity 

 Mental activity, such as thinking and remembering, is according to this model (i.e. 
Table  3.4 ) at a different level of description to either the physiological or the system 
accounts. However, mental activity will in principle have parallel descriptions at the 
other two levels. So, for example, recalling something (a subjective experience) can 
be understood in terms of the systems level as information that had previously been 
‘stored’ in memory being accessed and brought into some central processing unit, 
which is part of the system which gives rise to conscious experience. The apparatus 
for accessing the information, and then processing it, along with the actual physical 
basis for the memory store itself, will be comprised of neural circuits that are 
activated by other neural circuits.  

    Mental Apparatus and Mental Resources 

 In considering a systems view of mental activity, then, it is useful to distinguish 
between the apparatus in terms of systems components and their functions and 
the resources available to support processing – which we might consider the knowledge 
content of the system, that is, what has been ‘stored’ (or is represented) within the 
system. In an organic system such as a human being, this is not an absolute distinction 
as both the apparatus and the resources are embodied as confi gurations of the nervous 
systems, and development and learning can be considered to modify the apparatus 
itself (this is discussed later in the book). This is different to a computer system, for 
example, where the confi guration of the hardware that processes information is not 
changed by changes to the information being stored. Despite this caveat, there is a 
systems level at which the basic architecture of the cognitive apparatus is common in 
all normal people and is constant through the life span. This allows the development 
of simple systems-level models of the learner, as discussed later in the book.  

    Explanatory Power of the Three Levels of Description 

 The value of acknowledging these three levels of description in discussing cognitive 
processes in learners (or teachers or researchers) is that collectively they offer a 
good deal of explanatory power. It is possible to make a comparison here with the 
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way teachers can use different levels of description in chemistry lessons (Gilbert & 
Treagust,  2009 ; Johnstone,  2000 ; Taber,  2013c ). The phenomena of chemistry are 
macroscopic events that can be perceived directly. So when a strip of magnesium 
metal is added to a beaker of hydrochloric acid, for example, bubbles are produced 
and rise to the surface and the metal itself appears to be broken down and (at a 
phenomenal level) disappears. If suffi cient of the reactants are used, and the gas 
in the bubbles is collected, it will ignite with a ‘squeaky pop’ when a lighted splint 
is applied. 

 These phenomena are described in theoretical terms at the macroscopic 
level: metal reacts with acid to produce a salt solution and hydrogen. The hydrogen 
is a gas that undergoes combustion with the oxygen in the air. However, much 
 explanation  in chemistry occurs at a very different level – at the submicroscopic 
level of hypothetical entities which are conjectured to form the structure of matter 
at small enough scale: ‘quanticles’ such as atoms, electrons, ions and molecules. 
The properties and interactions of these entities are used to explain the properties 
and reactions of substances. 

 These two different levels are bridged by the use of a third ‘level’, the symbolic 
level. Here language, formulae, images, etc. are used to represent the macro-
scopic descriptions of phenomena and the submicroscopic models that provide 
explanations. This level can act as a bridge as the verbal and formulaic labels 
used in chemistry (hydrochloric acid; zinc; Cu; CH 3 COOH; 2H 2  + O 2  → 2H 2 O…) 
are able to refer to both real substances and the hypothetical quanticles that 
populate the explanatory models (Taber,  2009a ,  2013c ). This ‘bridging’ function 
offers much potential for confusion if students are not clear when the symbols 
are being used to refer to the macroscopic level, and when to the submicroscopic 
level, but nonetheless provides a very powerful tool for conceptualising and 
explaining chemistry. 

 Although the analogy is not perfect, there is a similar relationship in considering 
the three levels for discussing cognition. In this comparison (see Fig.  3.3 ), the system 
level analysis offers a bridge between the way cognitive activity is experienced 
(directly available to introspection, but only giving glimpses of cognition) and the 
underlying physical basis (which is currently poorly understood, is highly complex 
and offers limited direct insights to inform educators).    

Macroscopic – observable Mental - experienced

Symbolic System

Submicroscopic – molecular Physical - neuronal

  Fig. 3.3    The systems level of 
description for cognition 
offers a useful intermediate 
between the subjective 
mental level and the objective 
but incompletely understood 
physiological level of 
description       
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    Consequences for Science Education 

 The reason for focusing on this issue is to provide a basis for setting out objectively 
what different research studies are concerned with. When research reports discuss 
learners’ beliefs or ideas, or conceptual frameworks, and so forth, the reader should 
be given a clear indication of how the researcher intends the term to be understood 
and methodological details that provide a convincing case that data collection and 
analysis techniques applied are suitable. 

 In the present volume, an attempt will be made to consider what is usually meant 
by these various referents and how they link to, and can be modelled in terms of, 
the different descriptive levels considered above. This will allow a consideration of 
the kind of data collection and analysis which is possible in different cases and 
so the nature of the results that can be offered. Inevitably, it will be argued, research 
results that discuss these foci of enquiry are necessarily presented in relation to 
models of some kind, and the present work sets out to offer indications of the nature 
and status that such models can have.    

 Representing the Learner 

 Given that knowledge of cognition at the physical level is limited, and often 
somewhat indirectly related to the foci of research in science education, much of 
the discussion in this volume will look to relate the mental and systems level of 
description. However, an effort will be made to make a clear distinction between 
these different levels of description. A representation such as Fig.  3.2 , presented 
earlier in this chapter, would be considered fl awed in this respect as it suggests that 
thought is somehow  separate from , rather than at a different level of description to, 
the thinker as a physical person or a processing system. A schematic representation 
that acknowledges that limitation might be Fig.  3.4 , which shows that there is a 
component of the system (an executive processing module) which gives rise to 
conscious experience. This representation is meant to suggest that subjective con-
scious experience is not to be considered some where  else, but as a different level of 
description for what is going on inside the person.

   The notion here of the ‘executive processing module’ should be seen as a theo-
retical entity, which is part of a model of the  individual as a system  that processes 
information and which can give rise to mental experience. Later in the book 
this general notion will be developed. For some purposes such a model might 
be useful regardless of whether there was any anatomic evidence that such a 
discrete component could be identifi ed in the brain. However, for such a model to 
be considered as a realistic one, rather than a purely instrumental one, it would be 
expected that ultimately the system model could be mapped upon actual physical 
features of brains. 
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      Principles Informing the Account in This Book 

 So cognition can be described at three complementary levels, relating to the physical 
nature of the brain, the cognitive system at a functional level and in terms of mental 
constructs. It is important to be clear about which level is being discussed at any 
time. In the discussion that follows, an attempt will be made to consider how 
research into learners’ thinking, knowledge and learning can be understood primarily 
in terms of ideas at both the mental and systems levels. In the latter case, features of 
models of people as information processing systems will be based upon established 
ideas from the cognitive sciences – that is, what research and scholarships suggest 
about perception, memory and so forth. A sensible principle to adopt would seem to 
be that  any models proposed for research in science education should be consistent 
with what is understood about human cognition .                            

  Fig. 3.4    Relationship between the system and mental levels of description       
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                      The paradox of science education is that its goal is to impart new schemata to replace the 
student’s extant ideas, which differ from the scientifi c theories being taught. (Carey,  1986 , 
p. 1123) 

   Researchers looking at student thinking and learning in science have used a 
wide range of terms to describe what they are exploring (Abimbola,  1988 ), but 
when Black and Lucas edited a 1993 volume about the topic they ‘settled on 
the suggestion of  Children’s Informal Ideas in Science  as a relatively neutral 
expression’ (Black & Lucas,  1993a , p. xii). Presumably, part of this neutrality 
comes from ‘idea’ being an everyday term that each of us understands in terms of 
our subjective experience. 

    The Idea of Ideas 

    The  Oxford Companion to the Mind  notes that ideas ‘might be called “the sentences 
of thought”. They are expressed by language, but underlie language – for the idea 
comes before its expression’ (Gregory,  1987 , p. 337). Although we may all feel 
we are comfortable with what an idea is, another reference work warns that in 
philosophy ‘idea’ has been ‘a term that has had a variety of technical usages’ and 
notes that ‘modern philosophers prefer more specifi c terms like “sense datum”, 
“image”, and “concept”’ (Brockhampton,  1997 , p. 262). However, the same source 
notes that ‘an innate idea [sic] is a concept not derived from experience’ ( ibid ). 

 Another term that is commonly used is ‘thoughts’ in the sense of a thought being 
‘an idea or a pattern of ideas’ (Watson,  1968 , p. 1150). I will therefore use the terms 
‘idea’ and ‘thought’ interchangeably. 

    Chapter 4   
 The Learner’s Ideas 
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    The Source of Thoughts and Ideas 

 Given that individuals such as Jean (our hypothetical representative science learner, 
from the previous chapter) have ideas, this raises the question of how thoughts arise: 
How do people have ideas, and what are they based upon? An obvious answer is that 
ideas derive from sensing the world – but clearly not all ideas can be derived  directly  
from sensory experience. Ideas such as the notion of the electron, the second law of 
thermodynamics and the alternative conception that exercising gives you energy are 
not based upon direct observations in any straightforward and simple way.   

    Sensation and Perceiving the World 

 One key part of our subjective experience is that we are aware of our surroundings, 
that is, we form mental ‘images’ of the external physical world. The existence of a 
physical world in which we collectively exist was one of the shared commitments 
of researchers in science education that was assumed earlier. Indeed, this would 
seem to be a necessary ontological commitment of science – scientifi c enquiry 
would seem to presuppose an objective and relatively stable physical world. I can 
see my computer and the rain on my study window, and I can hear music playing 
and, now that I am paying attention, the previously unnoticed, but now irritating, 
sound of my fi ngers depressing keys on my computer keyboard. 

 So one aspect of mental experience is sensory: the body’s sensory system allows 
us to experience and think about our immediate environment. So the ideas a person 
has at least in part derive from their experiences of an external world. So Fig.  4.1  
shows that somehow objects and events in the world can be sensed and presented 
to consciousness. There are clearly two large areas of simplifi cation here, relating to 
how our body is able to sense the environment and how those sensory inputs lead 
to conscious experiences.

      The Apparatus of Sensation 

 At the functional/systems level of description (see Chap.   3    ), we are able to experience 
the world because we have systems components which act as a ‘sensory interface’: 
that is, we are equipped with apparatus which converts stimuli in the external 
world into a form of information that can be processed within the cognitive system. 
This apparatus is our eyes, ears and other sensory organs. However, using the less 
familiar systems language of a ‘sensory interface’ (see Fig.  4.2 ) is useful because it 
can remind us of something that we may otherwise take for granted. Sensation 
involves  representing  – or coding – one kind of thing (a pattern of illumination of 
the retinal cells, say) in another form (electrical signals leading to sequential activation 
of neurons in the nervous system).
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   This is important, because any such translation from one form into another can 
only offer a limited fi delity to the original stimulus. This is familiar from technologi-
cal applications. Telephone lines tend to lead to audio signals that lose much of the 
frequency range of the input. Pictures presented on video links may break up into an 
unrealistic staccato series of images. Photographs or screen images have limited 
resolution. Portable music players offer a range of fi le formats, and those which 
support the storage of the most tunes (such as mp3 fi les) do so by sampling original 
so-called lossless sources in ways that lose some of the original information. 

 A story I once heard that amused me, although quite probably apocryphal, 
concerned a man who is reputed to have approached the artist Pablo Picasso in an 
art gallery and complained that his pictures of women looked nothing like women. 
The man is supposed to have reached for his wallet and pulled out a photograph 
of his own wife. Showing this to Picasso, the critic claimed that this was what a real 
woman looked like. Picasso is said to have then asked if the man’s wife was really 
like the picture, and – on having this confi rmed – commented that the man’s wife 
was very small and rather fl at. 

 Representations are, of course, just that. However, if we are very familiar with 
the representation, it may become easy to forget this – after all we commonly use 
representations to stand for, and to operate on and so think about, other things as if 

  Fig. 4.1    Sensing the world represented as an unproblematic process       
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they were those things. It is often appropriate and more productive to come to 
see the fl ickering pattern on the television screen  as  the newsreader, to see the 
icon on the computer screen  as  the hard drive and to see the chemical equation 
 as  the reaction. 

 If asked to refl ect we might well say these symbols only stand for other things, 
but we  learn  to react to them and act on them  as if  they are the things. When 
I manipulate my computer mouse in certain ways, I conceptualise what I am doing 
as physically ‘opening’ my hard drive and imagine I am doing this at the point 
where I see the screen cursor overlaying the desktop icon on the screen. If I stop to 
think, I know that the drive is not located there, and that the images on the screen 
merely represent operations elsewhere in the computer system, but because the 
screen acts as part of the interface for interacting with my computer, it is more effective 
to operate with the screen images  as if  they are drives, applications, fi les, etc. 

 It is tempting to suggest that there is a parallel here with the previous chapter: 
that the computer screen with its visual imagery is the analogy of consciousness, 
refl ecting particular representations of underlying processes in the computer. However, 
it is probably not productive to delve too deeply into such a comparison, as the 
observer of the screen is outside the computer system.  

  Fig. 4.2    Sensing the word necessarily involves representing external stimuli by coding the signal 
into a form that can be processed in the nervous system       
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    Representations May Seem Realistic 

 Most readers will have seen that with current technology it is possible to produce 
images of solids at the level of individual atoms. Many magazines and books carry 
reproductions of such images. They look, to all intents and purposes, like photo-
graphs of atoms. However, they are not. By scanning across a surface with a suitable 
probe, it is possible to detect the electric fi eld that we interpret as due to the submi-
croscopic entities, such as ions or molecules, conjectured to make up the structure. 
By adjusting the position of the probe to keep the measured fi eld constant, it is 
possible to build up a contour map of the surface – at least if we assume the fi eld 
represents the ‘position’ of the surface, of course. (Whether the notion of a surface 
is actually appropriate at the submicroscopic level is a moot point.) This informa-
tion can be coded using a false-colour scale – and, voila, we have an image, which 
looks like a photograph of the surface at the atomic level. The process is in some 
ways similar to taking sonar readings of a riverbed that can be built up into a contour 
map of river depth. 

 Similarly, most of us are familiar with seeing television images from infrared 
cameras – where radiation that is not energetic enough to be detected by our retinas 
is detected by cameras and then represented as a visible image on the display (with 
a scale of greys or a spectrum of colours representing the temperature of emitting 
objects from different parts of the scene) that can activate our retinal cells. Similar 
techniques are used in astronomy. For example, satellites that image the earth at 
different frequencies can be used to build up coloured photographs of the surface. 
However, the frequencies detected by the sensors do not respond to the three 
primary colours of light of the human visual system. This can lead to very impressive 
and sometimes quite beautiful false-colour images highlighting different features to 
those which would be salient to the human optical system (Sheffi eld,  1981 ). 

 In the same way, planetary probes sent out into the solar system can use 
radiation in the radio region of the electromagnetic spectrum to produce ‘false-
colour’ images of other planets and of their moons. This can of course be seen as 
a more sophisticated version of radar, where objects can be detected using refl ec-
tions of radio signals that are converted to visible blips and audible bleeps for the 
human operator. 

 The term ‘false colour’ however seems to imply that, by contrast, there is a 
standard for translating radiation signals into ‘true’ colour. Most humans have 
similar visual systems. Although we cannot know if we experience colours the 
same subjectively (i.e. as qualia), the apparatus we each have for detecting light is 
generally physiologically similar, and most people are sensitive to much the same 
range of ‘visible’ frequencies of radiation. However, there are exceptions. Some 
people do not have the normal pattern of cones fi ring in the retina and suffer from 
‘colour blindness’. This does not actually mean  not seeing any  colours, but missing 
some of the usual discriminations. Arguably, people who are colour-blind see in 
‘false colour’ compared to most people, but this would be a somewhat arbitrary 
judgement based upon taking ‘normal’ human vision as the standard. 

 Sensation and Perceiving the World
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 This would be arbitrary because there is nothing absolute about the specifi c 
nature of human vision: presumably it is an optimisation of match between the 
general organic properties of humans and the environment in which we live, subject 
to whatever constraints operated during evolution such as available genes and 
proteins. If, hypothetically, humans had evolved on Mars, it seems likely the visual 
system would have been better matched to discriminate in that environment and 
would not have operated so well here on earth. 

 Some insects have eyes with quite different frequency responses to human eyes 
and in particular can detect (i.e. what  for them  is visible) radiation in (what for 
humans is) the ultraviolet region of the electromagnetic spectrum (Peitsch et al., 
 1992 ). Although there are variations from species to species, it has been found that 
Lepidoptera species (e.g. butterfl ies) may have receptors with peak sensitivity in the 
UV as well as other receptors with peak sensitivity in the blue, green and red regions 
of the spectrum. Hymenoptera species such as bees may lack ‘red’ receptors and so 
have three main types of colour receptors, like humans, but detecting primarily 
green, blue and ultraviolet frequencies. By human standards it would seem that bees 
have ‘false-colour’ vision, but if eschewing an anthropocentric perspective, it would 
seem just as fair to suggest that, by bee standards, humans have false-colour vision. 

 The point here is that as vision involves the conversion of one kind of entity (a 
pattern of radiation) into a completely different material form (electrical activity in 
nerve cells), there is no ‘correct’ standard for the conversion process, so  bee vision 
is no more or less intrinsically faithful to the world sensed than human vision . 
Similar arguments apply to the other senses. From a constructivist perspective, it is not 
meaningful to ask which system of representation offers the best fi delity to reality: 
rather the focus should be on the extent to which systems for representing information 
visually in cognitive systems facilitate the construction of models of the external 
world which support intelligent action in/on that external world. Having a visual 
system supports the development of effective mental models (see Chap.   11    ) that 
allow us to act in and upon the world in desired ways (i.e. models that show good 
‘fi t’ to the external world in terms of our experiences, Glasersfeld,  1989 ) is as near 
as we get to ‘seeing the world as it is’ – because seeing an object is not something 
that can be inherent in the object itself but is always the outcome of an interaction 
between the world and a particular sensory system.  

    Sensory Representation Involves a Coding System 

 Our senses are then based on transducers, units that convert energy from one form 
to another, so sensory information is necessarily represented in the nervous system 
using a coding process that has evolved to support us in effectively modelling the 
external world. This coding process allows different patterns of stimulation to lead 
to different patterns of neural activity. Presumably the coding process has evolved 
over a very long period of time and has been subject to natural selection. Therefore, 
the way our sensory organs code stimuli is not only non-arbitrary but has been 
proved in the fi eld to be a very effective system for surviving in our environment. 
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That is reassuring, but the bee has evolved a somewhat different sensory interface 
which is coding data somewhat differently when in the ‘same’ environment and 
which has also proved fi t for survival. Bees and humans are rather different – scale, 
form of locomotion, reproductive genetics, etc. – and perhaps have different 
priorities in their environments. For example, the vision of bees reveals patterns on 
fl owers that are not visible to humans, patterns that have been construed as guiding 
the bees to the nectar and so pollen. So it should not be surprising if effective 
solutions for sensing the environment are different in the two cases. However, this 
does underline that sensing is inherently a process of representing – of modelling 
stimuli in electrical activity.  

    Sensory Information Is Selectively Filtered Before Reaching 
Awareness 

 However, this is only the fi rst of a number of complications in building a mental 
model of our surroundings.

  … most sensory signals probably do not reach conscious awareness but many of them 
lead to modifi ed responses and behaviours, as in the tactile and proprioceptive signals that 
infl uence simple everyday postural and walking activities, which have therefore clearly 
been detected and utilized in complex brain functions. (Libet,  1996 , p. 97) 

   Sense organs do not send nerve fi bres directly to the cortex but rather to subcortical 
areas such as the thalamus, which then have connections into the cortex (Changeux, 
 1983 /1997). Neural ‘nuclei’ in the brainstem are considered to control pathways 
into the cortical areas that undertake the ‘higher-level’ analysis of information. 

 When concentrating, we may become oblivious to what is around us (Csiks-
zentmihalyi,  1988 ), and even when we are aware of our surroundings, we are 
usually only aware of a fraction of the available sensory information. I had not 
noticed the sound of my typing, until I reached the point above where I wished to 
give an example of what I was sensing. We might notice a change in engine tone 
where we had not been consciously aware of an engine, or spot movement in 
a hedge that we had not previously noticed was in our fi eld of vision. So there is a 
(considerable) degree of fi ltering of sensory input, and what we perceive is only a part 
of what we sense. 

 This relates to the body’s internal sensory monitoring as well. Propriosensory 
nerves provide information to the brain on the position of the parts of the body, but 
we are usually only aware of this input when involved in coordinating movement 
requiring particular attention. In terms of the earlier discussion of the relationship 
between consciousness and brain function, an interpretation is that most sensory 
information can be effectively processed within the brain without reaching the 
‘higher levels’ of processing that are associated with consciousness. Indeed, 
Changeux ( 1983 /1997) reports that a baby born without a cortex and so presumably 
with no conscious awareness will show many expected behaviours such as to sleep 
and wake, to suck and to cry. 
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 This leads to a slightly more sophisticated model (see Fig.  4.3 ) of what occurs as 
a result of sensory input than that presented earlier in the chapter. Sensory input is 
fi ltered within a part of the system, which acts as a kind of ‘post-in’ department. 
Some sensory information is directed to the (executive) processing module that 
leads to conscious awareness, and some will be directed to other parts of the system 
where the information will be processed and possibly acted upon through motor 
responses but without involvement of conscious thought.

       Executive and Non-executive Processing Modules 

 In Fig.  4.3 , the part of the cognitive system where processing is associated with 
consciousness has been labelled as the ‘executive’ module (Parkin,  1993 ). The term 
‘executive’ is used in a number of contexts to refer to certain key cognitive functions 
and/or to the systems that undertake those functions in the system. The term will be 
met later in the book in the context of discussing thinking and memory. 

  Fig. 4.3    Sensory information is fi ltered and is channelled selectively to different parts of the system       
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 To indicate that sensory signals as representations of sensory information may 
be processed and acted upon within the system without the involvement of this 
executive module, Fig.  4.3  includes a different processing unit that operates at a 
subconscious, automatic level. This    has been labelled simply as a ‘process operator’ 
to indicate that it processes information without having executive function. The 
importance of preconscious processing will be discussed further below.  

    Sensory Information Is Patched-Up Before Being 
Presented to Consciousness: ‘Filling-In’ 

 The human sensory apparatus has various limitations due to its physical form. Some 
of these are obvious – we do not have eyes in the back of our heads, so our visual 
fi elds are limited but we are not really aware of the edges of the visual fi eld. 
Questions about what we experience just outside the visual fi eld (nothing, blackness, 
grey) do not usually occur to us and are akin, given the currently widely accepted 
model of a fi nite but unbounded universe that originated in a singularity, to questions 
of what there was before the formation of time or what lies outside our universe. 

 More interesting are features like the ‘blind spot’. The mammalian eye has 
evolved with the retinal cell axons, which send the signals from the cell to the brain, 
on the ‘outside’ of the retinal layer – that is, in the vitreous humour – so that they 
have to pass through the retina. This happens for all the retinal receptor cells at 
the same area of the retina. So there is an area of each retina where the fi bres from 
the receptors pass through the retina to form the optic nerve. Although not physi-
cally a large area, this is still a signifi cant patch within the retina. Moreover, it is not 
near the periphery of the light sensitive area, but relatively central. So, on closing 
one eye, our visual fi eld should have a ‘hole’ where nothing can be seen, although 
we do not notice any such gap. However, the blind spot can readily be demonstrated 
by locating a dot in the correct position so that it will become invisible when it falls 
within the blind spot of the eye’s visual fi eld because light refl ected from the dot 
falls on the blind spot and not the surrounding receptors. 

 Our subjective experience (i.e. at the mental level) is of a continuous view of the 
scene, where actually there is a part of the scene that we are not seeing – where there 
is a dot that is now invisible. This is due to a feature of the cognitive system known 
as fi lling-in. The term can be explained by a simple analogy. Consider a science 
educator who was part of a team researching learners’ understanding of the phases 
of the moon and who was given by another member of the team a set of scanned 
images of drawings collected from students participating as informants in the 
research. Consider that one of the images looked like the left-hand part of Fig.  4.4 .

   The researcher might well interpret the large shape at the top of the image, labelled 
as ‘s’ as representing the sun (with ‘m’ as the moon and ‘e’ as the earth). The researcher 
might also interpret the shapes as meant to be circles that act as two- dimensional 
representations of the approximately spherical bodies being represented. However, 
the representation of the sun is slightly odd – it shows a round body but with a big 
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dip, as if a part has been removed. Perhaps the student thinks that the sun is almost 
round, but with a chunk missing – but that seems unlikely. 

 The reader will probably agree that it is not likely that the student thinks the sun 
has this deformed shape – but it is worth noting that this is a judgement made totally 
interpedently of the data, or any other information about the individual student, and 
so is based on background knowledge deriving from previous sources that we judge 
should apply to this student’s ideas. Clearly if we are interested in understanding the 
ideas of individuals, there will always be a danger of interpreting them in terms of 
what we have learnt from  other  individuals. However, having noted the potential for 
misinterpretation, and as this is a hypothetical case, we will allow the assumption. 

 The researcher might surmise that this is a fl aw in the representation – perhaps 
during the scanning process something on the scanner glass, or stuck to the original 
drawing, obscured part of the image. The researcher may therefore decide that the 
image needs to be amended so it is a better representation of the original and uses 
a graphics programme to modify the image to give the right-hand version. If the 
amended fi gure is included in a research report, the authors might omit to mention 
that the image had been ‘touched up’ to correct an apparent fl aw. If you were to read 
the report, then as far as you are aware, the published fi gure (the right-hand version) 
is a faithful representation of the student’s original drawing. 

 Now this is simply meant as an analogy, because something similar happens 
when the cognitive system fi lls in the blind spot. The sensory interface (the retina) 
sends signals relating to the stimulus (light falling on the retina) with no information 
coming from the blind spot where there are no receptor cells. A separate part of 
the cognitive system processes (‘analyses’) the signals and in effect decides 
there will not be a hole in the external world being represented, so it fi lls it in by 
extrapolating from the available information. In the part of the cortex which 
processes visual signals, there is ‘a patch of cortex corresponding to each eye’s 

  Fig. 4.4    Filling-in a copy of a student’s diagram with an apparent fl aw       
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blind spot that receives input from the other eye as well as from the region surrounding 
the blind spot in the same eye’ (Ramachandran,  2003 , p. xv). 

 That processed signal is then sent to other parts of the cognitive system, so that 
the component of the system that gives rise to conscious experience, where vision is 
experienced, is not aware that the information received has been amended to correct 
an apparent fl aw in the original data from the retina – just as the reader of the 
hypothetical research report was not told that the representation of the student’s 
drawing has been altered. 

 Most of the time this works well, as we have two eyes, and even when we keep 
one eye closed, the part of our surroundings that is not registered because of the 
blind spot would usually appear as a continuation of adjacent areas – so fi lling-in 
can produce an accurate rendition. However, the demonstration with the disappearing 
spot shows that when the part of the scene missed by the blind spot is not continuous 
with its surroundings, the subconscious processing of the sensory signal interpolates 
inappropriately. An analogy here is with the student taking readings of water being 
heated in beaker and extrapolating the temperature series 14, 34, 56, 75 and 94 °C 
by assuming that the next reading will be approximately 115 °C. 

 Under these conditions, the processed signal gives false information about part 
of our surroundings, reporting what is not there and missing what is:

  What I mean by  fi lling-in  is simply this: that one quite literally sees visual stimuli (e.g., patterns 
or colours) as arising from a region of the visual fi eld where there is actually no visual input. 
… In neural terms, this means that a set of neurons is being activated in such a way that a 
visual stimulus is perceived as arising from a location in the visual fi eld where there is, in 
fact, no visual stimulus. (Ramachandran,  2003 , p. xv, italics in original) 

   Filling-in has presumably evolved, and been retained, as part of the way our 
cognitive systems function because it generally works – most of the time it corrects 
a defect in sensory input and supports accurate perception. However, clearly there 
are conditions under which it can mislead. In my analogy of the student drawing, 
the patching-up of the apparently faulty image would seem an appropriate thing for 
the researcher to do – but it was based on assumptions. Perhaps had the researcher 
asked the student about this before amending the diagram, it might have transpired 
that the unusual representation of the sun was not an artefact of copying but part 
of the deliberate design. Perhaps the student was meaning to show how a cloud can 
obscure part of the face of the sun: in which case the fi lling-in process could have 
denied the reader some interesting information about the student’s ideas.  

    Perception Is the Outcome of Active Processing 
of Sensory Information 

 Furthermore, we are usually aware of objects and events, when what we  sense  
are patches of colour, tones and so forth. This is what is meant by ‘perception’: ‘the 
process of recognizing or identifying something; Usually employed of sense perception, 
when the thing which we recognize or identify is the object affecting a sense organ’ 
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(Drever & Wallerstein,  1964 , p. 206). Roth suggests that ‘the term  perception  
refers to the means by which information acquired from the environment via the 
sense organs is transformed into experiences of objects, events, sounds, tastes etc’ 
(Roth,  1986 , p. 81). A key term here is ‘transformed’. This again is something we 
tend to take for granted. The percept, the ‘mental product of the act of perceiving’ 
(Drever & Wallerstein, p. 206), is a conscious image of a bus or building or tree, 
etc., but of course our perception is not of an internal representation but rather that 
such objects are present in our surroundings. 

 By defi nition what is ‘in’ the nervous system when we perceive objects in our 
surroundings cannot be those objects – we do not have buses and building and trees 
in our central nervous systems, only representations of them, coded into electrical 
patterns of activation. This is obvious but reminds us that we have learnt to ‘see’ 
buses and building and trees and so forth without any independent standard of 
what they are ‘meant’ to look like. In terms of the system level of description (see 
Chap.   3    , Table   3.4    ), stimuli (such as light refl ecting from an object) are detected 
at the sensory interface (the retina in the case of light) and coded into electrical 
activity. The electrical representations of the stimuli are subject to processing (i.e. 
in circuits in the brain) in components that interpret the signals as indicating the 
presence of certain familiar features of our surroundings, and then the outputs of 
that level of processing are further signals that are sent to the ‘higher’ processing 
centre that is accessible to consciousness. Deese ( 1963 , p. 400) has commented that 
‘the world presented through our senses is a vast jumbled confusion of different 
sensations. We are able to deal with it only by cutting it down to the size of our 
mental processes’. 

 There are then there at least three system components involved in perception: the 
sensory interface, one or more subconscious processing components which analyse 
sensory signals and interpret them and the higher-level ‘executive’ component 
which receives the interpretations (see Fig.  4.5 ).

       Perception May Involve Over-Interpretation 

 There is then a considerable level of interpretation of sensory information prior 
to that information being accessible to consciousness, or, put another way, ‘it is 
well known that making sense of our perceptual inputs is an ‘ill-posed’ problem 
and much ‘computation’ must be done to produce veridical solutions’ (Crick & 
Koch,  1990 , p. 272). We are often most aware of this when that interpretation 
proves to be wrong: when on investigation something we see or hear or feel turns 
out  not  to be present. The whisper transpires to just be the wind; the person moving 
in the shadows is just a ‘trick’ of the light; the man in the moon is just a random 
pattern of craters illuminated by the sun. We recognise a friend, only to then 
realise we are waving to a stranger. So percepts can be mis interpretations  of the 
external world.  
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    Innate Bias in Perception 

 The human cognitive systems also seem to have innate, that is, built-in, biases. That is, 
we seem to be born with a tendency to interpret sensory information in particular ways. 
One example of this is ease at which we interpret patterns as faces. Recognising and 
identifying faces is clearly a very important part of operating as a social being, and when 
this aspect of cognition goes wrong, the defi cit can make life diffi cult (Sacks,  1986 ). 
Babies seem to be able to recognise faces very early in life, and it is possible to produce 
quite simple iconic presentations of the face that are readily recognised as such: the 
emoticon, for example, ☺, originally typed simply as three punctuation marks: 

  :-) 
 This seems to be achieved due to a bias in the cognitive system to interpret quite 

minimal cues as faces, and the by-product of this is that people have seen faces in 

  Fig. 4.5    Perception involves interpretation of sensory signals       
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the moon or in images of the surface of Mars, in butter melting on toast, in geological 
formations and so forth. Figure  4.6  is a reproduction of a photograph I took at the 
English coast. In the image, I can see a man’s face looking down out of the clouds. 
I am perfectly aware that when I took the photograph, there was no giant man in the 
clouds and that such a thing would not be feasible. However, even though I  know  
that the impression is produced by the over-interpretation of arbitrary features of the 
cloud formation, I still  see  the face.

   Perhaps when you fi rst looked at the image printed here, you could not make out 
any face? If so, and you persevered, I suspect you too (re)cognised the face, even 
though you also  know  there is no face there.  

    Learnt Bias in Perception 

    Moreover, once you have recognised the face, once it has become a percept, it is diffi cult 
to avoid ‘seeing’, no matter how convinced you are that it is merely an artefact of the 

  Fig. 4.6    Sometimes subconscious levels of processing present us with interpretations we know 
cannot be correct (Image fi rst published in Taber & García Franco,  2009 )       
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imaging process. Even when our cognitive systems are not innately biased, our 
experiences certainly bias their future operation. It has been suggested that ‘there is no 
such thing as an entirely new experience or memory. All that is apparently new to us 
happens in the context of old and well-established memory’ (Fuster,  1995 , p. 4). 

 The part of the cognitive system that consciously processes the perception does not 
seem to have a means of providing feedback to the subconscious component that 
interprets the sensory information to modify its analysis. The face will continue to be 
perceived regardless of our executive judgement that it is not present in the environment. 

 Key points to note from this discussion so far are that:

    1.    Attention to sensory information is selective.   
   2.    Our senses only provide a representation of what is in the external world.   
   3.    Perception involves subconscious analysis and interpretation.      

    Perceiving Communication from Others 

 The discussion above considers an object or event in the environment that is being 
sensed and perceived and provides a source for the conscious ideas of the learner. 
Human beings have developed communication systems based on signals and signs. 
These signals and signs are an important part of the individual’s environment and 
are an important source of their sensory input. In the context of research in science 
education, the importance of thinking about student learning in terms of human 
social interaction has been increasingly recognised in recent years (Roth & Tobin, 
 2006 ; Scott,  1998 ; Solomon,  1993 ). This would include listening to the teacher, 
reading textbooks and discussing schoolwork with peers. 

 In an important sense, perceiving communication from others can be considered 
to be subsumed under the discussion above – Fig.  4.5  can still offer a general scheme 
to cover these cases. However, there are features of these situations that mark them 
out as particular. For one thing, language appears to be supported by areas of the 
brain that have evolved to specialise in language processing. 

 Moreover, communication is of special interest because it involves leaving traces 
in the environment that are intended to  represent particular meanings . Perception of 
communication therefore raises the question of  to what extent the communicatee is 
able to reconstruct the intended meanings . This issue will be explored later in the 
book, when considering the nature of understanding (Chap.   6    ).   

    Paying Attention: Distinguishing Subliminal 
and Preconscious Processing 

 It has been proposed that there are two distinct criteria for whether sensory signals, 
the electrical impulses from the ‘sensory interface’, result in conscious awareness 
(Kouider & Dehaene,  2007 ). One concerns the strength of the signal – that below a 
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certain threshold a signal will not lead to processing at high enough levels to lead 
to conscious awareness. It has been suggested that this type of subconscious 
processing be referred to as  subliminal . Subliminal processes may be attended to by 
the system, but not consciously (see Fig.  4.7 ).

   However, signals that meet the threshold  do not necessarily  lead to conscious 
awareness. Rather, Kouider and Dehaene suggest such signals are stored in buffers 
available to the executive processing module, where they may be accessed if attended 
to, but that they may not be accessed if attention is elsewhere, in which case they 
will be lost when the buffer is effectively refreshed with a new signal. Kouider and 
Dehaene suggest this type of processing should be referred to as  preconscious :

  Preconscious processing occurs when processing is limited by top-down access rather than 
bottom-up strength. According to the theory, preconscious processes potentially carry 
enough activation for conscious access, but are temporarily buffered in a non-conscious 
store owing to a lack of top-down attentional amplifi cation (for instance owing to transient 
occupancy of the central workplace system). (Kouider & Dehaene,  2007 , p. 176) 

  Fig. 4.7    Different levels of processing in the cognitive system       
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   So a signal that would be strong enough to get our conscious attention in some 
situations may not be noticed consciously at other times. We may not notice the 
pain from an accident in the immediate aftermath as our focus is on responding 
to the crisis. We may not notice the smell of food burning in the kitchen, if we are 
absorbed in reading an engaging book. 

 This is a potentially important distinction as it shows that there are both (1) cognitive 
processes that are not accessible to consciousness and (2) others that are potentially 
accessible but require the executive to in effect ‘call’ for the data (Fig.  4.8 ). Part of 
the role of the ‘executive’ module is to direct attention and thus moderate awareness 
of sensory information:

   Thus neural activity throughout the brain that is generated by input from the outside world 
may be differentially enhanced or suppressed, presumably from top-down signals emanating 
from integrative brain regions …. (D’Esposito,  2007 , p. 17) 

  Fig. 4.8    The executive can select preconscious signals for conscious attention       
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       Recalling Experiences 

 As sensory information is fi ltered, interpreted and tidied up before reaching the 
executive levels of processing and so consciousness, there is a sense in which ideas 
based on current perceptions not only derive from current information from the 
external world but also draw upon features of the processing systems operating 
subliminally. To the extent that some of these features have themselves been shaped 
by previous experience, they can be considered to in a sense be  a form of memory , 
albeit an automatic type of memory that operates without our awareness. 

 However, it is also the case that we have access to more explicit forms of memory. 
We are able to think about previous experiences and so have  current  mental 
experiences that do not directly relate to  current  perceptions of the external world. 
Such recollections can be triggered by something we currently perceive. We can 
also access memory without reference to current perceptions. So just as perception 
can act as a source of ideas, so can memory. The concept of memory is highly 
signifi cant for a number of the key ideas in this book such as personal knowledge 
and learning and so is considered in more detail in the next chapter (Chap.   5    ).  

    Imagining Possibilities 

 It is also our experience that our thoughts are more than just perceptions and memories: 
as well as what seems to be now, and what we recollect was before, we can also 
think about the impossible, or the feared or wished-for, ‘as of one who in a vision 
sees what is to be, but is not’ (as Longfellow expresses it in his poem ‘The Song of 
Hiawatha’). So there can be a  creative  aspect to thinking, and ideas need not be 
direct refl ections of our experiences. 

 Imagination is a human faculty and (just as perception and remembering) represents 
a processing facility of the human brain. Imagination works with/on existing resources: 
our perceptions of the world and our memories of previous experiences.

  Philosophers have traditionally distinguished between ‘simple’ ideas and ‘complex’ ideas. 
Simple ideas were supposed to be directly derived from sensation. When combined, they 
can produce complex and abstract ideas far removed from sensory experience and expressed 
in shared language. Simple ideas are the ‘atoms’ of associationist accounts of the mind. 
(Gregory,  1987 , p. 337) 

   Our perceptions are representations – of how the world seems to be – in the 
mind. Our memories are recollections of how aspects of the world previously 
seemed to be – so also representations in the mind. Although    experience may seem 
holistic, it is based on a combination of both analytical and synthetic processes: 
analytical, as the sensory information detected by the eyes, ears, etc. are analysed 
and presented to the mind as the sound of an oboe, a moving car, the taste of spring 
onion, etc., not the patches of colour, coincidence of tones, etc. actually triggering 
the sensory cells; and synthetic, because we have a ‘multimedia’ experience of the 
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world, visual and auditory information, for example, enter the brain by different 
‘channels’ but lead to a unitary experience of a world where the sights, sounds, 
smells, etc. are associated. 

 Indeed, for rare individuals, synaesthesics, there are strong associations between 
sensory impressions that go far beyond what most people experience (e.g. particular 
numbers being associated with certain colours or sounds that evoke tastes) and 
which would seem to be suboptimal in forming mental models of the world because 
the association can seem to non-synaesthetes as arbitrary in relation to the objects 
stimulating the perceptions. 

 This blending of different kinds of input into a coherent perception of our 
surroundings clearly involves a lot of processing and suggests that the human 
nervous system has quite sophisticated apparatus for processing sensory information 
and constructing a multimedia impression of our immediate environment. Our ability 
to imagine things we have not experienced and even could not experience (because 
they do not refl ect actual states of the external world and may even be physically 
impossible, i.e. they may not even refl ect possible states of the external world) sug-
gests that either the same or at least comparable processing apparatus is able to use 
the resources from which we construct our experience of the here and now and build 
alternative possibilities. The current view is that it seems likely that apparatus that 
evolved primarily to support perception has been recruited to allow imaginative 
thinking as well. This of course is highly relevant to science and science education, 
when considering the nature of thought experiments, for example (Brown,  1991 ). 
The processes by which imagination can produce novel ideas will be considered in 
more depth later in the book in the chapter on the learner’s thinking (Chap.   7    ).  

    Expressing Ideas 

 As the Oxford Companion to Philosophy points out, ideas ‘are entities that only 
exist as contents of some mind’ (Brown,  1995 ). That in no way suggests they are not 
important: in a very real sense, humans are just ‘such stuff as dreams are made on’ 
(as Shakespeare’s Prospero suggests in  The Tempest ). However, it is highly signifi cant 
for research exploring student thinking that  the ideas learners have are only directly 
available to them and have to be inferred indirectly by researchers . 

    Representing Ideas 

 If our ideas are purely personal, subjective experiences, then we cannot show them 
to anyone else. Rather we have to represent them in a public space if we wish to 
‘share’ them with others. This representation can take a number of forms: we can 
express our ideas in prose or poems; we can draw out our ideas, act our ideas out or 
make fi lms, compose music, compile photoessays or dance them out. The key point 
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is that, whatever form representation takes, the representation is  different from  
the original idea – the thought – and so  the representation can never be a replica 
of the idea . 

 There is symmetry here with the situation described in terms of perception 
(above). The representations of the external world in the nervous system are 
necessarily different in form to the information reaching the senses: equally, the 
representations we make in the external world  of  our ideas are necessarily different 
in form to those ideas. 

 I have referred elsewhere to Popper’s use of the notion of three worlds: the physical 
world, the world of subjective experience and the world of ideas in the abstract, or 
Worlds 1, 2 and 3 (Popper,  1979 ; Taber,  2009b ). These ‘Worlds’ contain fundamen-
tally different types of things, and we can never  move  something from one of these 
worlds to another. So the abstract notion of a Platonic Form such as an ideal sphere 
only exists in World 3. A physical (World 1) object such as the sun or a ball bearing 
may be considered to approximate it, but even if it is considered ‘spherical’, it cannot 
be the same as the abstract notion of a sphere. 

 The human mind is capable of thinking about both actual objects that may be 
designated as spherical and about the geometrical form of the sphere in abstract, but 
in both cases these are mental representations (World 2 objects), so ‘the image of a 
Platonic Form that occurs in a person’s mind would be an idea in our sense’ (Brown, 
 1995 , p. 389). This might be seen as a parallel to the distinction made in discussing 
language with metalanguage (e.g. between the word ‘banana’ and a banana): a word 
is not what it represents, and a sentence is not its meaning. 

 In this book I have not emphasised the notion of the different worlds but rather 
have stressed the assumption that conscious experience such as ‘having ideas’ is 
associated at the cognitive systems level with processing of information, which 
in turn is based on the properties of the physical (electrochemical) structure of the 
human brain. In the terms set out in the previous chapter, an account of the 
conscious experience such as ‘having ideas’ is a description at the mental level; an 
account of the processing of information is a description at the computational or 
system level; and an account in terms of the electrochemical structure of the human 
brain would be a description at the physical level. However, there is a close parallel 
here with the three Worlds formalism, with the mental description concerning World 
2, the systems description representing an idealised account in World 3 and the 
physical description being about World 1. 

 The mental experiences we have are clearly different in form to the electrical 
patterns of activation in the brain that are associated with them. Although those 
patterns ‘translate’ (give rise) to ideas in terms of conscious experience, they are 
actually in the form of a ‘code’. That code also has to be translated into behaviour 
to represent what is coded in the external world, in the public space available to 
others. The representation formed in the external world is thus at least two stages 
removed from the idea experienced. 

 This is represented in Fig.  4.9 , where the left-hand image offers a dualist 
interpretation (see Chap.   3    ), where ideas are translated into brain processing which 
leads to actions that can be examined by others in the external word (e.g. writing, 
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speaking). In this volume it is considered more appropriate to consider mental 
notions such as ideas as being an emergent property of the brain. In this concep-
tualisation (see the right-hand image in Fig.  4.9 ) electrical activity in the brain is 
considered as the basis for mental experience: nonetheless, ideas are still two repre-
sentational stages away from behaviour that reports those ideas.

   I stress this point as it is a fundamental assumption underpinning this book that 
because ideas can only be expressed by being represented in some other form 
than ‘thought’,  we cannot assume that representations of ideas have true fi delity to 
the ideas being represented . Indeed, in principle, the representations cannot be ‘the 
same as’ what is being represented. This is indicated in Fig.  4.10 , where the 
representation is in the external world and takes a physical form such as sound, 
inscriptions, bodily movement, etc., quite different from the nature of thought itself.

   Figure  4.10  shows that the processing of information in the ‘executive’ processing 
module that correlates with consciousness (having an idea) can lead to action in the 
external world to represent our thinking. Signals from the executive processor can 
activate areas of the brain concerned with the voluntary control of movement (the 
motor cortex), which then sends signals to the muscles to bring about speech, 
writing, gesturing, etc. There is in effect a ‘motor interface’ to represent electrical 
activity into action in the external world, just as there is a sensory interface to 
represent stimuli into electrical activity. As with the sensory interface (which 
includes the retinas, the mechanism of the ear, the olfactory membranes, etc.), the 
motor interface is not physically a single entity, but rather consists of various 
spatially distributed components. There are many places in the body where motor 
nerves stimulate different muscles. 

 So in representing an idea, the motor system is used to produce talk or to write, etc., 
and so the brain needs to bring about coordinated physical activity. This is some-
thing we generally take for granted, but clearly for some individuals, especially the 

  Fig. 4.9    Representations available to public scrutiny are indirect indicators of ideas       
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young or those with particular disorders, producing coherent speech or readable 
handwriting is non-trivial. For many of us, expressing our ideas in some forms may 
be challenging. If I was asked to dance or paint a representation of electromagnetic 
induction or photosynthesis, then even assuming I was able to conceptualise how 
I wished to express my idea of the concept in that form, I would not be confi dent 
that I could execute the representation as I would intend. I might feel more confi dent 
in using speech or writing, but that may not apply to all young people we interrogate 
in our research. Clearly this is important in research if we assume that the representa-
tions that people make of their ideas are a good guide to their ideas. This is often 
recognised when the literacy skills of young children may limit their ability to read 
research instructions/questions or produce written answers, but in principle this is 
always an issue that limits what we can achieve in research into students’ ideas and 
so their understanding and their learning. 

  Fig. 4.10    Representing ideas in the external world       
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 To some extent individuals can check upon the representations they make in the 
world, at least to the extent that they can monitor them through their own senses, 
that is, perception produced through processing in the cognitive system as outlined 
earlier. For example, we can monitor our own speech productions, and if we 
detect mistakes make a corrected utterance. However, ‘slips of the tongue’ may go 
unnoticed, and of course the mechanism by which we obtain sensory information 
about our own actions in the world is subject to the same processes of representation, 
fi ltering, interpreting and tidying that accompany any other perceptions, with the 
added complication that we have strong expectations of how our representations 
will be enacted in the world. To represent this, in Fig.  4.11 , the percept is a limited 
representation of the enacted representation of the original idea, in part infl uenced 
by knowledge of what was being represented: this is the very knowledge which 
is absent when interpreting the public representations made by others. More 
permanent representations – writing, drawings, etc., may be easier to check in this 

  Fig. 4.11    Feedback to check on representation made in external world: does the percept of our 
representation match the idea we were trying to represent?       
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way than more ephemeral actions such as gestures and speech that do not leave a 
permanent trace in the environment. But even here, the issues of interpretation are 
relevant. A person who produces an inscription that offers several readings because 
it can be readily understood in several ways is likely on reading back their own 
production (i.e. public representation) to interpret the writing according to the 
intended meaning and may well not detect any ambiguity.

        Accessing Another’s Ideas 

   The stubborn fact is that conscious experience or awareness is directly accessible only to 
the subject having that experience, and not to an external observer. (Libet,  1996 , p. 97) 

   Ideas, subjective experiences of products of our own thinking, cannot then be made 
directly available to anyone else, but rather can only be represented (e.g. described) 
in the public space of the external world. Reporting an idea is necessarily to produce 
something of a different form than an idea. The key implication here for our present 
purposes is that researchers only have direct knowledge of the ideas produced 
by their own thinking. They can only infer the ideas of others indirectly – an indirect 
process that is informed by the researcher’s own implicit or explicit model(s) 
of what is involved. 

 This is shown in Fig.  4.12 , where one individual, Jean, has an idea which he/she 
wishes to ‘share’ with another person, Lev. Jean can only do this by creating a rep-
resentation of the idea in the public space they share. Lev can then form a percept of 
this representation, which can be used as the basis of attempting to reconstruct the 
idea. As a result of this, Lev produces an idea of what Jean is trying to  communicate. 
Lev’s idea is not Jean’s idea, but an idea of what Jean’s idea might be.

  Fig. 4.12    ‘Sharing’ ideas is an indirect process       
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   Whether Lev’s idea of Jean’s idea could be considered similar enough to 
Jean’s idea to be considered  in effect,  the ‘same’ idea, a shared idea, is a challenging 
question – how could we ever be sure? However, there is clearly an important sense 
in which they cannot be the same idea. 

 In terms of the notion of there being three worlds (Popper,  1979 ), then Jean’s 
idea and Lev’s idea are ‘World 2’ objects. However, in a sense it is misleading to 
talk this way, as they are not part of the  same  World 2. The public space in Fig.  4.10  
represents the physical world, World 1, in which Jean and Lev exist as corporeal 
beings. The idea that Jean had, shown to the left of the public space occurs in Jean’s 
subjective world (World 2J), and the idea that Lev forms, shown here to the right of 
the public space, occurs in his own subjective world (World 2L). There are, in effect, 
as many World 2s as there are creatures capable of subjective experience sharing the 
same physical World 1.  

    Research to Investigate Learners’ Ideas in Science 

 The processes represented in Fig.  4.10  apply whenever one person interprets 
another’s behaviour in order to understand their ideas, whether the person expressing 
the idea or the person attempting to understand it are students, teachers, researchers 
or simply two people having an everyday conversation in the workplace or shopping 
or at some leisure event. 

 However, in the case of researchers, there is likely to be at least one further step, 
as the researcher’s purpose is not just to develop a personal understanding of the 
informant’s ideas but also  to develop public knowledge . (This in itself is a problematic 
notion, as will be explored in Chap.   10    .) The researcher will therefore seek to report 
fi ndings, potentially including accounts of informants’ ideas. At a minimum, then, 
the research process will include:

•    The informant expressing an idea by representing it in some form in the public 
space where the researcher can perceive the representation  

•   The researcher attempting to develop a personal understanding of what the idea 
being expressed was;  

•   and attempting to represent the researcher’s own idea (of the informant’s idea) 
– most commonly in the form of inscriptions in a research report submitted to a 
journal (Fig.  4.13 )

      If published, the ‘public knowledge’ is then represented in a paper, and of course 
readers then interpret, and develop their own ideas of, what is represented. We might 
say that readers form their own subjective understandings of the representation of 
the researcher’s understanding of the original informant’s idea, as mediated by the 
informant’s public representation of that idea! 

 Sometimes research reports may include ‘data’ which more closely relates to 
the informant’s original representation, for example, transcription of speech or 
handwriting, or a scanned copy of a diagram. Such data can sometimes offer close 
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facsimiles of the original representation although not of the informant’s original 
idea, of course, allowing the reader to form their own alternative interpretation of 
the representation. However, conventions of, and constraints on, journals, and the 
practicalities of reading other people’s research, mean that most published research 
reports at best present a few selected samples of the raw data upon which the 
researcher based their interpretations. 

 This process is represented in Fig.  4.14 , and of course the chain becomes further 
extended if the original reader of the research is a teacher educator who reports 
the research to teachers in training, or a researcher who reports the research as part 
a literature review for another study or an author who discusses the research in a 
research review or a textbook.

      Modelling Student Ideas 

 In this Chapter it has been argued that although we can reasonably assume that other 
people have ideas, much like us, we can never have direct access to anyone’s ideas 

  Fig. 4.13    Research reporting a learner’s ideas offers accounts of second-hand interpretations of 
those ideas       
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but our own. It has been argued that although we can express our ideas by representing 
them in a public space in the external world in various forms, the representation is 
intrinsically very different from the idea itself and so cannot be assumed to be a 
perfect refl ection of it. The ideas are correlates of electrical activity in the brain that 
can be refl ected in various actions in the external world due to the body’s ‘motor 
interface’. There will be some skill involved in representing the idea through motor 
activity, including in speech production or writing. 

 Furthermore, the representation itself needs to be perceived by the person trying 
to understand the idea, and this involves the representation acting as a stimulus 
which is converted to electrical signals by the observer’s ‘sensory interface’, then 
processed in the brain to be presented to consciousness as perceptions. Those 
perceptions may not directly lead the observer to a candidate hypothesis for what 
the original idea might have been, and so further conscious analysis, refl ection 
and interpretation may be required. The process of communicating ideas is 
always an indirect one. This has been stressed in such detail because in our 
everyday lives we take such communication for granted much of the time. 
Arguably, human beings have evolved to communicate well enough for most 
everyday purposes, and in normal interactions it makes sense to largely take the 
processes of communication for granted rather than to analyse them in the manner 
undertaken in this chapter. Misunderstandings occur, but generally we feel we 
are able to understand what others try to tell us or at least are usually aware when 
we do not understand. 

  Fig. 4.14    A reader of a research report forms an idea of the learner’s original idea based on a 
series of re-representations       
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 An argument made in this book however is that whilst research may draw upon 
our everyday communicative skills, it should be a technical activity where we do 
not take everyday processes for granted. Everyday transactions would likely be 
unreasonably retarded by analysing them in technical terms, as has been attempted 
in this chapter. In effect, in everyday life, we commonly admit the occasional fl awed 
interpretation as the cost of quick and easy communication ‘of ideas’. 

 Research, however, seeks to make knowledge claims that are robust and well 
evidenced, and a more deliberate consideration of the nature of the data and its 
interpretation is called for. The analysis offered here then provides an important 
background for thinking about the research process, as discussed in Parts III and IV 
of the book.                                        
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                    Memory is clearly a key component of learning – there would be no learning without 
some form of memory. Much research in science education that looks to explore 
students’ knowledge and understanding is in effect probing aspects of the learner’s 
memory. However, ‘memory’ is part of the mental register of lifeworld terms 
(see Chap.   2    ) that are generally used unproblematically in everyday communication 
because of the ‘theory of mind’ that we all acquire through normal development 
(see Chap.   2    ). That is, a person’s everyday experience supports a view that I remember 
things and so must store those memories somewhere, and in everyday discourse 
I assume other people have similar subjective experiences of remembering as 
I do. As will be suggested in this chapter, research into memory suggests that 
our everyday ways of talking and thinking about memory may be inadequate for 
research purposes. 

 Whilst there have been few studies in science education which are explicitly 
framed as exploring memory as opposed to say conceptions, or thinking, nonetheless 
memory is clearly a taken-for-granted feature of a great many studies. A good deal 
of the research into aspects of students’ ideas and thinking assumes that what is being 
probed is supported by some kind of stable knowledge base ‘stored’ in memory.   Part 
III     of this volume will consider the nature of a student’s knowledge. It is useful, as 
preparation for that, to establish some notions about the nature of memory. 

        Memory ‘Contents’ 

 A number of terms are commonly used when discussing the types of memories people 
may have. The term  declarative  memory is as an overarching term for ‘consciously 
accessible memories of fact-based information’ (Walker & Stickgold,  2004 , p. 121), 
whereas non-declarative memory includes both procedural memory (e.g. remember-
ing ‘how’ to ride a bicycle or tie shoe laces) and so-called implicit learning that takes 
place without conscious awareness. (Learning is considered in   Part IV     of the book.) 

    Chapter 5   
 The Learner’s Memory 
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 Declarative memories are considered to fall into different classes. In particular, 
 episodic  memory relates to specifi c events, whereas  semantic  memory refers to 
memory for general information ‘not tied to a specifi c event’ (Walker & Stickgold, 
 2004 , p. 122), that is, abstracted from the specifi c context of learning. Remembering 
one’s graduation ceremony would be based on episodic memory, whilst making 
sense of the memory by recalling that graduation is a congregation for the award of 
degrees would be based on semantic memory.   

    Memory as a Source of Our Ideas 

 The previous chapter explored what we mean by ideas and therefore the nature of 
the focus of research that claims to explore students’ ideas. It was suggested in the 
previous chapter that we might consider sensory information and memory as two 
sources of our ideas. To a fi rst approximation, but one that we will revisit below, we 
may consider these two sources as distinct: sensory information (ignoring for the 
moment internal monitoring and regulation of the body) derives from the external 
world, whereas memory is an internal resource. Figure  5.1  represents this distinction 
using the kind of simple systems-level model used earlier in the book.

   This distinction is useful, but a note of caution is important. In the previous 
chapter, it was described how perception involves interpretation. The apparatus that 
interprets sensory information is in part ‘programmed’ by genetics – which itself 
can be considered a kind of ‘memory’ representing the patterns of interpretation 
that have allowed earlier generations to operate in their environments – but partly 
tuned by the individual’s experiences in the world. Therefore, ‘memory’ is involved 
in the subliminal processing that precedes perception.  

    The Physical, Functional and Mental Aspects of Memory 

 In Chap.   3    , a three-level perspective on cognition was presented, suggesting that we 
can discuss aspects of learning, thinking, etc. at three different levels: the mental 
level of what we subjectively experience and how we commonly describe this 
experience (in terms of ‘thinking’, ‘remembering’, etc.   ); the functional systems 
level in terms of what the cognitive system does in processing information for us; 
and the physical level where cognition is considered (mechanistically) to be the 
outcome of processes in the nervous system that can be studied in terms of physiol-
ogy and explained in terms of cells, synapses, neurotransmitters, etc. 

 It was suggested that although we assume a biological basis for the mind, we can 
often make more progress in understanding cognition by mapping subjective 
experience and everyday notions onto models at the functional systems level (see 
Table   3.4    ). At this level we consider the functions of different brain system compo-
nents, rather than the specifi cs of location and physical structure. 
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 However, our assumption of a physical basis to mental life means that although 
we can develop models at the systems level, these should ultimately be consistent 
with what research into the brain has uncovered. A problem here though is that current 
knowledge in cognitive neuroscience does not yet enable us to specify the constraints 
that should apply to our functional levels (J. Driver, Haggard, & Shallice,  2007 ). 
Some of the discussion in this chapter that refers to brain function is therefore still 
quite provisional. A more secure basis for developing functional models is the 
evidence from studies of memory that can provide information on how memory 
functions and so set out the features a functional, systems level, model must explain. 

 What does seem clear, and is important for researchers making assumptions 
about the nature of the knowledge ‘stored’ in the learner’s memory, is that everyday 
folk notions about memory may seriously misrepresent it. In everyday life we 
consider memory to be not only a major part of subjective experience but to be a 
kind of  store  of accounts of previous experience that we put away for safekeeping 

  Fig. 5.1    Memory and perception as two sources of ideas       
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for future reference. Yet, studies in psychology have long suggested that memory 
does not (usually) work by storing high-fi delity copies of experience. Moreover, 
research into the brain, as discussed below, brings into question the notion of there 
even being a  discrete  memory store located ‘somewhere’ in the brain. 

 Our functional models, in terms of systems of components which process 
information in various ways, do not depend upon discrete physical (anatomically 
distinct) components being identifi ed in the brain: functions can be distributed 
spatially without undermining the usefulness of labelling a box on a systems 
diagram. So, for example, in the fi gures in previous chapters, I have for the sake of 
simplicity represented distributed functions like the body’s sensory and motor inter-
faces as each being a unit or module in the system, even though in both cases the 
interfaces are actually comprised of a multitude of different ‘devices’ spread around 
the body at the peripheral ends of sensory and motor nerves, respectively. Rather, 
the sensory interface, for example, can be considered to be a set of components with 
one basic type of function – representing stimuli in electrical signals. However, in 
the case of memory, the existence of a  functionally distinct  unit in the brain has 
itself been questioned, and this will infl uence the way the role of memory in the 
learner’s cognition is best modelled at the systems level. 

     The Nature of the Learner’s Memory Store 

 We are generally not aware of most of the previous experiences that we can some-
times access. So in that sense, although remembering is part of conscious thinking, 
the memory (the ‘record’ or ‘store’) is not. Memory traces can be considered at the 
systems level as resources that can be accessed by the executive processor that gives 
rise to consciousness. 

 At the systems level then, the cognitive system includes a component, in effect the 
association cortex, that is able to in some sense represent previous experience in a form 
that allows later access to those ‘records’ of prior experiences. We represent current 
experience in memory so that we can in some sense access (remember) it later. As 
subjective experience is assumed to arise from processing at a certain level in the cog-
nitive system, this implies that in some sense the output of processing is ‘stored’, and 
can later be accessed, leading to a subjective experience (e.g. something remembered) 
which is to at least some degree similar to the original experience (e.g. a perception). 

 Of course, we have no independent way to know if our experiences of remembering 
previous experiences are true to the original experience – and so we tend to  assume  
that when we experience particularly vivid and apparently realistic ‘remembrances 
of things past’, then these experiences are true to the original experience being 
evoked. However, it is also a part of everyday experience that it is not unusual for two 
people who think they clearly remember the same past event to actually produce 
contrary reports which might lead us to suspect that we cannot always rely upon 
what appear to be clear memories of the past. A popular musical song, ‘I remember 
it well’ by Lerner and Loewe, draws upon such an experience for comic effect. 
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 As the physical basis of the processing that correlates with thinking at the mental 
level is considered to be electrical activity, then this would suggest that  either  
the store must be some kind of maintenance of that particular pattern of electrical 
activity associated with that particular conscious experience or a representation of it 
in a different form. It appears that patterns of electrical activity are not themselves 
maintained in the brain permanently, but rather the activity level of different neural 
circuits shifts over time: a pattern of activity relating to an experience will die away, 
but may become active again at some later time. 

 Current thinking (at the physical, brain level) then is that the store does not 
consist of the original patterns of electrical activity, but rather modifi cation to 
circuits of neurons which when activated can reproduce something like the original 
pattern. In other words (at the functional, system level) memory storage involves 
another process of coding of information in a new form (e.g. from electrical signals 
to changes in synapse confi gurations), and memory retrieval involves reading the 
original information back, decoding it (activation of the network of neurons). 

 So it would seem that when we remember an object or event we previously 
experienced, we are decoding a representation of the processing we experienced as 
perception, that was itself (see Chap.   4    ) the output from a different part of the 
cognitive system as a result of preconscious processing of a signal from the sensory 
interface, where an original stimulus had been coded into an electrical pattern. 

    Long-Term Memory 

 The system component that is considered to be responsible for this ability to access 
and apparently relive previous experiences is usually known as  long - term  memory 
(LTM), as information stored in LTM is potentially accessible for decades. Other 
components of the cognitive system are considered to be able to store information 
in the shorter term, for example, to support the ‘high-level’ processing (when we are 
conscious of thinking about something or working on a problem). 

 LTM includes the means to make representations of different kinds: of different 
modes (visual, abstract, etc.) and degrees of integration and complexity. It has been 
noted that ‘long-term memory is replete with schemas, schemata, stories (experi-
ences), procedures, behavioral sequences, patterns, and many other structures’ 
(Jonassen,  2009 , p. 18). 

 At one time LTM was considered to be complemented by another functional 
unit, widely known as short-term memory (STM), that was thought to be a discrete 
component of the system so that experiences were said to be stored in STM until 
they can be transferred into LTM. This idea is no longer widely accepted, and it has 
been argued, rather, that ‘the storage of short-term memories is inextricable from 
the reactivation of the long-term memories that, by context or similarity, any new 
experience evokes’ (Fuster,  1995 , p. 4). 

 There are components of the cognitive system that store information over short 
periods, but with different functions to that previously assigned to STM. So what is 
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usually called working memory (WM), and seen as an aspect of executive function, 
is widely accepted as an important component of the cognitive system (see below). 
WM relates to what is consciously being considered, rather than an intermediate 
memory store as STM had been understood. The buffers in which perceptual infor-
mation is stored (see the previous chapter, including Fig.   4.8    ) can also be considered 
a form of short-term memory, although again this is not how STM was understood. 
These buffers only operate over  very  short time periods to buffer information during 
active processing, not – as STM was understood – over durations of minutes and 
hours as a kind of queue of material ready to be stored in LTM. 

 LTM is considered to be  in effect  of limitless capacity. Clearly if LTM is made up 
at the physical level of neural ‘circuits’, then its capacity must actually be fi nite, 
but it is generally thought that the capacity of LTM is suffi cient to support its use 
throughout a human lifetime without becoming a limiting factor. Age may bring 
defi ciencies in memory function, but these arise from other characteristics of the 
system, not a limit in capacity. 

 It is widely suggested that once a representation is formed in LTM, through the 
formation of a memory trace, it is not actively erased, although the trace might get 
degraded. Certainly memories that are not activated for long periods may become 
very diffi cult to access, but the trace itself may be present, even if not readily located 
and activated. This is suggested by experiments during surgery on conscious patients, 
which have shown that electrical stimulation of parts of the cortex can trigger vivid 
recollections of experiences that the patient claims not to have thought about for 
many years. As the brain does not have pain receptors, brain surgery does not require 
general unaesthetic. Further, as each brain has a somewhat idiosyncratic mapping of 
functions onto the cortex, surgeons may actually use patient feedback as a guide 
during surgery. Memory circuits have a threshold of activation, and in normal con-
ditions some may receive insuffi cient stimulation for activation – opening the skull 
and directly applying an electrical potential with an electrode presumably provides a 
suffi cient magnitude stimulus to activate an otherwise long-dormant circuit! 

 The key role of accessing representations during recall was, for example, noted by 
Wong in a study looking at how the use of self-generated analogies might support stu-
dents’ (in this case, student teachers) developing scientifi c explanations. Wong noted that

  When participants experienced diffi culty explaining the phenomena, the problem was often 
one of access rather than availability of knowledge. For example, although two participants 
had learned a great deal about air pressure during their undergraduate and graduate training 
in the physical sciences, neither was able to access or apply appropriate elements of this 
knowledge in their initial explanations. For both of them, analogies triggered relevant 
knowledge during the task. (Wong,  1993 , p. 1267) 

       The Cortical Basis of Memory 

 Perception and remembering are different functions carried out in the cognitive 
systems and so were shown in Fig.  5.1  as involving different modules. However, 
memory appears to be widely distributed in the cortex, and the basis of memory 
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when we recall something may not be structurally distinct from the brain circuits 
that interpret experience to produce perceptions for us:

  Memory is a functional property, among others, of each and all areas of the cerebral cortex, 
and thus of all cortical systems. This cardinal cognitive function is inherent in the fabric of 
the entire cortex and cannot be ascribed exclusively to any of its parts. Furthermore, as the 
cortex engages in representing and acting on the world, memory in one form or another is 
an integral part of all its operations. (Fuster,  1995 , p. 1) 

   Fuster argues that memory is ‘global’ and ‘nonlocalizable’ within the cerebral 
cortex, although individual memories can be ‘more or less widely distributed over 
the cortical surface’ (p. 1). According to Fuster, memory

  is made of myriad idiosyncratic associations between that common fund of specifi c sensory 
and motor memory, which already lies in primary areas at birth, and the experience that 
has accrued thereafter in areas of so-called cortex of association, which means practically 
anywhere else in the neocortex. (Fuster,  1995 , p. 1) 

   Fuster offers the following basic notions about memory (p. 2):

•    A memory is in effect a network of neocortical neurons and the connections 
linking them together.  

•   A memory is formed by the concurrent activation of ensembles of neutrons 
(which represent aspects of the internal and external environment and motor 
action).  

•   The networks are modifi able by further experience.  
•   Individual neuronal ensembles may be part of multiple networks and so a 

range of representations (in each of which the ensemble is part of a different 
network).    

 Furthermore, according to Fuster, ‘the cortical substrate of memory, with its 
many potentially infi nite representational networks,  is very nearly identical  to the 
connective cortical substrate for information processing, in perception as in action’ 
(p. 2,  emphasis added ). This commonality between the substrate for ‘storing’ 
memories and for processing information (see Fig.  5.2 ) is potentially signifi cant for 
how we think about memory, that is, although it may be helpful to think of memory 
as functionally different to information processing, this could be misleading.

   So in this respect our cognitive systems are quite different from an electronic 
computer where information that is stored and accessed in a discrete memory unit 
such as a hard drive or a USB pen drive is only changed when it is deliberately 
deleted or overwritten. The storage devices in our computer are just storage devices, 
and information has to be copied from them into the computer’s working memory 
for processing. In humans, however, a good deal of preconscious processing occurs 
in the ‘store’ itself, and potentially modifi es what is stored, so memories accessed 
by consciousness cannot be considered to have been securely stored since they were 
initially laid down. 

 From a biological and, in particular, evolutionary perspective, the notion that the 
same physical components may develop several functions will not seem surprising. 
The evolutionary process seems to often involve existing structures being recruited 
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for new roles. However, this interpretation of the physiology may be quite signifi cant 
for learning and remembering. Arguably:

•    All of our perceptions are based upon the activation of combinations of existing 
neural networks, which in effect refl ect memories of previous experience.  

•   The activation of neural networks during perception modifi es neural connections 
and leaves those networks (which are in effect components of our memories) 
changed.    

 The former point is highly relevant to models of learning and in particular the 
basis of constructivist approaches to teaching and learning (see Chap.   15    ). If everything 
we perceive is based upon the activation of combinations of previous memories that 
have been ‘judged’ (in the cognitive system, through the activation of particular 
networks in the cortex) to give the best match to current sensory inputs, then there 

  Fig. 5.2    Considering memory and perception to be different functions of the same brain 
structures       
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is a strong biological basis for constructivist pedagogy. Constructivist ideas about 
teaching emphasise the importance of working from the learner’s current ways of 
understanding and thinking about topics (Taber,  2009b ). 

 Similarly, if our memories are being modifi ed all the time, then they cannot 
be considered to be accurate records of specifi c experiences, but rather should be 
seen more as some kind of democratic averaging of our interpretation of past 
experiences. This is an extreme suggestion of course, and it may seem to be over-
stating the case. However, in principle,  we cannot assume memories are accurate 
representations of distinct ,  specifi c experiences . This is something that will inform 
the discussion of students’ recollections later in this chapter. 

 It would also seem that if, as Fuster reports, information processing uses the 
same neural networks that act as the basis for memory, then studies into student 
thinking cannot in principle be separated from studies into memory. That is, the idea 
that there is a ‘content free’ processing apparatus into which the researcher can feed 
input to explore thinking is false. This point will be important when we consider the 
nature of research into student thinking (see Chap.   7    ).  

    Active Memory and Focus of Representation 

 The networks in the association areas that provide the basis for remembering may 
be active without us being aware of memories. The pattern of ‘active memory’ in 
various part of the cortex at any one time has been described as a form of parallel 
processing, and most of this activity occurs without conscious experience (Fuster, 
 1995 ). In a sense then, it seems memory may be active without our awareness. 
This is something that would not surprise the adherent’s of Freud’s psychological 
theories. In contrast, a limited portion of this active memory that has been 
described as the ‘focus of representation’ and is considered to be activated by 
serial processing is linked to conscious experience (Fuster,  1995 , p. 5). This is 
represented in Fig.  5.3 .

   Figure  5.3  offers two possibilities (metaphors) for how this might work. The 
left- hand fi gure is intended to imply that the ‘focus of representation’ involves 
transferring the representation from the active network and re-representing it in 
the executive module (e.g. within working memory, see below). However, another 
possibility is that the executive acts more like a metaphorical ‘spotlight’ highlight-
ing the focus of representation, at which point it becomes conscious.  

    Memory Is Reconstructive 

   One of the least controversial – but most important – observations is that memory is not 
perfect. Instead, memory is prone to various kinds of errors, illusions and distortions. 
(Schacter & Addis,  2007 , p. 27) 
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   An important aspect of memory function, consistent with this way of thinking 
about memory within the cognitive system, is that remembering is a constructive 
process (Parkin,  1987 ). Certainly in the case of what is called episodic memory 
when we recall an ‘episode’ of previous experience, research suggests that what we 
recall may be considerably different from what is objectively recorded to have been 
the case – although we are not aware of these distortions – as what is presented to 
consciousness usually seems a complete account. In the everyday discourse of the 
lifeworld, there is a common distinction between remembering something or not 
remembering (forgetting), but it is usually taken for granted that what we clearly 
remember will be accurate. On occasions where what we remember clearly appears 
to be contradicted by strong external evidence, we are surprised and sometimes 
disturbed as what we feel we know based on our strong recollections is a key part of 
our foundations for understanding and acting in the world. Despite the common folk 
notion of memory as fallible but largely reliable, research suggests that ‘memory is 
not a literal reproduction of the past, but rather is a constructive process in which 
bits and pieces of information from various sources are pulled together’ (Schacter & 
Addis,  2007 , p. 27). 

 Extreme cases that are found in clinical examination of patients with certain 
medical conditions are referred to as  confabulation , that is, ‘fabricating an answer 
to cover up a memory defi cit’ (Parkin,  1987 , p. 114). Patients apparently give reports 
that they experience as genuinely remembered, although actually incorrect. 
Kopelman ( 1987 ) reports one patient insistent that she needed to get home as it was 
part of her routine to cook for her mother – although the mother had actually 
been dead many years. As in this example, confabulation seems to be primarily a 

  Fig. 5.3    At any one time a range of networks representing memory traces will be active, but only 
one will be the ‘focus of representation’       
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phenomenon of episodic memory, rather than semantic memory (Barba,  1993 ). 
Clinical examples of confabulation tend to be considered as either ‘momentary’, 
that is, ‘sensible but untrue’ accounts based on genuine memories inappropriately 
accessed (reporting genuine but distant experiences as if recent or current) or ‘fantastic’, 
involving reports that ‘are often markedly bizarre and bear little, if any, relation to 
real events’ (Burgess,  1996 , p. 360). 

 Although confabulation is particularly associated with patents with memory 
defi cits, similar (non-fantastic) confabulation seems to be common in people with 
normal memory function. Kopelman reports a study comparing a group of patients 
diagnosed with particular medical conditions with a healthy comparison group. 
As part of the procedure, the participants were read a short story and asked for 
immediate and delayed (45 minutes later) recall. The participants in the healthy 
group were also asked for a further report a week later. 

 The examples reported in Table  5.1  are from the ‘normal’ healthy participants, 
and those marked by an asterisk (*) were from the  immediate  recall condition. 
Kopelman found that details confabulated in an early report tended to be repeated 
during later reports. It seems that the non-fantastic forms of confabulation known 
to be common in certain memory-impaired conditions may actually refl ect a char-
acteristic of normal memory. To clarify, it seems that  normal people when presented 
with an account ,  and asked for almost immediate recall ,  will not only  ( as we might 
expect )  miss some details ,  but will actually  ‘ remember ’  additional details that were 
never part of the account ,  and when they do those embellishments will then often 
be recalled on later occasions as being part of the original information . This 
account might well ring true to teachers, where common professional experience is 
that what pupils remember being taught often bears only limited similarity to what 
was actually presented by the teacher.

   One interpretation of why memory is so fallible is that when the memory trace 
is activated, the pattern of neural activity usually under-specifi es the original experience 
that is being remembered. There is here, then, a kind of ‘fi lling-in’ (see Chap.   4    ) to 
construct a feasible account from the fragmentary information available. An alterna-
tive, if potentially complementary, interpretation offered by Schacter and Addis 
( 2007 ) sees the basis of this infi delity as adaptive. They suggest that the apparatus 
used for remembering is also that used for imagining future events and so has to be 

   Table 5.1    Examples of confabulation reported by Kopelman ( 1987 )   

 Source account  Examples of ‘recalled’ detail reported 

 Anna Thompson of South Bristol, employed as a cleaner 
in an offi ce building, reported at the Town Hall police 
station that she had been held up on the High Street 
the night before and robbed of 15 pounds. She had 
four little children, the rent was due and they had not 
eaten for 2 days. The offi cers, touched by the 
woman’s story, made up a purse for her 

 She was a cleaner at a hospital who 
was stopped by police on the High 
Street* 

 Anna Thompson of Sussex* 
 Aged 44* 
 The police made up a sum of 50 pounds* 
 Thieves took her money near a railway 

station 
 She has a little boy, aged 2 
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fl exible rather than just offering a replica of previous experience. Presumably, a 
system that is able to use past experience to help us imagine what seems most likely 
to happen in the future automatically generates recollections of past events on the 
basis of what it seems most likely will have happened – and so tends to produce 
recollections higher on credibility than on accuracy. 

 If this is accepted as part of normal memory function, then it suggests that human 
memory is indeed quite different from the folk model account of some kind of 
storage device, where we put things in and later take ‘them’ out. That way of thinking 
implies fi delity as the memories are talked about as having the ontological status of 
objects that have permanence and are just put away for safekeeping. The research 
reviewed above offers a very different notion of a memory as a subjective experience 
created anew from the activation of the current state of a continuously evolving 
substrate. In terms of an analogy, memory is less like opening a computer fi le to recover 
information previously saved, than accessing a shared Wiki page that is constantly 
being edited and updated in the background. 

 It is important to note both that these processes are still not well understood, and 
that there may be more complexity than any simple description such as that given 
above would suggest. For example, although the processes described here as 
the basis for memory formation – interpretation of experience through, and then 
modifi cation of, existing memory circuits – seem to imply that usually our memories 
will tend to merge and blur into each other, there are (e.g. traumatic) occasions 
when very vivid memories will form, as high levels of adrenalin seem to support the 
formation of especially strong memory of events, that is, those that may colloquially 
be said to be ‘burnt into memory’ (Elbert & Schauer,  2002 ). 

 The key point here, however, is that in remembering, as in perception, the infor-
mation reaching the executive processing apparatus providing conscious experience 
should not simply be considered to be some kind of pure account, but rather an 
interpretation or impression, and – as with perception – we are not aware of the 
‘joins’ and so are unable to distinguish which aspects of the recollection are drawn 
directly from the particular experience we seek to remember and which components 
have in effect been preconsciously ‘fi lled-in’ to complete the account. 

 This effect has been studied, as it has considerable signifi cance, for example, in 
interpreting eyewitness accounts in court cases. A witness can honestly, that is, to 
the best of their ability, report remembering aspects of a crime that are actually not based 
on their original experience of the event. It is not unusual for different eyewitnesses 
to give ‘factual’ accounts that are inconsistent and contradictory even when those 
involved are asked to only report what they clearly remember.  

    False Memories 

 It has also been suggested that during periods of intense questioning, such as in 
police interviews, the original memory traces may be modifi ed in such a way that 
later (e.g. in court) the individual ‘remembers’ features that they had no knowledge 
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of during earlier questioning. This seems consistent with the account of memory 
discussed here: questioning leads to activation of networks associated with the 
earlier experience and modifi es them by associating any new ideas or information 
presented. To caricature this, if the witness is asked enough times whether they saw 
a gun during an incident, so that the notion of a gun becomes strongly associated 
with their memory of that incident, then months later when they appear in court, 
their recollection of the original incident could now include a gun that they earlier 
denied having seen. 

 So ‘exposure to new information prior to recall can result in incorporation of 
the new data into the originally perceived events’ (Holdsworth,  1998 , p. 115), and 
this has led to claims that many cases of childhood abuse which have only been 
‘recovered’ many years later in therapy are actually the result of suggestion and not 
recollections of actual events. This idea of there being a ‘false memory syndrome’ 
associated with psychotherapy is subject to some controversy, but there is little 
doubt that false memories are in themselves common. 

 Arguably, these findings could be relevant to approaches to assessment in 
science education (and more widely). Sitting formal assessments may be just the 
sort of setting where there is a premium on giving complete answers and where 
students may commonly be told it is better to ‘write something’ than leave an 
answer. This might be a strong context for encouraging students to produce 
full answers even when memory does not support this. Tests can act as learning 
experiences because students use their available knowledge to answer novel 
questions and may develop new insights – but they also seem ideal contexts for 
presenting false memories, which once generated may be more readily recol-
lected in future. This might suggest a hypothesis for empirical investigation: that 
the use of regular summative assessments as part of teaching is more likely to 
encourage the development and establishment of new alternative conceptions 
than formative approaches to assessment that lead to immediate feedback – that 
is, teacher questioning, followed by examination and evaluation of responses 
during the same teaching episode.  

    False Memories in Science Education 
Research: An Example from the Literature 

 Studies in science education that involve asking students about their understanding 
of scientifi c concepts either implicitly or explicitly call upon their memories. If the 
focus of a study is primarily about current understanding, then the reconstructive 
nature of the memory process is not problematic – although it is of course a key 
factor in determining the nature of that understanding. However, research that asks 
questions about earlier learning experiences needs to be informed by an understanding 
that student reports may be true  to their recollections  without necessarily being 
accurate accounts of the original experiences. 
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 Anyone who has spent much time talking to students about their learning in 
science is likely to have come across various reports that at face value suggest teachers 
having taught a wide range of incorrect scientifi c ideas. In some case, the accounts 
may well be accurate, as research shows that sometimes teachers hold similar alterna-
tive conceptions to students, and so may well be a source of alternative conceptions 
acquired by students (Taber & Tan,  2011 ). However, it is likely that often students 
are either recalling teaching that was misconstrued at the time or constructing a 
recollection that has more coherence for them than the original teaching. 

 A classic example of this second case, memory being a distorted version of what 
was experienced at the time, is reported in the literature by Gauld ( 1986 ,  1989 ). 
Gauld describes teaching designed to shift pupils’ thinking about electrical circuits. 
It is very common for students’ ideas about what is going on in electrical circuits 
to be inconsistent with the scientific models represented in the curriculum. 
A particular diffi culty, when considering series circuits, is to appreciate that the 
current is the same at all points in the circuit. 

 Research suggests that it is quite common for students’ intuitions about electric 
circuits to fi t one of a number of patterns. Early ideas might relate to a ‘unipolar’ 
model (that something passes along one wire from one pole of the cell to light a 
bulb) or a ‘bipolar’ model where there are ‘clashing currents’ – that current has to 
come from both poles of the cell (perhaps ‘positive current’ and ‘negative current’) 
and somehow interacts when it meets at the bulb (see Figs.  5.4  and  5.5 ).

    However, the scientific model presented as target knowledge in the school 
curriculum has current fl ow in one direction all around a simple series circuit. 
Moreover, the current is constant around the circuit. In the curricular model, current 
is the fl ow of charge, and the amount of charge fl owing in a circuit depends upon 
overall characteristics of the system: that is, the electrical potential difference (p.d.) 
across the circuit and the total resistance. The charge fl owing in the electric fi eld set 
up by the p.d. transfers energy around the system. 

  Fig. 5.4    Unipolar model of 
electric current: students may 
understand a circuit as allow-
ing something to travel from 
one end of a cell       

  Fig. 5.5    Clashing currents 
model: students may 
understand a circuit as 
involving clashing currents 
originating from the two 
poles of the cell or battery       
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 So in a series circuit with several lamps, the resistance of the individual lamps 
will collectively determine the overall resistance of the circuit, which will determine 
the current fl owing when there is a particular p.d. across the circuit. That current 
will be the same all around the circuit, although if the lamps have different resistances 
(and so power ratings), the energy transferred in each lamp will be different. 

 For many students, this is a diffi cult model to understand, because they may not 
have a clear distinction between the charge fl ow (current) and the energy being 
dissipated in the circuit. Moreover, rather than thinking about a circuit ‘globally’ 
as an interacting system, students commonly think about the circuit sequentially 
(i.e. current fl ows from the cell, and fi rst it reaches this lamp where it causes the 
lamp to glow, and then…). Taken together, this leads to a common notion that 
current diminishes around a circuit, with some being used up at each load (see 
Fig.  5.6 ). This is in contrast with the model presented in school science, where – as in 
Fig.  5.7  – the same amount of current fl ows on both sides of a load.

    It should be noticed that the discussion here illustrates a number of features that 
refl ect issues relating to way we discuss learners’ ideas as highlighted in this book. 
In particular, the fi gures presented are  my  representations of common ways that 
students think about this topic, according to the literature. So they are based on my 
recollections of my reading of the accounts of other researchers, reporting their own 
understandings and interpretations of data collected from students – see Chap.   4    . 
One assumption here is that the thinking of particular students can be similar enough 
to some of their peers to allow classifi cation into a small number of models of ‘com-
mon’ ways of thinking/understanding. This is something that will be considered in 
the next chapter. 

 The work Gauld discusses concerns teaching to shift student thinking away from 
the models that students commonly intuit, towards the model that is set out as target 
knowledge in the curriculum. Gauld elicited students’ models before and after a 
‘critical’ lesson and then followed up with interviews about 3 months after the end 

  Fig. 5.6    Model of 
diminishing current fl ow 
in a series circuit       

  Fig. 5.7    Model of constant 
current fl ow around a series 
circuit       
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of the topic. A critical lesson is meant to be in some sense analogous to a critical 
experiment that (in principle) must support a hypothesis for a theory to be accepted: 
although the notion that there really are such crucial experiments has been challenged 
(Lakatos,  1970 ). The basis of this critical lesson in teaching about electrical circuits 
was a demonstration that ammeter readings taken ‘before’ and ‘after’ a component such 
as a lamp were the same, so that no current was being ‘used’ or ‘lost’ in the component. 
In order to focus student attention to the signifi cance of the demonstration, the 
predict-observe-explain sequence (White & Gunstone,  1992 ) was used:

  The role of the ammeter as a current measuring device was discussed and pupils were asked 
to predict, on the basis of their preferred model, the relationship between readings on 
ammeters placed before and after the globe. When the meters were connected (during the 
‘critical’ lesson) students discussed ways they could make sense of the meter readings, 
especially when these confl icted with expectations based on their original ideas. One pupil 
introduced the notion of a ‘carrier’ model in which the ‘material’ stored in the battery and 
‘consumed’ in the globe does not fl ow by itself through the wires but is transported by a 
second material substance which acts as a carrier. (Gauld,  1986 , p. 50) 

   So, in other words, for those students who expected the ‘electricity’ to be used up 
in a lamp, the fi nding that the current was the same after passing through a lamp should 
be surprising and so needed explaining. The student’s ‘carrier’ model, described 
by Gauld, solves this by positing a distinction along the lines of the curriculum 
model: that understanding the circuit requires thinking in terms of a ‘carrier’ 
(cf. current – charges fl owing around the circuit) which is conserved, but which 
carries something else (cf. energy) which is ‘consumed’ in circuit components. 

 Gauld’s work was informed by a previous study (by Cosgrove and Osborne) 
which had found that out of a class of 15 students, only one had demonstrated the 
conserved current model – that is, was classifi ed as using the conserved current 
model – before a critical lesson, but that this had risen to all but two of the class 
afterwards. The lesson seemed to have been very successful in persuading students 
of the merits of the curriculum model. However, 1 year later, only just over half of 
those students (seven) were considered to retain the conserved current model 
(Gauld,  1989 ). Cosgrove later reported how:

  In classroom studies these models were elucidated and challenged, students and teachers 
devised a test to discriminate amongst these models, using two ammeters, locating one on 
each side of the light. On noting that the current shown was the same on each meter, there 
were different reactions. Most students reported that this outcome was strange…For a time, 
others appeared to agree with the idea indicated by the critical test, but they then reverted to 
previously held ideas…. Some students took up a different idea (changing from [diminish-
ing current] to [clashing currents], for example), and others acknowledged the likely value 
of the [conserved current] idea to scientists  while preferring their own idea . (Cosgrove, 
 1995 , p. 296, emphasis added) 

   Gauld found that among the class of 14-year-old boys in his study, 4 of 29 held 
a conserved current model before the critical lesson rising to 25 afterwards. 
Then, about 3 months after the class had completed the teaching sequence, Gauld 
interviewed 14 of the students from the class. Only one of these was considered to 
demonstrate the curriculum model, although ten of the pupils appeared to have 
adopted notions of a carrier, albeit in conjunction with other models. Indeed half 
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of the interviewees (seven) were considered to present a version of the unipolar 
model with a carrier, although none of the students had been considered to hold this 
type of model before the critical lesson. 

 So although the critical lesson, with its demonstration of the conservation of 
charge, appeared effective at shifting student thinking towards the curriculum model 
(at least as judged by interpreting students’ written responses) at the time, over the 
following months many of the students apparently came to think in terms of a 
different model for understanding circuits – nearly always one inconsistent with the 
critical demonstration of current conservation. 

 Cosgrove and Osborne had warned that

  Even in situations where it is possible to provide a critical experimental test which 
invalidates all but one of the views proposed, some learners will not necessarily change 
their views at this stage. They still fi nd their own view satisfactory because it links more 
coherently to other ideas they hold. (Cosgrove & Osborne,  1985 , p. 107) 

   Gauld found that one feature of students’ explanations for their preferred models 
was their recollections of the empirical evidence from their lessons, including their 
memories of the critical lesson. However, those recollections were not necessarily 
accurate. So, for example, ‘pupil P4’ had considered the conserved model, but then 
dismissed it because it had ‘proven wrong by the meters’ (Gauld,  1986 , p. 51):

  “For a number of students the coherence of their arguments depended on the fact that their 
 memories of  meter readings (or of the relative brightnesses of two lamps in series) were 
not correct. The reason why pupil P4 could appeal to the meter readings to support [the 
diminishing current model] was that he had  an apparently clear memory  that the second 
meter gave a larger reading than the fi rst as would be expected if the lamp had consumed a 
certain amount of electricity. On the other hand P14 rejected [the diminishing current 
model] because his memory was that the meter readings were equal. In many cases consistency 
existed because ‘ memories ’  were apparently reconstructed from implications of the adopted 
model . (Gauld,  1986 , p. 52, emphasis added) 

   The relationship between recalled meter readings and preferred models was not 
straightforward, so that Gauld reports how one pupil ‘used a memory of equal meter 
readings to support [the unipolar carrier model] because he believed that meters 
measured the fl ow of carriers’ whereas another pupil ‘could justify the same model 
by appealing to a memory of unequal meter readings since he believed that the 
meters measured the amount of load carried’ (Gauld,  1986 , p. 53). Gauld concluded 
that ‘while the crucial importance of the empirical evidence was implicitly acknowl-
edged by all, in a number of cases the coherence of the point of view was achieved 
because “memories” of empirical evidence were apparently reconstructed to be 
consistent with the model adopted’ (Gauld,  1986 , p. 53). 

 Research which follows students’ thinking over extended periods of time (months, 
years) can offer insight into the way that memory operates in learning science. This 
has not been a common focus of research, which is unfortunate because Gauld’s 
study suggests that this is a topic very worthy of researchers’ attention. It is perhaps 
unsurprising that students persuaded of the value of a novel scientifi c way of thinking 
about a phenomenon, in the social context of the classroom where teacher authority 
and peer pressure may be signifi cant, may often later revert to earlier ideas when the 
evidence and arguments presented in class seem less persuasive. 
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 It would perhaps not be surprising if students could not recall a demonstration 
that seemed crucial to change minds at the time. However, Gauld’s work suggests 
that it is possible for students to perceive and understand classroom demonstrations 
as strong evidence for the scientifi c model during a lesson, yet, later, shift away 
from that way of thinking and come to (falsely)  remember  the outcome of a critical 
demonstration as supporting their own alternative way of understanding. If this 
effect were found to be common across science learning contexts, then this would 
seem to be potentially important for designing teaching schemes in science if we 
hope for science learning that survives well beyond the end-of-topic test. Perhaps 
critical events only remain critical with suitable regular teacher reinforcement: the 
immediacy of a surprising outcome motivates seeking an alternative understanding 
now but soon becomes part of our background experience, and often modifi ed to 
better fi t our prior thinking.   

    Forgetting 

 Forgetting is another of those terms that has a clear enough meaning in everyday 
life, without being understood in a very precise way. In the lifeworld, we talk about 
having forgotten something as though this is an unproblematic phenomenon – 
perhaps as if some of the ‘objects’ placed in our mental storeroom have either been 
removed or have simply got lost among all the clutter. 

 Classic experiments in psychology demonstrated that when memory is tested, in 
general the amount of material that can be recalled diminishes over time, and 
this fi nding has been widely reproduced: ‘memories seem to fade with the passage 
of time. Many experiments have studied memory loss as a function of time…
Initially, forgetting is rapid, but memories continue to worsen nearly forever’ 
(Anderson,  1995 , p. 227). However, despite this familiar effect, hypermnesia, that 
is, ‘improvements in net recall levels associated with increasing retention intervals’ 
(Payne,  1987 , p. 9), has also been reliably demonstrated under test conditions. It 
should be noted that much clinical testing of memory has used target material 
which has no particular personal relevance to the ‘subjects’ being tested, and such 
learning may not always be  meaningful  in Ausubel’s ( 2000 ) sense – although cynics 
might argue that such testing conditions may be quite relevant to the way some 
pupils experience school learning. 

 In everyday discourse, to forget is to fail to remember something at an appropriate 
time, but often also to suggest that something previously represented in memory is 
no longer there. Forgetting to go to the post offi ce on the way home from work, 
when one planned to do so, although it was not part of a usual routine, would 
normally be considered as an absent-minded aberration; whereas forgetting that 
there was a post offi ce in a town one knew well would be unusual and might be 
considered to be indicative of some more serious organic memory problem. No 
longer being able to recall a poem, one learnt verbatim decades before at school 
provides an intermediate case, although whether ‘cannot remember’ should be 
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equated to ‘have forgotten’ is less clear-cut: if remembering the poem is important, 
then it is likely that although it cannot be immediately remembered, given enough 
time elements of the composition will begin to be accessed. Our experience of 
remembering and forgetting seems consistent with the models of perception and 
memory discussed above: memories are not actively ‘erased’, but memory traces 
that have not been called upon for a long time may have a higher threshold for 
activation. 

    Signifi cance of Forgetting for Science Education 

 Certainly it is a commonplace of science teaching or indeed any teaching that when 
students are tested, they may often fail to produce the hoped-for answers, even when 
the same students had apparently been able to demonstrate they knew the correct 
answers previously in class. As Gauld suggests (see above), it may be quite diffi cult 
to elicit evidence of ‘learning’ that had been demonstrated soon after the event some 
time later. 

 This is a particular issue for science education, because often the scientifi c 
models being presented in class are not the only ways of thinking about an issue for 
the students. Where students come to class with strong ways of thinking about a 
phenomenon, then science education is intended not only to offer an alternative 
way of thinking, but one which will be selected and applied in appropriate contexts. 
New science learning may well be in competition with existing well-established 
alternatives.  

    A Case of Learning and Forgetting in Science Education 

 This was certainly the case with one student I worked with over a period of time. 
Tajinder (an assumed name used in the study) was studying A levels (university 
entrance level qualifi cations) in an English college of further education, and one 
of his chosen subjects was chemistry. He was one of the students who agreed to 
participate in a project to explore students’ developing understanding of chemical 
bonding (a key concept area in chemistry) during the A level course. Tajinder was 
very generous with his time, as well as being highly motivated to do well on his 
course as he hoped to read a medically related subject at university. He was inter-
viewed in depth (many of the interviews exceeding an hour) over 20 times over 
the two academic years of his course, providing an extremely rich data set. 

 This allowed the researcher (i.e. me) to develop quite detailed ideas about 
both how Tajinder thought about core aspects of chemistry at the start of his course 
and how these shifted during his college course. This work is reported in some 
detail elsewhere (Taber,  2000b ,  2001b ), and here I will just briefl y outline key 
features of the case. 
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 At the start of his college course, Tajinder commonly explained key aspects of 
chemistry (bonding, reactions) in terms of an explanatory principle that was based 
upon the notion of atoms achieving octets or full shells of electrons as the driving 
force for bond formation or chemical change. From a scientifi c perspective, this is 
an alternative conception, although it is related to the generally valid heuristic 
that stable chemical structures normally exhibit such electronic confi gurations. As 
this ‘octet rule’ does widely apply, the reactants in most chemical reactions can 
already be understood as ‘obeying’ the rule, so it has little value as an explanation 
for  why reactions occur . Although this can be considered an alternative conception, 
it is one that seems to be very widely acquired among chemistry students (Taber, 
 1998a ,  2013d ), perhaps in part because it fi lls an ‘explanatory vacuum’, as no 
scientifi cally based explanation for why reactions occur tends to be taught in 
introductory chemistry lessons. 

 During his 2-year college course, Tajinder met more scientifi cally acceptable 
models and developed two further explanatory principles to explain chemical 
phenomena: one based on the idea that systems tend to shift to minimise energy 
and one based on how chemical processes can be considered to be due to Coulombic 
(electrical) interactions between quanticles (molecules, ions, electrons, etc.). During 
much of Tajinder’s course, he would draw upon this repertoire of three explanatory 
principles, sometimes quite fl exibly, and he did not seem to see it as problematic 
to use these ideas as a kind of conceptual toolkit for building explanations. That 
is, he operated with manifold conceptions of why chemical processes occurred 
(Taber,  2000b ). Tajinder’s minimum energy and Coulombic forces explanatory 
principles are closely related from a physical perspective: that is, they can be seen 
as being alternative descriptions of the same processes but in terms of either energy 
or forces. However, Tajinder was not studying physics, and for him these were 
two alternative explanatory principles, not different ways of describing the same 
underlying principle. 

 By profi ling Tajinder’s use of these three principles over time, it was possible to 
see shifts in the use of his three explanatory principles. In particular, he gradually 
came to use the Coulombic principle as the preferred basis for explanations, and his 
use of the octet rule principle became less frequent. He had entered the course 
attempting to explain most bonding-related phenomena in terms of atoms seeking 
octets/full shells, and he continued to use these ideas throughout his course. 
However, in the context of the topics and problems considered at A level, this 
scientifi cally invalid approach is often unhelpful, whereas much can be successfully 
explained in terms of electrical interactions between quanticles. The shifts were 
understood as refl ecting the broader conceptual ecology in which Tajinder thought 
about chemical issues as his knowledge of the subject and experience of trying to 
make sense of new learning grew (Taber,  2001b ). 

 Some time later, almost 4 years (46 months) after successfully completing his 
course, Tajinder was interviewed again. He was in the fourth year of a medically 
related degree course, which although it required chemistry as a prerequisite had, 
at least in Tajinder’s view, given him limited reason to engage with the chemistry 
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he had studied at college. Again, this has been reported in some detail elsewhere 
(Taber,  2003 ), but the key fi ndings were:

•    Although Tajinder reported not having engaged in thinking about the target 
concepts to any extent since completing his chemistry course almost 4 years 
earlier, he was immediately able to answer many questions, apparently drawing 
upon his previous learning of the subject.  

•   However, if Tajinder’s changing pattern of thinking during his earlier college 
course is considered as demonstrating progression in learning – that is, he had 
expanded his repertoire of concepts, he had refi ned his use of explanatory 
principles, etc. (Taber,  2001b ) – then his responses in the deferred interview 
suggested a regression in his thinking: that is, his responses in the delayed 
interview more closely refl ected his explanations in the interviews at the start 
of his college course, rather than those near its successful conclusion.  

•   There was also evidence that despite this sense of having ‘slipped back’ to 
earlier, less advanced ways of thinking about chemistry, Tajinder’s thinking had 
also undergone a new shift since the previous interviews undertaken prior to fi nal 
college course examinations.    

 An important caveat in this study is that the single follow-up interview, under-
taken several years after regular engagement with the topic, cannot be considered 
to demonstrate the full potential of Tajinder’s response repertoire at that later 
time. That is, had it been possible to carry out a sequence of interviews with short 
delays – perhaps three or four interviews over the course of 10–14 days – then there 
may well have been further quite rapid shifts in patterns of responses. This possibility 
follows from (as suggested by the literature reviewed above) seeing what we 
remember in any specifi c situation as less about what is represented in the brain than 
about what memories can be accessed by activating those neural circuits modifi ed 
by the original learning. The experience of the initial interview might have itself 
shifted the threshold for subsequently activating other long-dormant representations. 
This would be a useful direction for future research – assuming the availability 
study participants prepared to subject themselves to extended sequences of interviews 
on topics they have long ceased to have needed to study.  

    Regression in Learning 

 Given this important caveat, it may not be helpful to suggest that Tajinder had 
‘forgotten’ a lot of his chemistry: rather that a good deal of learning that had 
previously been demonstrated in research interviews was  not brought to mind  in the 
deferred interview. His  performance  in terms of offering explanations relating to 
curriculum models was inferior to what had been demonstrated when he was last 
actively studying the subject. In practical terms it is less signifi cant  whether or not  
someone still retains representations of earlier experience than whether they can 
activate such representations in particular contexts and so access the memories. 
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Forgetting is best understood as a context-dependent phenomenon (Parkin,  1987 ) – in 
particular contexts we do not access certain memories. 

 The report of this case here is also subject to all of the considerations I raised 
earlier in the book. I report here key features of  my  mental models of Tajinder’s 
understanding and thinking at various points in our study. These models are based 
upon the representations he made in the public domain (mostly talk, some drawing) 
which were then interpreted through my existing expectations and ways of making 
sense of the world. Moreover, a very rich data set was subject to being summarised 
in a suitable form for reporting in the literature, leading to the omission of a great 
deal of detail and nuance. 

 Given this, it is possible to consider the most salient patterns in terms of the three 
main explanatory principles identifi ed in the original sequence of interviews. At the 
outset of his college course, Tajinder called extensively upon his octet rule explana-
tory principle to explain aspects of chemistry he was asked about in interviews. By 
the end of his course, he had a repertoire of three, essentially distinct, explanatory 
principles, and of these the Coulombic forces principle tended to be applied most 
often. This was understood as a shift from relying upon an alternative conceptual 
framework to increasingly offering explanations better matched to the target knowl-
edge presented in the curriculum. 

 However, in the deferred interview Tajinder used the inappropriate octet rule 
principle extensively, whilst calling upon ideas about the electrical forces between 
quanticles much less. This therefore represents a regression in performance to 
something closer to his level of understanding on entering the college course. This 
was refl ected in the way Tajinder discussed different categories of chemical bond. 
Not only is the common octet alternative conceptual framework inconsistent with 
scientifi c models (Taber,  1998a ), it also restricts explanations of bonding to two 
main categories (covalent and ionic), with some further categories (polar and 
metallic) understood as deriving from covalent and/or ionic bonds. The evidence 
from the deferred interview was that

  other types of bond he had learnt about during his college course and discussed in some 
detail in interviews had been ‘forgotten’, i.e. if traces of this knowledge were held in 
memory then those traces were not activated, and  the memories were not accessed , during 
the interview. (Taber,  2003 , p. 270) 

   In this case, it seems that the ideas Tajinder had about the nature of chemical 
interactions (bonding, reaction etc) when he entered his college course from school 
study were well represented in his LTM in ways that made them readily accessed. 
Subsequent study slowly persuaded him of the greater explanatory value of new 
ideas he developed in response to college teaching, so that the changes in his LTM 
led to his more frequently applying those ideas – and particularly explanations in 
terms of electrical charges. 

 Yet presumably further changes took place in LTM over the following years such 
that later it was the representations of his  earlier ideas  that tended to be activated 
and drawn upon in the later interviews. If we think in terms of the internal repre-
sentation of chemical knowledge, then it would seem that Tajinder’s conceptual 
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structure developed during his chemistry course to become more consistent with 
target knowledge in the curriculum, but then slipped back to become closer to 
its earlier state. 

 This is a single study, and unfortunately there is no way to know whether 
subsequent learning – either on his university courses or due to other life experiences – 
would have given reason to activate and reinforce his longer established patterns 
of thinking, despite his own recollection that this was not an area of study he had 
considered much in the interim. However, given the common experience that learners’ 
performances in demonstrating understanding and knowledge of taught scientifi c 
models do often regress after completing a course (module, topic) of study, further 
research into the nature of ‘forgetting’ science learning is indicated.  

    A Tendency to Integration 

 Before leaving Tajinder’s case it is also important to note that his deferred interview 
did not only suggest a regression in thinking but also a development which in principle 
might seem more promising. Although Tajinder used his Coulombic force principle 
to a limited extent in the deferred interview, he did use his minimum energy to a 
noticeable extent, alongside the octet rule principle. The minimal energy principle 
was more aligned with scientifi c thinking than the octet rule principle, although it 
was necessarily used in a rather tautological way: that as changes occur to minimise 
the energy of a system, then if a change has occurred, it was because the system has 
evolved to a lower energy state. 

 Of particular interest though is that whereas during his college course, Tajinder 
perceived his three explanatory principles as distinct complementary narratives that 
could be selected from to build explanations in chemistry; in the delayed interview 
Tajinder tended to link his octet rule principle with his minimum energy principle: 
these were now less alternative explanations than different facets of the same 
explanatory scheme – changes occurred so that atoms could obtain full electron 
shells,  because  this would lead to a lower energy state. 

 Presumably, during the intervening years, Tajinder’s representation of his thinking 
about chemical principles had been modifi ed so that on activating these representa-
tions there was now a strong linkage between what had been two discrete models of 
explanation. This is particularly interesting, as during his course he had never dem-
onstrated that he had in a similar way linked the minimum energy principle with the 
Coulombic forces principle, despite  that  being more scientifi cally appropriate. 

 Again, it is important not to seek to generalise from a single case, and more 
detailed longitudinal studies of individual learners would be valuable here. However, 
what is suggested is that over a period of time when representations are not being 
actively drawn upon in thinking, there is modifi cation of those representations, and 
in this case part of that was towards a greater integration of concepts (see Fig.  5.8 ).

   However, this fi nding is consistent with some ideas about the cognitive system 
which suggest that a key aspect of the way the system is organised is that it 
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inherently works towards greater coherence and integration: that is, that over time 
the brain tends to modify representations to support more generalised and self- 
consistent thinking. A widely accepted notion here is that of memory consolidation, 
and some commentators suggest there is also a distinct additional phenomenon 
called memory enhancement.  

    Memory Consolidation 

 The formation of memories does not seem to be a single event, but an ongoing 
process, such that memories can become more robust over time (Parkin,  1993 ; 
Wiltgen, Brown, Talton, & Silva,  2004 ). Studies suggest that ‘new memories are 
initially vulnerable but are gradually strengthened over time’ (Wiltgen et al.,  2004 , 
p. 101). The phenomenon of memory consolidation has been described as ‘the pro-
gressive stabilization of items in long-term memory’ (Dudai & Eisenberg,  2004 ), so 
that an item ‘becomes increasingly resistant to interference from competing or dis-
rupting factors in the absence of further practice, through the simple passage of 
time’ (Walker & Stickgold,  2004 , p. 122). It is widely thought that this involves 
more than one stage, with a quick initial step, ‘followed by subsequent, “elaborative” 
consolidation in which the new memory trace becomes more fully integrated with 
pre- existing memories’ (Parkin,  1993 , p. 24). 

  Fig. 5.8    Research from a case study suggests that an initially dominant alternative conception 
applied with decreasing frequency during a chemistry course later came to dominate thinking 
again (but with a potentially important modifi cation) several years after completing formal study 
of chemistry       
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 Consolidation has also been described as ‘the transformation of memory from 
short-term memory to long-term memory’ (Bourtchouladze,  2002 , p. 23). Yet, as we 
have seen above, it is now considered above that experience gives rise to memory by 
modulating  existing  neural networks, which suggests that models of memory based 
upon a  discrete  short-term store, where memories are kept prior to being transferred 
to a long-term store, are not feasible. At fi rst sight, this appears inconsistent. 
However, Fuster comments that

  The classic distinction between short-term and long-term memory is operationally valid 
but, from the point of view of cortical topography questionable. These two forms of mem-
ory share much of the same cortical substrate and simply refl ect different states of that 
substrate. (Fuster,  1995 , p. 4) 

   In other words, memory seems to operate  as though  memories are initially stored in 
a temporary store before being transferred to a more permanent store, but the distinc-
tion is not actually about where the memory is located in the brain, but about the way 
in which it is connected into the system. Research suggests that consolidation is not 
about ‘relocating’ a memory, but providing a permanent binding of its components. 
So-called ‘declarative’ memories (see above) are thought to have ‘temporary depen-
dence on structures in the medial temporal lobe’ (MLT, in particular, the hippocampus) 
but over time can be considered to be ‘stored in neocortical circuits without a signifi -
cant MTL contribution’. So it seems that at the physical level of description, a specifi c 
area of the brain, the MTL takes on a  transient  role in linking together the spatially 
discrete parts of a memory trace in different locations in the cortex. The MTL is able 
to facilitate such binding relatively immediately, but has a limited capacity. Activation 
of one part of such a network, through its connections through the MTL, activates 
the other components which build up  direct  linkages – so that over time the MTL’s 
role becomes redundant (Alvarez & Squire,  1994 ; Wiltgen et al.,  2004 ). The develop-
ment of direct linkage within the neocortex is much slower than the immediate links 
provided through the MTL, but not limited by the same capacity issues – so the 
short-term and longer-term mechanism for binding a memory are complementary. 

 In this model, consolidation occurs by the concurrent activation of the physically 
separated regions of neocortex coordinated by the MLT, leading to the strengthening 
of the direct linkages (Alvarez & Squire,  1994 ). It was suggested earlier in the chapter 
that there is always a wide range of cortical activity, most of which is not consciously 
attended to (see Fig.  5.3 ), and consolidating processes are one reason for such activity. 
It has been suggested that each time a person accesses a memory, this activity itself 
should be considered as a cognitive event which will leave a trace in the system, in 
effect facilitating more ready subsequent access to the memory (Parkin,  1987 ).  

    Memory Enhancement? 

    It has long been suggested that one possible role for sleep is linked to the operation 
of memory: for example, that perhaps there is some important ‘housekeeping’ that 
occurs during sleep to maintain proper functioning of memory. When the model of 
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a discrete STM was popular, it seemed viable that transfer between STM and LTM 
occurred during sleep, but this idea has been replaced by the notion of consolidation 
discussed above. Although it  could  be conjectured that consolidation primarily 
occurs during sleep, according to Vertes ( 2004 , p. 145), ‘there is simply not enough 
evidence, or evidence of suffi cient weight, to maintain that one of the functions of 
sleep is memory consolidation’. 

 However, it has been suggested that as well as stabilisation of memory during 
consolidation, there may be additional ‘mechanistically distinct’ processes of 
memory  enhancement  (Walker & Stickgold,  2004 , p. 122), said to ‘occur primarily, 
if not exclusively, during sleep’ and responsible for ‘restoring previously lost 
memories’ and ‘producing additional learning’ but ‘without the need for further 
practice’. Perhaps advice to those studying to get a good night’s sleep has some 
basis in the physiology of memory.   

    Working Memory 

 Earlier in the chapter the notion of long-term memory (LTM) was discussed. LTM 
is the name given to the process by which we can access accounts of previous expe-
rience, whether that be episodic memory of our personal biography or declarative 
learning of various material: facts, procedures, abstract ideas and so forth. It was 
suggested that LTM is not so much a separate storage facility within the cognitive 
system, but more a core function of the cortex in general, and that it should probably 
be understood less as a means of making records of our experiences than the way 
that the cognitive apparatus that has evolved to support decision-making that is 
dynamic – constantly being modifi ed by experience and our interpretation of that 
experience. That is, the adaptive value of memory in the brain is not that it can offer 
an accurate record, and indeed we have seen that this is not always so, but rather that 
 it provides an iterative and constantly updated interpretation of experience that can 
support future action . Clearly, for memory to be adaptive in supporting survival in 
the environment, it must in some sense offer an effective basis for decision-making: 
but that need not mean high-fi delity recollections of specifi c past experiences – 
rather there seems to be a constant process of seeking integration and coherence that 
may lead, perhaps simply as a side effect, to objectively inaccurate memories that 
seem subjectively to be true records of our past. 

 In other words, just as it was suggested in Chap.   3     that consciousness might be 
best considered a side effect of the development of more complex and sophisticated 
cognitive processing during evolution, it may also be possible that conscious 
memories may best be considered as incidental side effects of the evolution of 
a plastic cognitive system able to modify itself in response to feedback from 
previous decision- making. If that were the case, then we might do better to treat 
our explicit memories as little more than mythical accounts of our past: that is, like 
a myth, a memory may represent some important truth, but packaged into a poetic 
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or narrative form that is most suitable for informing future behaviour rather 
offering a literal account of the past. 

 The second component of memory which is generally accepted to be a distinct 
part of the cognitive system is very different from LTM and is commonly known 
as working memory (WM): this is ‘a system for the temporary holding and manipu-
lation of information during the performance of a range of cognitive tasks such as 
comprehension, learning, and reasoning’ (Baddeley,  1986 , p. 34). WM is considered 
to be a ‘fl uid’ component of the cognitive system, with its contents readily updated 
compared to the ‘crystallised’ components ‘capable of accumulating long- term 
knowledge’ (Baddeley,  2000 , p. 421), that is, LTM. 

 Whereas LTM has effectively infi nite capacity, and representations in LTM are 
retained, if subject to modifi cation, indefi nitely, WM has a very limited capacity and 
is much more transient – being about what is currently the focus of attention: ‘working 
memory refers to the temporary retention of information that was just experienced 
or just retrieved from long-term memory but no longer exists in the external 
environment’ (D’Esposito,  2007 , p. 7). 

 As with LTM, there is some disagreement over whether WM should be considered 
to be discrete and localised at the physical level (Andrés,  2003 ), or – akin to thinking 
about LTM – ‘…neither a unitary nor a dedicated system’ but rather ‘an emergent 
property of the functional interactions between the [prefrontal cortex] and the rest 
of the brain’ (D’Esposito,  2007 , p. 7). However, WM has become a widely accepted 
construct for describing part of a person’s cognitive functioning. It is generally 
considered as a distinct  functional  component of the cognitive system: ‘working 
memory continues to provide a highly productive general theory [given that] human 
thought processes are underpinned by an integrated system for temporarily storing 
and manipulating information’ (Baddeley,  2003 , p. 837). 

    Executive Function of WM 

 As with LTM, uncertainty at the physical (anatomical) level about exactly how WM 
could be located and embodied does not undermine the functional arguments for 
considering it a component of the cognitive system. When considering cogni-
tion as a system, WM is an important system component. Quite a lot is known about 
how WM operates. Baddeley describes the assumed function of WM as ‘a limited 
capacity system, which temporarily maintains and stores information, supports 
human thought processes by providing an interface between perception, long-term 
memory and action’ (Baddeley,  2003 , p. 829). 

 WM is able to access various types of information (Jonassen,  2009 ), which can 
be considered and refl ected upon: ‘these internal representations…can be subjected 
to various operations that manipulate the information in such a way that makes it 
useful for goal directed behaviour’ (D’Esposito,  2007 , p. 7).  
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    Models of WM 

 WM is considered to be a transient type of memory, concerned with what can be 
‘held in mind’ rather than what is represented permanently in neural circuits – although 
it draws upon information represented in that way. To support the executive 
functions of WM, it appears to have its own system of buffers that allow certain 
types of information to be held available for processing. 

 Alan Baddeley ( 1986 ,  1990 ,  2000 ,  2003 ) has developed a model, originally proposed 
with Hitch (Hitch & Baddeley,  1976 ), which has been widely adopted, in which WM 
has a central executive processor, supported by ‘slave’ systems which retain infor-
mation ‘through active maintenance or rehearsal strategies’ (D’Esposito,  2007 , p. 7): 
Baddeley’s ( 2003 , p. 837) ‘multi-component model’. This is represented in Fig.  5.9 .

   Two particular types of buffer or slave systems are well-established features of 
the model. One holds images and is called the  visuo - spatial scratch pad ; the other 
rehearses a limited about of auditory information and is known as the  articulatory  
or  phonological loop  (Parkin,  1993 ). More recently Baddeley has argued that it is 
useful to acknowledge a third buffer as part of WM, the  episodic buffer . 

  The Visuo - spatial Sketchpad : The visuo-spatial sketchpad allows the person to 
hold in mind, and manipulate, imagistic representations. This supports a form of 
nonverbal intelligence. Baddeley ( 2003 ) notes its importance in engineering and 
architecture and gives the example of the type of thought processes that Einstein 
reported as crucial to his theorising. 

  The Phonological Loop : The phonological loop acts as store, which holds memory 
traces from a short period: a matter of a few seconds. However, it is supported by 
an ‘an articulatory rehearsal process that is analogous to subvocal speech’ (2003, 
p. 830). In effect the data in the store is ‘played’, and the output fed back into the 
store to refresh it. This store allows us to rehearse small amounts of information, 
such as a telephone number we have just heard. 

  The Episodic Buffer : Baddeley ( 2000 , p. 421) proposed the additional component of 
the episodic buffer to fi ll an apparent gap in the WM model. The episodic buffer 
is seen as a ‘modelling space’, but one that is able to handle different types of 
information (‘by using a common multi-dimensional code’), and so ‘serves as an 
interface between a range of systems’. In the model (see Fig.  5.9 ), the buffer is 
shown as a separate system component, but Baddeley comments that this could 
alternatively be seen as the ‘the storage component of the executive’, providing it 
with ‘a global work-space that is accessed by conscious awareness’ (Baddeley, 
 2003 , p. 836). The buffer is considered to have an ‘integrative’ role and to have 
capacity in terms of the ‘number of multi-dimensional chunks’ it can handle 
(Baddeley, Hitch, & Allen,  2009 ). 

  The Central Executive : Baddeley acknowledges that although the central executive 
is the key component of the model, it has been subject to less empirical investigation 
than the visuo-spatial sketch pad or the phonological loop (Baddeley,  1986 ) and 
indeed was originally ‘simply treated as a pool of general processing capacity, to 
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which all the complex issues that did not seem to be directly or specifi cally related 
to the two sub-systems were assigned’ (Baddeley,  2003 , p. 835). 

 The precise operation of the central executive has come into focus a little more 
with the proposal of the episodic buffer as a system component (Baddeley,  2000 ). 
The central executive is considered to control the episodic buffer and be responsible 
for binding information to support the development of episodic memory. That is, an 
episode recalled from memory and based on representations in LTM may involve 
images, semantic content, temporal sequencing, etc.: the connecting together of 
these different sorts of information, so that they can be associated in LTM, so to 
later be accessed consciously as an episode of experience, depends upon the central 
executive acting upon information temporarily held in the episodic buffer. 

 The central executive is conjectured to be able to retrieve information from 
the LTM so that it becomes consciously available (it ‘attentionally’ controls the 
episodic buffer, cf. directing the ‘spotlight’ in Fig.  5.3 ) and to process this informa-
tion (see Chap.   7    ):

  The executive can, furthermore, infl uence the content of the store by attending to a given 
source of information, whether perceptual, from other components of working memory, or 

  Fig. 5.9    A model of working 
memory comprising a central 
executive processor plus 
small capacity buffers that 
can store different forms 
of information (After 
Baddeley,  2003 )       
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from LTM. As such, the buffer provides not only a mechanism for modelling the environment, 
but also for creating new cognitive representations, which in turn might facilitate problem 
solving. (Baddeley,  2000 , p. 421) 

       The Role of WM in the Cognitive System 

 Baddeley’s WM can be seen as providing the executive processor, considered as a 
core part of the cognitive system (see Chap.   3    ). It interacts with LTM in the manner 
envisaged when discussing the nature of students’ ideas (Chap.   4    ), with LTM 
having the dual role of interpreting and representing previous experience. The 
buffers that act as part of WM seem to be positioned in the system at the level of the 
preconscious buffers, that is, between LTM and the executive module, which 
temporarily store perceptual information that may be attended to by the executive. 
A synthetic representation is shown in Fig.  5.10 , where the executive is shown as 
calling from buffers information from current sensory input and from past experiences 
no longer current, but represented in LTM.

       WM Capacity 

 WM is considered to be subject to severe restrictions on its capacity to process 
information, as if it has a very limited number of ‘slots’ for data. Although there is 
variation between individuals, and some apparent expansion early in life which may 
refl ect access issues rather than actual capacity, a common value that is quoted as 
typical is 7 ± 2: that is, that most people can ‘keep in mind’ from 5 to 9 distinct 
quanta of information at a time. This number derives from pioneering work by 
Miller ( 1968 ). Memory ‘span’ is commonly determined by tasks such as the ‘digit 
span technique’, which explores the length of a string of random digits that can be 
reliably reported back in the correct sequence, immediately after a (verbal or visual) 
presentation, before the subject begins to make mistakes. The largest length of 
string that a person can reliably report is their digit span. It has been found that for 
‘normal’ adults (those without some kind of mental defi cit/impairment), this is 
usually in the range ‘seven, plus or minus two’ (Parkin,  1993 ). 

 More recent research (Cowan   , Chen, & Rouder, 2004; Mathy & Feldman, 2012), 
whilst supporting Miller’s general principle, suggests that Miller’s magic number 
may actually overestimate the number of available ‘slots’ in working memory, because 
of our natural tendency to spot patterns that allow us to ‘chunk’ information. It 
seems that the real capacity of working memory may actually be more commonly 
around 4 rather than 7, because even when ‘arbitrary’ information is used to test 
memory span, people tend to be able to impose some order on the material to be 
remembered and so ‘chunk’ it to some extent. That is, because part of the ‘arbitrary’ 
stimulus is often recognised as similar to something in LTM, it is processed more 
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effi ciently. (Chunking is discussed further later in the chapter.) It is suggested that 
the actual capacity may be better described as 4 ± 1 (more in keeping with what is 
often measured in young children), but appears to be 7 ± 2 when measured in most 
adults due to automatic strategies used to chunk information. 

 The model assumes that in such test situations the subject repeats the list of digits 
over in their mind (using the articulatory loop) and fails when the number of items 
in the list exceeds the capacity of that articulatory system (Baddeley,  2003 ). 
A useful, if crude, analogy would be a loop of magnetic recording tape used as a 
note- taker, but only having a few seconds of playing time before any new input 
erases the recording of information already made. Another analogy would be the 
‘roller’ chalkboard that used to be commonly used in schools and which was a vertical 
loop of writing surface such that the teacher periodically moved the board ‘up’ to 
reveal new board from below: once the board had completed one roll, the teacher 
needed to erase previous inscriptions to make space for further notes. 

 The visuo-spatial scratch pad also has limited capacity, which according to 
Baddeley is typically only three or four objects. Baddeley ( 2003 , p. 838) suggests 
that this is normally suffi cient as our visual worlds tend to be largely stable, although 
this can lead to the phenomenon of ‘change blindness, whereby objects in scenes can 
change colour, move or disappear without people noticing’. Many readers will have 

  Fig. 5.10    Working memory 
as part of the cognitive 
system       
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seen the amazing video set up to demonstrate this effect and reported by Simons and 
Chabris ( 1999 ). The video shows a small group of people, wearing white or black 
shirts (three ‘players’ in each team), practising basketball. In the recording they move 
about (the two teams intermingling), and the members of each team pass a ball 
between them. Importantly the observer is given a specifi c task to attend to, for 
example, silently counting the number of passes completed by players in white shirts. 
However, the video includes an unexpected, and incongruent, event that observers 
are not forewarned about. At the end of the test, the observers are asked to report on 
the explicit task, but also asked about what else they noticed. Simons and Chabris 
used several variants of the task, but essentially they found that about half of the 
participants attending to the set task failed to notice the ‘unexpected’ event. 

 When watching the footage without priming on what to attend to, this can seem 
quite incredible. In one version of the task as the players mill about (in a confi ned 
area), a person in a gorilla suit slowly walks into scene among the players, pauses at 
the centre of the scene, turns to the camera, gestures by beating its chest, turns, then 
slowly walks off the other side of the scene, again threading between players. The 
‘gorilla’ is clearly visible in shot for almost 10 s. Half of the observers carefully 
watching the fi lm failed to notice this! 

 As with the fi lling-in phenomena (see Chap.   4    ), this demonstrates the extent to 
which our mental models of the world may be partial whilst seeming to us quite 
complete. The signifi cance of this effect for teaching and learning is clear – 
especially perhaps when students are expected to notice particular effects in practical 
work (cf. R. Driver,  1983 ). Clearly one key feature of teaching is to help learners 
focus their attention on what is salient according to the curriculum.  

    Visual Memory and Eidetic Imagery 

 Although it is usually considered that the visuo-spatial scratch pad has very limited 
capacity, there is a phenomenon known as eidetic imagery and linked to the common 
notion of ‘photographic memory’ where people appear capable of holding much 
more visual information in mind. This eidetic imagery is said to be ‘a rare phenomenon 
in which the individual seems able to form vivid and detailed images which are 
experienced as if they were actual percepts’ (Parkin,  1987 , p. 53). It is thought that 
this type of visual memory may be more common among children, usually being 
lost by adulthood.  

    Educational Signifi cance of WM Capacity 

 It is notable that whereas for practical purposes LTM can be considered to have an 
infi nite capacity and certainly retains the ability to be modifi ed by experience 
throughout life; WM is, at any one time, only able to handle a relatively tiny 

5 The Learner’s Memory

http://dx.doi.org/10.1007/978-94-007-7648-7_4


111

proportion of the potential information represented in LTM. This limited capacity 
can be considered a severe restriction on cognition and to act as the limiting factor 
in many learning situations. 

 For example, tasks set in class may be too diffi cult for students because their 
apparent complexity exceeds the processing capacity of the students’ WM – there is 
just ‘too much to hold in mind at once’ to complete the task. This links with key 
education ideas such as the importance of metacognition which can allow people 
to develop strategies based on sequences of steps, each of which is individually 
manageable within WM, and the notion of ‘scaffolding’. Scaffolding is a teaching 
technique which allows the novice learner to initially rely on others to provide the 
strategy as they master individual steps of a procedure: support which may later 
become redundant due to the possibility of ‘chunking’ as discussed below. 

 Although this severe limitation on WM seems to be a disadvantage, it has been 
argued that it could be adaptive. It is interesting in this context that whilst having a 
‘photographic’ memory would seem likely to be a very useful attribute, as noted 
above, eidetic memory, ‘as the memory capability to retain an accurate, detailed 
image of a complex scene or pattern’ (Inoue & Matsuzawa,  2007 , p. R1005), seems 
to generally be lost during human development. Moreover, there is some suggestion 
that humans have a more limited visual working memory capacity than chimpan-
zees, so that ‘young chimpanzees have an extraordinary working memory capability 
for numerical recollection better than that of human adults’ (Inoue & Matsuzawa, 
 2007 , p. R1005). 

 Sweller ( 2007 ) has suggested that the capacity of WM relates to the optimum 
solution in a balance between the need for an organism to respond to novel informa-
tion and yet to maintain a stable basis for action deriving from previous experiences. 
That is, in an environment that is generally stable over the medium term, it does not 
make sense to keep fundamentally changing one’s models of that environment, 
although there does have to be some fl exibility to learn from new experience. 
Sweller’s hypothesis is that the limited capacity of WM is adaptive because it 
protects us from having models of the world that are  too  labile. This is possible 
because of the way processing capacity is understood: that is, what exactly the 
quanta of information are, that is, what exactly  it is  that cannot exceed 7 ± 2. This 
relates to a process known as ‘chunking’.  

    Chunking 

 Although processing capacity in human cognition is limited to working with around 
7 units of information or perhaps slightly less, these units are not themselves of a 
fi xed size or complexity: so a single unit of information can in some circumstance 
be rather complex. For example, people are able to recall more words when asked 
to recall sentences than when asked to recall simple lists of words (Baddeley 
et al.,  2009 ) – and this is considered to refl ect the ability to treat several words as a 
single unit of data because of the ability to perceive meaning in the string of words 
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(i.e. the sentence). This phenomenon is called ‘chunking’ as in effect the cognitive 
system is able to ‘chunk’ together different elements into a whole, which can then 
be handled as a single unit. 

 Chunking is not a means of bypassing processing capacity limits in an ad hoc 
fashion, or else it would be meaningless to quote a limit, and there would be no 
issue of WM capacity. Rather, information which is closely associated, that is, 
which  has become  closely associated by previous cognitive activity, can be treated 
as a single quantum of information for the purposes of WM. Baddeley comments 
that ‘chunking results in an immediate memory span for sentences of about 15 words, 
compared to fi ve or six unrelated words’ (Baddeley,  2003 , pp. 835–836). This refers 
however to a speaker of the language concerned (not someone asked to recall a 
sentence in an unfamiliar foreign language), who therefore interprets the sentence 
as something more than a string of meaningless words. That is, because of the 
representations of previous experience in long-term memory, which acts to interpret 
new sensory information, the auditory information sensed is perceived in meaning-
ful ways in the processing that occurs before it reaches WM. 

 For a visual example, consider Fig.  5.11 :
   It makes little sense to ask ‘how complex’ the image in Fig.  5.11  is, in terms of 

whether it would overload a person’s WM, without considering the particular 
context of that individual’s LTM. Someone with a reasonable background in chemistry 
will perceive the image in a very meaningful way as representing the resonance 
between the two most important canonical forms of benzene, the Kekulé structures. 
Someone perceiving the information in this way is interpreting it in terms of previous 
experience (i.e. learning), and it is being associated with (and activating) existing 
neural circuits that already represent this idea. Such a person can readily process 
the image, for example, if an unkind lecturer asks them to inspect the fi gure near the 
start of a presentation with the warning that questions will be asked later. 

 When some time later in the session, the lecturer requests course members to 
sketch the image shown earlier, someone who perceived it as having this meaning 
will be able to reconstruct the image from having associated the image with the 
previously represented idea. Such a person is likely to be able to sketch a good 
approximation of the image. Where there are discrepancies, these are likely to be 
chemically insignifi cant – perhaps reversing the position of the two hexagons, perhaps 
using an equal sign in place of the double-headed arrow. Other course members, 

  Fig. 5.11    Perceived complexity of information has a subjective component       

 

5 The Learner’s Memory



113

who perhaps have limited background in chemistry, will often struggle to reproduce 
a close approximation to the original image – perhaps offering something that looks 
superfi cially like a chemical structure, without being feasible in chemical terms. 

 I have used this example in a presentation on teaching and learning to groups of 
graduates at Cambridge University who are taking on teaching roles, for example, 
doctoral students taking on supervision roles in labs or working with undergraduates. 
The level of success of the course members in reproducing the image from memory 
varies from a good facsimile to abandoned attempts involving a few apparently 
random lines and letters. It is clearly not fair to consider this refl ects upon the 
differential memory of the different graduates in any absolute sense: but only  in 
the particular context of this image . Graduates specialising in medieval literature or 
law or cultural anthropology do not have the same cognitive resources to interpret 
the image as natural science graduates who have studied organic chemistry at a high 
level. On a different choice of task, levels of performance might be very different 
within such a multidisciplinary group. 

 Readers might wish to consider the following questions in terms of the image 
presented in Fig.  5.12 .

•     Would this exceed your working memory capacity?  
•   Is it possible to look at this image a few seconds, and then look away, but 

reproduce the image accurately?    

 I suspect that (without spending time studying it, and ‘committing it to memory’) 
most readers would not be able to reproduce the image accurately unless they 
are able to recognise some kind of familiar pattern beyond an apparently random 
array of numbers. 

 This particular pattern does seem to offer some intriguing features: the diamond 
shape shows some symmetry in how the digits are arranged into seven different 

  Fig. 5.12    A pattern that 
could exceed WM capacity       
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numbers (1, 91, 419, etc.). Moreover, some of the numbers seem to repeat in 
particular ways, which might aid memory if those patterns are meaningful for 
individual readers. Whether this provides enough order to allow individual readers 
to recognise patterns associated with existing representations in memory that 
can organise perception of the image within WM capacity (i.e. 5–9 units for most 
people) is an open question. The author’s hypothesis is that attempting to reproduce 
the pattern without errors (and based on what can be held in WM) is likely to prove 
diffi cult for many readers. 

 However, if the pattern of digits in Fig.  5.12  is construed differently – for example, 
as initially a set of four four-digit numbers that have then been reorganised into a 
diamond pattern – then the pattern may ‘fi t’ within WM capacity if those numbers 
can be associated with existing representations in LTM. That should be possible for 
most readers as the four-digit numbers are not arbitrary and form a sequence that 
has existing associations for many people. The sequence of digits presented in 
Fig.   16.1     is likely to be familiar enough for most readers to easily succeed at the 
task. The pattern in Fig.  5.12  is inherently no more complex than that in Fig.   16.1    , 
although it may be less easy to perceive it in meaningful terms. 

 This would seem to be an issue about perception, rather than memory. The same 
sequence of 16 digits becomes easier to remember if it is perceived as four 
meaningful strings rather than as fi ve meaningless ones. However, it is important to 
recognise how the cognitive  system  works  as a system : the effective functioning of 
limited capacity WM is supported by the interpretive processes of perception. These 
ideas link with the work of the Gestalt psychologists, who explored how perception 
organises the sensory fi eld (Koffka,  1967 ), so that, for example, there is often 
the identifi cation of a ‘fi gure’ that stands out from the background or ‘fi eld’ (see 
discussion of perception in Chap.   4    ).  

    Memory Techniques 

 An extreme example of ‘chunking’ in memory was reported by Ericsson, Chase, 
and Faloon ( 1980 , p. 1181), who discussed the case of a student who they described 
as having ‘average memory abilities and average intelligence for a college student’, 
but who over a period of 20 months of regular testing in the laboratory managed to 
demonstrate an increased performance in digit span from 7 digits to ‘almost 80 
digits’. Despite this extraordinary feat, when partway through the training, the 
undergraduate was tested on consonants, rather than digits; his memory span was 
found to be six letters. Ericsson and colleagues report that their subject had not 
expanded the capacity of working memory, but rather relied upon mnemonic 
techniques to recall the sequences of digits (cf. 1914191819391945, see above). 
They concluded that ‘with an appropriate mnemonic system, there is seemingly no 
limit to memory performance with practice’ (p. 1181). The ability to increase 
retention of learned material through rehearsal is well established, although Parkin 
( 1987 , p. 12) warns that ‘the rehearsal concept places too great an emphasis on the 
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role of intentionality in learning. It is a perverse fact about human memory that we often 
remember things we would rather forget and forget things we want to remember’. 

 The use of mnemonic techniques is often recommended to support student 
learning. The author remembers the phrase ‘Now Must I Go Right Round England’ 
being recommended as a way of remembering the characteristics of living things 
(i.e. Nutrition, Movement, Irritability, Growth, Respiration, Reproduction, Excretion), 
although the alternative ‘MRS GREN’ now seems preferred in English schools 
(with ‘Sensitivity’ replacing ‘Irritability’). Similarly ‘Richard Of York Gave Battle 
In Vain’ still seems well known as a way to remember the order of the standard 
colour names used to describe a rainbow. These devices are often considered useful 
even though MRS GREN seems a rather arbitrary mnemonic, and very few school 
children today have any notion of who Richard of York might have been. Similarly 
the term OIL RIG is taught to students to help them remember that ‘oxidation is loss 
[of electrons, and] reduction is gain [of electrons]’, despite the phrase having no 
direct relevance to the semantic meaning being learnt. When such phrases are 
used repeatedly, they do seem to be readily remembered and aid learners to access 
the information they are meant to code. 

 Whilst it is possible to ‘train’ memory by using a set of standard techniques (such 
as memorising a list by imagining a familiar journey and visualising each item on the 
list in a sequence of places on the journey), the fallibility of normal ‘untrained’ memory 
may sometimes be a blessing. Luria ( 1987 ) reported an extreme case of pathological 
memory where an individual with apparently naturally highly developed mnemonic 
skills who was able to recall extensive complex and meaningless information 
presented in a clinical setting verbatim years later was largely dysfunctional due to 
the burden of remembering a morass of detail of everything in his life – apparently 
making it very diffi cult to focus on what was signifi cant at any particular moment. 
The tendency to fail to remember most of the detail of our experiences, just like the 
tendency to ‘remember’ tidied accounts that may lack fi delity to original events, may 
be better considered a result of evolution leading to cognition that is generally adap-
tive for humans, rather than being seen as fl aws in the cognitive system. 

     The Mnemonic 

 At fi rst sight, mnemonic techniques appear to be based on arbitrary associations, 
which might seem at odds with the common wisdom that meaningful learning is 
more robust than rote learning (Ausubel,  2000 ), and that so-called deeper, semantic 
learning leads to a ‘better, more durable memory trace’ (Parkin,  1987 , p. 25),

  The superiority of semantic over non-semantic processing was demonstrated in numerous studies 
and led to the generation of a principle: namely, that the probability of remembering something 
is a positive function of the depth to which it was processed. (Parkin,  1987 , pp. 25–26) 

   Yet, actually the basis of mnemonic techniques is to form an association that 
becomes ‘meaningful’ for the learner, between otherwise arbitrary information and 
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an aspect of existing knowledge structures. Brahler and Walker ( 2008 , p. 223) tested 
‘the effect of illogical word associations on the recall of Greek and Latin word roots 
comprising scientifi c terminology’ through the use of a mnemonic system, ‘Medical 
Terminology 350’, that is designed ‘to facilitate the recall of factual information 
by linking new material to an existing framework of life-long knowledge’ (p. 219), 
and used in teaching medical terms. This system

  creates an association to a Greek or Latin scientifi c word part by introducing a sound-alike 
keyword (audionym) and related visual image that is familiar to the learner but, however, 
unrelated to the medical term being learned. The visual image is then altered “illogically” 
to link the word part to its meaning. Medical Terminology 350…postulates that the “crazier” 
or “more illogical” an association, the better it is to help recall, retain, and remember over 
a long period of time and in essence “learn” the meanings of word parts comprising medical 
terms. (Brahler & Walker,  2008 , p. 219) 

   Brahler and Walker found that the ‘illogical association’ was ‘an effective way to 
facilitate and improve the recall process because this tool effectively links the 
new material into an existing framework of knowledge and familiar associations’ 
(p. 223).  

    Overview: Modelling Memory 

 Memory is clearly a major feature of human cognition and a major issue in considering 
student learning. Despite this, it seems to have had limited attention as a research 
topic in its own right in science education. This is unfortunate because, as the present 
chapter suggests, the notions of memory that we may often take for granted in 
everyday life, actually, are somewhat at odds with the way research suggests memory 
actually functions. Research into student learning in science needs to acknowledge 
this, so that models of student learning are consistent with how memory actually 
functions. In particular, such models need to acknowledge that memory is fundamen-
tally a reconfi guring of the higher-level processing apparatus, rather than a discrete 
store somewhere where memories are located in some encapsulated form until they 
are accessed. This is important because remembering is not (as we might naively 
assume) a process of getting something out of a store, but of reconstructing an 
account from available resources. 

 Memory tends to be accumulated in an iterative way, rather than as records of a 
discrete sequence of experiences: we form memories to the extent that current 
experiences modify the existing substrate for thinking patterns available, and later 
thinking will further modify those patterns. In other words, when we form 
memories we are compromising both the current experience and prior memories as 
the cognitive system looks to interpret the current in terms of prior experience. This 
makes sense if memory is understood as the process of ongoing modifi cation of 
our processing apparatus to better fi ne-tune it to our environment to support work 
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that is largely undertaken at a preconscious level, rather than as an accurate record 
of specifi c prior events for conscious inspection and consideration. 

 Having said that, clearly memory can sometimes provide quite detailed 
recollections of specifi c episodes that can be shown to be largely objectively 
correct – and this suggests a fruitful area of work to explore to what extent memory 
in science learning operates in terms of episodic memory, and whether there might 
be very signifi cant individual differences in this. For example, at the present time, 
science teachers in some educational systems spend a large proportion of lesson 
time allowing students to undertake hands-on laboratory activities. Part of the 
rationale for this is that students will remember the specifi c practical work when 
they are involved in manipulating the equipment and making the observations 
themselves. Research however suggests that many secondary students can only 
offer very vague recollections of a small number of the many specifi c science 
practicals they have undertaken during secondary science classes (Abrahams, 
 2011 ). Arguably, teachers are operating with lay ideas about how student memory 
operates – as if a store of records of past experiences – and research is needed to fi nd 
out how to best fi t teaching to the actual operating characteristics of the human cogni-
tive system with its built-in drive for ongoing and on-line updating of its interpretive 
networks rather than building up sets of accounts of past experiences to refer to.                                                              
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to Inform Teaching and Research, DOI 10.1007/978-94-007-7648-7_6, 
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                      How can one be sure that someone else understands a concept? Perhaps one cannot. For that 
matter, how can one be sure that one understands a concept oneself? Again, perhaps one 
cannot. (Nickerson,  1985 , p. 229) 

   One focus of much research into student thinking in science is the extent of the 
‘understanding’ of science, and the literature includes many claims about aspects 
of learners’ understandings in science. However, ‘understanding’ is part of the 
common mental register that I have argued here is generally taken for granted in 
educational research (see Chap.   2    ), and so it is usually assumed that this term does 
not need to be defi ned. So the authors of a recent study that claimed to have ‘deve-
loped a new working model to help visualize the relationships among opinion, 
understanding and evaluation while learning about a socioscientifi c issue’ (Witzig, 
Halverson, Siegel, & Freyermuth,  2011 ) did not feel the need to explain what they 
meant by this core focus of their study. 

 As suggested before, the ‘theory of mind’ that we are all considered to develop 
to make sense of human behaviour (see Chap.   2    ), and which underpins the language 
for making sense of our own mental experiences, is almost transparent when we apply 
it to other people. So in their research report, Witzig and colleagues claim:

  In addressing our current RQs [research questions], we have extended our current knowledge 
of the interactions among opinion, understanding and evaluation while identifying 
areas that need additional investigation. Further research in this area is needed to continue 
to close the gap in our understandings about how topics and evaluation criteria infl uence 
students’ opinions and knowledge. We believe that our working model … has assisted in 
advancing our understanding in this area and imagine that other researchers investigating 
source selection and evaluation of SCR [stem cell research] and other SSI [socioscientifi c 
issues] topics can contribute to this. (Witzig et al.,  2011 , p. 21) 

   Here the word understanding is twice used to describe an aspect of the authors’ 
own making sense of the world, as well as being used to label what is inferred from 
research data about the mental experiences of the (in this case undergraduate) 
students they studied. Use of the mental register allows ready communication, 
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but the use of a fuzzy everyday concept without any technical defi nition limits the 
precision of the claims made in a study. A consideration of what can be meant by 
this term offers a useful illustration of the argument made in Chap.   1     that it is important 
to consider the ontological and epistemological assumptions underpinning research 
in science education. 

    The Meanings of Understanding 

    ‘Understanding’, like ‘ideas’ and ‘remembering’, is another of those terms that are drawn 
from everyday discourse and so generally assumed to be widely understood (sic) and not 
need defi ning. However, as Newton ( 2000 , p. 15) has suggested, ‘the word “understand-
ing” commonly denotes a variety of mental processes, states and structures’. 

 The view taken in this volume is that it is important to specify exactly what our 
research is about and to ensure that authors of research reports and their readers hold 
suffi ciently shared meanings for terms to aid effective communication. As discussed 
in Chap.   4    , a research report involves the representation of the ideas of the researchers 
in a physical format, which – after being re-represented into nervous impulses by the 
reader’s own ‘sensory interface’ – will be interpreted before reaching the level of the 
cognitive system which leads to conscious thought (see Fig.   4.12    ). 

    Understanding the Meanings of Others 

 However, it seems clear that in common discourse we can refer to someone 
understanding in two signifi cantly distinct ways. According to one dictionary of 
psychology, ‘understanding’ is

  Apprehension of the meaning of phenomena, words, or statements; often employed loosely 
and indefi nitely, as some sort of agency; general term, covering functions which involve 
apprehension of meaning. (Drever & Wallerstein,  1964 , p. 306) 

   If we take ‘apprehension of meaning’ as a guide, then this suggests that understanding 
involves a person appreciating  what another person means  by a word or statement. 
However, in science education, the term is also commonly used in another sense.  

    Making Sense of the World 

 White and Gunstone ( 1992 ) explored the nature of understanding in a book setting 
out suitable methods (particularly for teachers) to probe students’ understanding. 
They noted that ‘…understanding is an elusive quarry. Teachers and students want 
to secure it, but how can they do so, and how will they know when they have succeeded?’ 
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(p. vii). White and Gunstone saw understanding as depending upon resources 
from previous learning: ‘to understand a concept you must have in your memory 
some information about it’ (p. 3). They also saw understanding as multifaceted 
and evolving:

  Our defi nition of a person’s understanding of democracy is that it is the set of propositions, 
strings, images, episodes, and intellectual and motor skills that the person associates with 
the label ‘democracy’. The richer this set, the better its separate elements are linked 
with each other, and the clearer each element is formulated, then the greater the understanding…
understanding of a concept is not a dichotomous state, but a continuum…Everyone 
understands to some degree anything they know something about. It also follows that 
understanding is never complete; for we can always add more knowledge, another episode, 
say, or refi ne an image, or see new links between things we know already. (White & 
Gunstone,  1992 , pp. 5–6) 

   White and Gunstone’s defi nition takes account of how understanding is a complex 
and dynamic entity. In this sense White and Gunstone offer a good example of setting 
out the ontological nature of what they understand (sic) by their theme of ‘understand-
ing’. Research into learners’ understanding of aspects of science will inevitably be 
complicated by the complexity of that research focus.   

    Two Perspectives on Understanding 

 Indeed, in terms of the ontological nature of ‘understanding’, there seems to be 
something of a difference in the meaning of ‘understanding’ between the Dictionary 
of Psychology (Drever & Wallerstein,  1964 ) defi nition and the way the term is used 
in the guide to probing student understanding (White & Gunstone,  1992 ). 

 ‘Apprehension of the meaning of phenomena, words, or statements’ implies the 
question of  whether  the individual does understand ‘the’ meaning of something. 
This implies the existence of some standard by which ‘understanding’ can in principle 
be judged – whether this is the intended meaning of a specifi c author or what is 
taken as a consensus meaning, for example, currently accepted scientifi c principles. 
By contrast, White and Gunstone are interested in the  extent  to which a learner 
understands, and this seems less tied to any comparison with some external standard 
and rather needs to be evaluated holistically and on its own terms. Their ‘richness’ 
of understanding seems to relate to how extensive ‘the set of propositions, strings, 
images, episodes, etc.’ available to a learner is, rather than being a judgement of the 
correctness of those elements by comparison with some independent standard. 

 This actually only considers part of White and Gunstone’s treatment of the topic, 
for it is implicit in their book – and in places explicit, for example, where they discuss 
scoring students’ work produced in response to their probing techniques – that 
teachers will commonly probe understanding to fi nd out whether student understanding 
is consistent with what is set out in the curriculum. However, this does raise the 
important point that there is a critical difference between the questions:
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•    Does the learner understand (apprehend the intended meaning of)…?  
•    How  does the learner understand (construct meanings for)…?    

 It might make sense to summarise an answer to the former question with a ‘yes’, 
a ‘partially’ or even a ‘B+’ or ‘3/5’, but that would not seem to be appropriate in 
considering the second question. In a signifi cant sense these two questions refer to 
understanding treated in two ontologically different ways. 

 Another treatment of the term ‘understanding’, proposed in the context of 
discussing learning in science, offers further potential complications:

  I propose two criteria for understanding in science:  connectedness  and  usefulness in social 
contexts . The fi rst criterion deals with the structure of a person’s knowledge. An idea is 
understood to the extent that the learner has appropriately represented it and connected it 
with other ideas, particularly with the learner’s own prior knowledge and beliefs…The 
second criterion deals with the function of a person’s knowledge. An idea is understood to 
the extent that the learner can use that idea in successfully performing signifi cant tasks 
appropriate to the social context in which they occur. (Smith,  1991 , p. 46) 

   Smith’s fi rst criterion touches upon both the issue of understanding being about 
the structure of knowledge (‘the extent that the learner has…connected it with other 
ideas’), but also that the way the learner structures can be judged for correctness 
(‘the extent that the learner has appropriately represented it’). The second of Smith’s 
criteria potentially looks beyond what can be elicited in standard test or research 
conditions, to the use of knowledge in action (Driver & Erickson,  1983 ), and in a 
context-sensitive way – again as is judged by someone to be ‘appropriate’ to that 
social context.  

    Normative and Idiographic Approaches to Exploring 
Understanding 

 So it seems that in exploring student understanding, a decision has to be made about 
how understanding will itself be understood. The researcher needs to be clear 
about the ontological nature of what is being researched: in this case whether a 
learner’s understanding is the kind of thing that can be compared with and evaluated 
against, and so be judged by an external norm, or something to be mapped out and 
characterised on an individual basis. This issue relates to a major distinction in 
research in education and the wider social sciences, which has considerable 
importance for science education. 

    Testing Student Understanding 

 Sometimes research is undertaken to fi nd out the extent to which students match up 
to what is expected or required. For example, large-scale surveys such as TIMSS 
(the Trends in International Mathematics and Science Study, Mullis et al.,  2005 ) and 
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PISA (the Organisation for Economic Cooperation and Development’s Programme 
for International Student Assessment, OECD,  2007 ) seek to measure aspects of 
student performance in different countries, allowing those countries to be ranked. 
In such research, answers need to be considered correct or incorrect, and the nature 
of incorrect answers – beyond failing to match what is judged as correct – is not a 
primary focus. 

 If understanding is to be understood (sic) in this context, for example, if we set 
out to fi nd out what proportion of students understand photosynthesis at some 
specifi ed level or understand the relationship between force acting on a body and its 
acceleration, then this assumes that understanding is capable of being operation-
alised so as to be summarised in directly comparable statements. We might consider 
this type of research as ‘normative’ in nature, as it is concerned with norms and 
making evaluative judgements. 

 Unfortunately, the term normative itself has two somewhat different meanings 
(Dent,  1995 ) and could actually be understood to refer to either what is set out as 
target knowledge, ‘standards’, or what is typical for the population. This is clearly 
not the same thing, for a student who believed that an object would only continue 
to move if it was subject to an applied force would fall short of normative 
standards (the Newtonian principles set out in curriculum) but would demonstrate nor-
mative beliefs in the sense of what research suggests most students believe (Watts 
& Zylbersztajn,  1981 ). 

 A possible alternative term that could be applied here might be ‘positivistic’, as 
this approach to research appears to assume both that there are distinct ‘right’ 
answers, and that it is possible to judge student understanding in terms of the extent 
to which it matches such right answers – issues considered in more detail below. 
For clarity, this approach will here be labelled as  normative-positivist .  

    Exploring Student Understanding 

 Other research, whilst perhaps ultimately motivated by a notion that such studies 
can inform teaching to better support learning that progresses understanding towards 
canonical knowledge set out in curriculum targets (Taber,  2009b ), is rather different 
in that it sets out to explore the nuanced nature of the students’ thinking, knowledge 
and understanding,  in its own terms . Such research requires qualitative, some would 
suggest ethnographic, approaches, because of the nature of the subject matter. This 
second type of research could be considered  idiographic , being related to a focus on 
individual learners (Gilbert & Watts,  1983 ). 

 Research that adopts the idiographic approach responds to a considerable 
challenge: given the ontological assumptions about the potentially unique and 
nuanced nature of each learner’s understanding, and the indirect processes by which 
understanding can be elicited so it is represented in the public domain, and then 
interpreted by researchers (see Chap.   4    ). This is considered further below. 

 Normative and Idiographic Approaches to Exploring Understanding
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 These two ways of understanding ‘understanding’ are refl ected in Table  6.1 . The 
point here is not that one of these meanings is necessarily to be preferred but rather 
that these two distinct meanings are both commonly used and have very different 
implications in a research context.

       Two Approaches to Research 

 The logic of research is different in these two approaches. In normative-positivistic 
research, the starting point is the target understanding of the topic, that is, the under-
standing that the student is asked to acquire, and the students are in effect being 
 tested against  that. Conversely, in the idiographic tradition, the research needs to 
be more open-ended, seeking to explore how the student understands a topic or 
concept, without being too channelled by the researcher’s own understanding of the 
target understanding. Here the starting point is what the student has to tell us, 
not what we think a ‘good’ understanding should be like. However, there are quite 
signifi cant problems in carrying out research through either approach.   

    Testing Student Understanding: Challenges 
of the Normative- Positivistic Approach 

 The challenges of this approach to researching into student understanding can be 
appreciated by considering the assumptions underpinning the approach (see Table  6.1 ). 
Accounts of research reporting on student understanding of some aspect of science in 
the normative-positivistic mode can be considered to be valid to the extent that:

    1.    It is possible to set out the target knowledge in an operationalised way. That is, it 
is assumed that target knowledge exists in an objective sense, so that different 

     Table 6.1    Two distinct ways of considering ‘understanding’ in research   

 Approach  Normative-positivistic  Idiographic 

 Ontological 
assumption 

 Understanding is the kind of thing 
which can be judged as right or 
wrong/present or not 

 Understanding is complex and 
holistic, consisting of a rich 
array of interlinked elements 

 Epistemological 
assumption 

 Student understanding of a science 
concept area can be operationalised 
to produce simple statements which 
can be objectively compared 
between individuals or against 
specifi ed targets for learning 

 Student understanding of a 
science concept area needs to 
be explored through in-depth 
probing using qualitative 
methods capable of uncovering 
nuances of meaning 

 Methodological 
consequences 

 Research starts with an analysis of 
target understanding, and the 
identifi cation of the key elements 
against which student understand-
ing is to be evaluated 

 Research involves a detailed 
exploration of the way the 
individual student understands 
the target concept/topic 
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members of the teaching/research community would agree on how students 
were meant to understand the content area/topic after teaching, and that it could 
be defi ned or set out in a form that allows the development of test instruments. 
(The nature of knowledge will be revisited in Part III.)   

   2.    Student understanding is the kind of entity that can be considered either to match 
or to not match target understanding.   

   3.    It is possible to develop test items that distinguish understanding that matches 
target knowledge from student understanding that does not.    

  This process is not unique to research, as in effect this is how formal assessment 
works, and refl ects the processes undertaken by examination boards in setting 
papers and grading student scripts. 

    Operationalising Target Understanding 

 The assumption that target understanding can be identifi ed is itself not unreasonable, 
as it also forms a basis of science teaching. The curriculum, or scheme of work, or 
examination syllabus or specifi cation, sets out what it is that students are asked to 
know and will be tested on. To the extent that such documents may not offer precise 
specifi cations, it is part of the work of the teacher to interpret such documents in the 
process of planning teaching. (This is refl ected in Fig.   1.3     in Chap.   1    .) 

 Clearly this is not a straightforward matter. There are processes of interpretation 
involved in forming curriculum models of scientifi c knowledge and judgements to be 
made about the level of abstraction and complexity appropriate for students at 
different levels (Taber,  2000a ): students starting secondary school would not normally 
be expected to learn about quantum-mechanical models of the atom and the most 
detailed models of the chemical and electronic processes involved in photosynthesis. 
Teachers have limited subject knowledge (Gilbert, Osborne, & Fensham,  1982 ) and 
may hold alternative conceptions in some topics (Taber & Tan,  2011 ), and this will 
infl uence how they interpret the curriculum documents and so the basis upon which 
they set out the science to be learnt. In research, there may be a process of producing 
an initial representation of target knowledge which is developed with, or checked 
by, various individuals considered to be in a position to confi rm the validity of the 
formalism, perhaps university faculty, perhaps teachers working with students at the 
level concerned (Treagust,  1988 ).  

    Developing Test Items 

 The process of developing test items that can discriminate between a student holding 
or not target understanding is clearly a complex business. This is a large topic, and 
the issue will only be touched upon here. Objective items, such as multiple- choice 
items, are readily ‘marked’, but their production requires reducing aspects of 
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understanding to rather specifi c elements that can be independently considered. 
They are also open to guessing. Perhaps even more problematic in research 
contexts, students can select correct responses, the nominal evidence of understanding, 
based on scientifi cally incorrect reasoning (Palmer,  1997 ), making such items 
limited indicators of understanding. 

 Questions asking for more extended responses give an opportunity for learners to 
demonstrate their understanding, but may:

•    Be harder to ‘mark’ against the formalism (‘marking scheme’) representing the 
target understanding.  

•   Rely on higher levels of literacy and metacognitive planning skills (which may 
be a problem with younger students and complicates what is being tested).  

•   Require respondents to demarcate the topic being asked about in a way that 
matches what is wanted. That is, in writing about an area such as the shapes of 
molecules or the circulatory system, there may be things the student understands 
which are on the marking rubric, but not recognised as relevant by the student 
when producing the response.    

 As always, we only access the production – the representation made in the external 
world – not the underlying thought processes. It could be argued that if the student 
does not recognise the relevance of certain ideas to the topic, then that shows a 
defi cit in understanding as in the target understanding there is a clear link such that 
its relevance is part of the understanding. However, this does not allow discrimina-
tion between a student with this defi cit in linking or demarcating ideas and a student 
who simply does not have those ideas available. 

 So different types of test item have different strengths and weaknesses, but there 
is always the likelihood of any test items leading to false positive or negatives, for 
example, recognising understanding (that was not present) based on a guess on a 
multiple-choice question and/or failing to recognise understanding (that was present) 
due to a respondent not appreciating what is relevant to include in an extended 
response item. These inherent diffi culties need to be considered when interpreting 
research that offers accounts of the proportion of students said to understand certain 
scientifi c concepts – such as the claim in Table   1.1     that ‘about one-third of the 
pupils at the compulsory school have little understanding of chemical change’ 
(Ahtee & Varjola,  1998 , p. 310).   

    The Messy Nature of Student Understanding 

 All of this assumes that student understanding is such that in an ideal testing context 
the student understands things in either one way  or  another. However, considering 
much of the research into aspects of student understanding, this seems over simplis-
tic. It seems more reasonable to suggest that  often students have several available 
ways of understanding the same phenomena . 
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 For example, research has shown that most students enter school science with an 
existing way of thinking about how and why objects move or stop moving (e.g. 
Gilbert & Zylbersztajn,  1985 ; McCloskey,  1983 ; Watts & Zylbersztajn,  1981 ). 
Moreover, there is usually a strong commonality in their thinking, in that it is generally 
assumed that a force is needed to both initiate and maintain movement (as opposed 
to the formal science understanding that an applied force is required to change the 
state of motion, but that in the absence of any forces a moving object would 
continue to move indefi nitely). This so-called impetus or F-v (Force-velocity) 
framework for thinking about moving objects has been shown to be tenacious, such 
that even after school learning of the Newtonian account, most students still seem to 
understand movement in terms of the requirement for a continuously applied force. 
Indeed, even advanced physics students and graduates can be ‘caught out’ as 
explaining phenomena in these terms. In some senses this classic example of an 
alternative conceptual framework (see Chap.   11    ) might better be understood as an 
alternative formalism (Taber,  2009b ) that is largely coherent and consistent with 
empirical experience, but for present purposes the important point is that many 
students, indeed most, seem to understand phenomena in these terms. 

 However, whilst it seems that school teaching does not undermine a person’s 
ability to understand force and motion in terms of an impetus framework, it is 
still the case that many students can learn the Newtonian formalism and demon-
strate understanding of this way of thinking. So Palmer ( 1997 ) reported that when 
students were asked to answer a series of 8 objective questions, all concerning ‘the 
context of a freely moving body in linear motion’ (p. 692), they commonly based 
their responses on  more than one  reasoning pattern, apparently depending upon 
scientifi cally irrelevant contextual cues in the questions. Palmer’s sample included 
two groups of students, secondary (year 10) pupils and tertiary students who were 
preparing to be teachers. Impetus-type thinking was most common among the 
secondary students, although ‘the majority of students in both groups held the alter-
native conception that “motion implies a force” in at least some of the questions in 
the survey’ (p. 691). The university students were also more consistent in their 
reasoning (i.e. ‘the average number of reasons used by the university students was 
1.82 and only one student used more than three types of reasoning over the eight 
questions’), whereas ‘the Year 10s tended to use more different types of reasoning…
and almost one-third of them used four or more types of reasoning in the survey’ (p. 690). 

 A key issue for research here is whether it is more appropriate to consider student 
understanding in such situations as (a) manifold or simply (b) complex enough to 
appear ‘convoluted’; that is, do students have available resources which in effect 
offer them alternative ways of understanding; or is it better to consider they have 
 a  way of understanding phenomena that is nuanced by multiple considerations 
(cf. Pope & Denicolo,  1986 )? In the latter case, what may seem as inconsistent 
reasoning might instead be considered as the application of a set of rules that 
indicate different approaches to a problem depending upon features that may not be 
considered relevant from the scientifi c perspective (cf. Camacho & Cazares,  1998 ). 
That is, Palmer’s tertiary students may either have acquired a scientifi c way of 
thinking to supplement existing impetus ideas or they may have developed their 
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existing understanding to incorporate new considerations, with potential incoherence 
avoided by having ways of determining how to respond to different contexts. So a 
student may maintain a belief that a moving object has motive force acting on it but 
in some contexts (light or slow moving objects; obvious resistive forces) does not 
see that as the most salient or critical feature of the situation. 

    This distinction, that is, between (a) several discrete ways of understanding 
which can be cued by features of a stimulus question or the context of questioning; 
and (b) a complex understanding, where some kinds of priority rules determine 
which of several possible principles will be considered most signifi cant in different 
specifi c situations; may seem to be purely a matter of semantics. However, some 
researchers have offered accounts of students’ thinking which seem to presume a 
distinction here. In particular, Solomon ( 1992 ) argued that alternative ways of 
thinking about energy available to secondary students should be understood as 
linked to two rather distinct domains. Solomon’s model was defi nitely aligned with 
option (a) here, for she saw students being channelled to either formal scientifi c or 
everyday lifeworld ways of thinking about the same phenomena depending upon the 
perceived social context of a question, rather than learners making distinctions 
between different physical contexts represented in problem situations (see Chap.   12    ). 

 Of course, both of these possibilities may exist – either depending upon science 
topic or even within science topic – and researchers looking to make sense of learners’ 
understanding of science topics should not presume complex responses are either 
manifold  or  convoluted prior to data collection and analysis. Rather, given the 
current state of knowledge in the fi eld, this should be a question for empirical 
research rather than an ontological commitment to guide interpretation of data. 

    An Example of Manifold Understanding of a Science 
Topic: Student Understanding of Ionic Bonding 

 There are probably many situations where student understanding takes a ‘manifold’ 
form, where it may be best understood as the individual having available more than 
one way of making sense of a particular phenomena or concept area. 

 In my own research, I have found evidence of something of this nature. Interview 
studies with English college students (cf. 16–19-year-olds) had allowed me to identify 
a way of thinking about ionic bonding, which was at odds with the curricular model 
presented in teaching. There were strong common elements to the thinking of 
different students, as well as consistency with aspects of the fi ndings of other 
research undertaken in a different educational context (e.g. Australian research such 
as Butts & Smith,  1987 ). This led to the construction of a model comparing the 
target knowledge with the alternative way of understanding ionic bonding that I had 
identifi ed from my informants (Taber,  1997 ). This is represented in Table  6.2 .

   The alternative way students understood ionic bonding in NaCl (often discussed 
with students as a familiar archetypal ionic compound, having a 1:1 ratio of ions) 
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suggested that they saw an ionic solid as being very much like a covalent solid, with 
molecules, or at least quasi-molecular ion pairs, with strong internal bonding, and 
held in the lattice by attractions to other molecules/ion pairs that were not consid-
ered to be proper bonds. Indeed, given the abstract and unfamiliar nature of the 
molecular models used in learning chemistry (Gilbert & Treagust,  2009 ; Harrison & 
Treagust,  2002 ), it has been suggested that if covalent bonding is met fi rst, students’ 
learning about covalent bonds may act as a template for making sense of teaching 
about ionic bonds, and so (as we saw in Chap.   5    ) existing learning may bias new 
learning (Taber,  2001a ). This is not likely to be the only feature of teaching that may 
lead to students developing this alternative understanding. The molecular way of 
understanding ionic bonding builds upon the inappropriate idea that bonds are a 
means for atoms to fi ll shells (see Fig.  6.1 ), and many textbooks include misleading 
diagrams showing ion formation based upon interactions of single metal and non-
metal atoms, so that this becomes the fi rst substantive representation that students 
meet that they associate with ionic bonding.

   The model of two ways of understanding ionic bonding, as represented in 
Table  6.2 , was used as the basis of developing a diagnostic instrument to help 
teachers fi nd out whether students in their classes held the alternative understand-
ing. The instrument consisted of a fi gure showing a two-dimensional representation 
of a part of NaCl lattice (cf. Fig.  6.2 ), with 30 statements that students were asked 
to judge as true or false (with the alternative of a ‘do not know’ response option). 
The items were mostly written to represent aspects of the target knowledge (under-
standing ionic bonding in electrostatic terms) or the alternative framework for 
understanding ionic bonding in molecular terms.

   Students surveyed were in classes (a) studying science at school-leaving level 
(i.e. 14–16-year-olds in the UK system) who had studied the topic of bonding at this 
level, (b) students in post-compulsory classes taking chemistry at ‘advanced’ level 

    Table 6.2    Comparing two ways of understanding ionic bonding   

 In the alternative way of understanding ionic 
bonding identifi ed among students  In the target knowledge in the curriculum 

 An ionic bond is an electron transfer event 
between atoms leading to ion formation 
and allowing atoms to obtain octets/full 
outer shells of electrons 

 An ionic bond is the electrical interaction 
between oppositely charged ions adjacent to 
each other in a lattice 

 Therefore, each ion only has bonds with those 
counter-ions it has donated/accepted an 
electron to/from, so can only form a 
number of bonds equivalent to its charge 
(Na +  has one ionic bond to one Cl − ) 

 Therefore, each ion is bonded with those 
oppositely charged ions it is adjacent to (so 
in NaCl, each Na +  is bonded to 6 Cl − and vice 
versa) – the number of bonds an ion has is 
determined by coordination number, not 
electrovalency 

 So there is a difference between the interac-
tions between adjacent ions that are 
bonded, and those that are just attracted 
together by forces 

 So there is no difference between the interac-
tions between any one ion and any of its 
oppositely charged neighbouring ions (in a 
symmetrical lattice) 

 And in effect the ionic lattice contains 
molecules of ions bounds together 

 And there are no molecules present in the ionic 
lattice 

 The Messy Nature of Student Understanding
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(i.e. studying for university entrance level examinations, normally 16–19-year-olds) 
who had not at that that point studied the topic beyond school-leaving level, and 
(c) students in post-compulsory classes taking chemistry at ‘advanced’ level who 
had studied bonding at this higher level (Taber,  1997 ). 

 On a simplistic notion of student understanding, it might be expected that 
individual students would either have learnt the target understanding of ionic 
bonding, and so would judge the statements accordingly, or if they understood 
ionic bonding in terms of the alternative framework, they would instead judge 
statements according to that way of understanding. However, patterns of responses 

  Fig. 6.1    An alternative framework for understanding chemical bonding (From Taber, Tsaparlis, & 
Nakiboğlu,  2012 )       

  Fig. 6.2    NaCl, a structure 
with ionic bonding       
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at all three levels were more complex than that, with individual students often 
responding to items in a more nuanced way. 

 Overall there was evidence of progression, in the sense that response patterns 
better matched target knowledge in the students studying chemistry at advanced 
level than the younger respondents studying at school-leaving level and among 
those advanced students, in those who had studied the topic at that level. It should 
be noted that students were a convenience sample, volunteered by their teachers, 
and so comparisons between sub-samples should be interpreted with care. However, 
students generally judged as true some statements that were based on the curriculum 
model,  and  also some statements derived from the alternative framework. Similar 
fi ndings were obtained when the diagnostic instrument was translated for use in 
Greece and Turkey (Taber et al.,  2012 ). In some cases, this meant selecting as true 
statements that appear contradictory. So, for example, among the students studying 
for school-leaving examinations, most agreed that ‘a chloride ion is only bonded to 
the sodium ion it accepted an electron’ (56 %), and that ‘a chlorine atom can only 
form one ionic bond, because it can only accept one more electron into its outer 
shell’ (64 %), statements which refl ected the alternative ‘molecular’ framework for 
understanding. Yet most of this group of students also agreed with the statement 
‘each chloride ion is bonded to more than one sodium ion’ (58 %) as the curriculum 
model would suggest. 

 If we were to assume that students understand ionic bonding  either  in terms of the 
curriculum model presented as target knowledge or in terms of the common alterna-
tive conceptual framework, then the pattern of responses on the instrument is diffi cult 
to explain, as most students’ profi le of responses do not completely match either 
framework. That in itself could simply imply that the alternative conceptual frame-
work developed from the interviews study is not a good model of the way many 
students understand the concept of ionic bonding, that is, that they have developed 
 alternative , alternative understandings, which are not well refl ected by either of the 
ways of understanding the topic built into the design of the instrument, that is, the 
curriculum target knowledge and the molecular framework. The nature of such ‘con-
ceptual frameworks’ will be considered in Chap.   11    . However, even if this is the case, 
it does not explain what kind of understanding would allow students to agree with 
apparently contrary statements, as were found among responses to the instrument. 

 It is known  both  that students may use technical scientifi c terms in rather different 
ways to their teachers and scientists (Watts & Gilbert,  1983 ),  and  that they may see 
concepts as contextually bound in ways that make their understanding of concepts 
idiosyncratic (Palmer,  1997 ) – and this has potential for making a student’s responses 
in research seem inconsistent until we are able to develop a good model of how 
the student understands the concept area. This is of course part of the basis of the 
argument for using in-depth open-ended research techniques in this type of work, 
as discussed above. However, the common judgement of what appear clearly 
contradictory statements (presented in relation to the single context of the NaCl 
solid lattice) as true by respondents to the diagnostic instrument discussed here 
suggests that this is  not  just a matter of student understanding not being caught by 
either of the frameworks used to design the instrument. 

 The Messy Nature of Student Understanding
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 What seems more feasible here is that to some extent many respondents have 
more than one way of understanding, and so thinking about, ionic bonding. So many 
respondents are capable of thinking about ionic bonding in terms of discrete tightly 
bound NaCl units, bonded through a process of electron transfer and which are 
held in the lattice by weaker interactions; and also to appreciate something of the 
curriculum perceptive of the bonding being no more than the electrostatic binding 
of the lattice because of the array of positive and negative charges. Given these two 
ways of understanding the concept, the presented statements may well be  judged 
true  if they fi t one or other way of understanding, and so apparently contradictory 
statements come to be judged to be true. In the UK study, the results from the three 
groups of students suggest that the relative weighting given to these two ways of 
understanding ionic bonding shifts towards the curriculum model with increasing 
level of study (Taber,  1997 ). This interpretation is consistent with what was found 
in interviews, with students such as Tajinder (see Chap.   5    ), where several ways of 
understanding the ‘same’ concept were identifi ed, and conceptual change was best 
understood as a shift in which ideas were cued (Taber,  2001b ), rather than a switch 
in how a topic was understood (cf. Part IV).   

    Different Ways of Understanding 

 The presence ‘within’ one mind of several ways of understanding aspects of the 
world should not be surprising, as it is a commonplace of human experience. This is 
represented in Fig.  6.3 . Sometimes decisions are diffi cult because we can mentally 
model a situation in different ways, exploring possible advantages and consequences 
of particular actions. Presumably some ‘fl oating voters’ in political elections are 
able to accept something of the different understandings of the world presented by 
more than one political party.

   Even when we may feel we have a clear, preferred, understanding of a situation, this 
does not exclude appreciating different understandings. A mature ‘theory of mind’ 
(i.e. the ability to mentally model what might be going on in other people’s minds – see 
Chap.   2    ) allows us to construct an understanding of how someone else might under-
stand something differently to us. This is certainly essential in argumentation; for 
unless one can appreciate the other person’s way of understanding the focus, it is not 
possible to do more than simply reiterate one’s own position or simply disagree with 
other points of view: ‘argument is an intellectual process [whereas] contradiction is just 
the automatic gainsaying of any statement the other person makes’ (from the ‘Argument 
Sketch’ from the BBC Television Show, Monty Python’s Flying Circus, episode 29). 

 The premises of the present chapter are (1) that students may understand scientifi c 
concepts differently to how they are presented in the curriculum, and (2) that 
researchers, and indeed teachers, may build up an understanding of how the student 
understands the concept. For example, a teacher may simultaneously:

•    Understand the curriculum model of force and motion  
•   Understand Aristotle’s way of thinking about force and motion  
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•   Understand the common alternative conceptual framework for force and motion 
reported in the literature  

•   Understand the specifi c way a particular student thinks about force and motion    

 This would involve having available as ‘mental resources’ several different ways 
of making sense of (i.e. understanding) the same phenomenon. For argument’s 
sake this particular teacher may well be committed to the fi rst of these options, so 
we could say that she    only understands force and motion in one way herself but that 
she also  understands other ways of understanding  the concept area. 

    Meta-understanding and Multiple Understanding 

 There is an important distinction here, between (a) one’s own understanding, that 
one is committed to as the best way of making sense of some aspect of the world, 
and (b) an understanding of other understandings. In the latter case, what is 

  Fig. 6.3    An individual may have the mental resources to potentially understand something in 
more than one way       
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understood is considered by oneself as something  other  than (in this example) force 
and motion. This teacher has a way of making sense of an aspect of the world, a way 
of making sense of how Aristotle made sense of this aspect of the world, a way of 
making sense of how (according to researchers) many students make sense of this 
aspect of the world and a way of making sense of how a particular individual learner 
makes sense of this aspect of the world. 

 Although the teacher has alternative ways of understanding the same phenomena 
available as mental ‘resources’, only one of these  is committed to  as the appropriate 
way to make sense of that aspect of the world (and the others are resources used to 
make sense of other people’s thinking, committed to as appropriate ways to make 
sense of  those specifi c aspects of the world that are the public representations of the 
contents of other people’s minds , cf. Chap.   4    ). This would seem to be somewhat 
different from the situation of a learner who has two distinct ways of making sense 
of ionic bonding, or the relationship between force and motion, and is not strongly 
committed to either as the best way of understanding that aspect of the world. So 
there is an important distinction relating to the levels of commitment to particular 
ideas as representing how some aspect of the world actually is.  

    Understanding Distinguished from Beliefs 

 This important distinction can be denoted by distinguishing  meta-understanding , 
that is, the understanding of a possible understanding of a phenomenon, from 
 multiple personal understandings,  that is, having several competing understandings 
for the same phenomenon. The difference between meta-understanding and per-
sonal understanding is one of commitment or belief. So the historian or physics 
teacher can come to understand how Aristotle understood force and motion (Toulmin 
& Goodfi eld,  1962/1999 ), that is, to develop meta-understanding of Aristotle’s 
mechanics, without committing to understanding the world the same way: without 
believing that is the best way to make sense of force and motion. 

 In a similar way, a student who comes to school with a strongly committed 
alternative understanding of some scientifi c topic, perhaps an impetus like under-
standing of force and motion, would need to develop an understanding of the 
curriculum presentation of the topic before there was any possibility of committing 
to it as a better way of understanding that aspect of the world (Thagard,  1992 ). 
Indeed, research suggests that many students who do come to understand the 
curriculum presentation well enough to use it successfully to answer formal assessment 
questions still do not commit to it as a better way of making sense of forces and 
motion in their everyday lives. We might say for these students they have acquired 
a meta- understanding of the curriculum formalism but do not themselves personally 
understand the world that way. 

 Whilst this is a key difference, there is an important relationship between these 
two situations, as it is not possible to change one’s way of understanding until one 
has available an alternative. That is, shifting commitment towards a new way of 
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understanding is only possible once that understanding is available as a mental 
resource (see Chap.   15    ). This leaves the question of whether genuine cases of 
multiple understandings of which the learner is consciously aware as viable alterna-
tives, and so not meta-understandings, and commits to, can occur. To be  fi rmly 
committed  to more than one such possibility would seem to be logically excluded; 
it might be expected to lead to an awareness of a diffi culty, perhaps what Piaget 
termed disequilibrium (Piaget,  1970 /1972) or what has sometimes been called 
cognitive dissonance (Chapanis & Chapanis,  1964 ). If a human’s cognitive system 
is a self-regulating system, then such a state should motivate changes that are 
intended to remove the ambiguity. 

 Yet, by the same token, when we consider people as inherently learners, as those 
whose conceptual systems are still developing and are ‘works in progress’ – from a 
constructivist perspective as actors in an environment receiving constant feedback 
to allow them to adjust their mental models to better match expectations to experience 
(Glasersfeld,  1989 ; Kitchener,  1987 ) – we should not expect the ‘current’ state of a 
person’s conceptual system to be fully coherent and consistent. We are all, to some 
extent, such ‘works in progress’, with an ongoing programme of making sense 
of the complexity of our experiences of the world, including from time to time events 
that seem completely incongruent with our expectations based on how we under-
stand past experiences.  

    Alternative Interpretations of Perceived Manifold Conceptions 

 Given these considerations, it would seem that researchers need to show caution in 
making assumptions when interpreting evidence of learners’ thinking (i.e. the public 
representations of their thinking; see Chap.   4    ) as demonstrating manifold ways 
of understanding the same phenomena. The discussion in this chapter suggests 
that there are various related possibilities here, then, which researchers should 
look to disentangle:

    (a)    The individual may have a single internally consistent way of understanding 
a phenomenon, which may or may not seem coherent when public repre-
sentations of her thinking are interpreted from the perspective of canonical 
knowledge (e.g. what seem similar cases to an observer are within this indi-
vidual’s scheme perceived as signifi cantly different on some characteristic 
imbued with salience by that individual).   

   (b)    The individual may have available several ways of understanding the same 
 phenomenon, and be aware of this, and is committed to one way whilst 
acknowledging (having meta-understanding of) the different ways others such 
as a science teacher understand the phenomenon.   

   (c)    The individual may have available several ways of understanding the same 
phenomenon, and be aware of this, and is not sure yet which is the best way to 
make sense of the phenomenon.   
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   (d)    The individual may have available several ways of understanding the same 
phenomenon, and be aware of this, and consider that each has something to 
offer and so is not motivated to be restricted to one approach: which could in 
some cases refl ect a more sophisticated epistemological stance that our ways of 
understanding some things are necessarily limited and imperfect, in which case 
commitment to one likely imperfect perspective may prove inadequate.   

   (e)    The individual may have available several ways of understanding the same 
phenomenon, only being consciously aware of one of these, yet sometimes 
applies other implicit ways of thinking that operate at the preconscious level 
without noticing this.    

  If a researcher was only interested in whether a learner offered a ‘correct’ 
response to a question on an occasion when testing was carried out – which is in 
effect the stance implied by the nature of many public school examinations – then 
this complexity is of little relevance. Yet anyone claiming to be undertaking research 
exploring student understanding in a topic needs to be aware that an account that 
does justice to an individual’s understanding is likely to need to engage with issues 
of the status of understandings elicited, in terms of (i) whether they are unitary 
or part of a manifold of available ways of understanding and (ii) of the level of 
commitment the learner has to the ways of understanding elicited.   

    Describing Student Understanding: Challenges 
of the Idiographic Approach 

 It is becoming apparent that, realistically, no research report is likely to do full 
justice to an individual’s understanding, so all such reports will be simplifi cations 
and approximations. Therefore, it could be argued that the distinction in Table  6.1  
between normative-positivistic and idiographic approaches to describing under-
standing offers a false dichotomy, for if idiographic research inevitably produces 
simplifi cations, then it is just a matter of degree to summarise further, by taking 
such research outcomes and reducing them to simple statements that are suitable for 
comparative evaluation – for example, to determine that ‘the student does not understand 
photosynthesis’ or ‘has a good understanding of how force relates to acceleration’. 

 In practice, in science education, these two aspects are sometimes combined, 
with research to explore a students’ understanding leading to a detailed description 
(an idiographic approach), which could then be compared with either target 
knowledge or what was considered typical in the wider population such as of 
students of that age studying in that educational system (switching to a more 
normative- positivistic stance). 

 This would however almost certainly involve some form of discontinuity in the 
research process. Given what White and Gunstone have suggested about understand-
ing (see above), any hypothetical authentic account of a learners’ understanding 
of a topic or concept in science will be a report of something which is complex and 
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so to some extent needs to be appreciated holistically (Pope & Denicolo,  1986 ). Yet 
there is no simple way to compare accounts of such complexity (without producing 
equally complex evaluations), and so in general such comparisons can only concern 
 highly reduced features  of the account. 

 It might be argued by some researchers valuing the richness of idiographic 
research that the reduction and consequent simple evaluation/comparison of 
students’ understanding with statements of target or ‘typical’ understanding is not 
justifi ed as the reduction completely distorts the original account. However, if done 
carefully and recognising necessary limitations, it may be argued that the reduction 
and consequent simple evaluation/comparison of students’ understanding with 
statements of target or ‘typical’ understanding can be justifi ed as the reduction 
represents  key elements  of the original account which may be used as  valid sum-
mary statements  (and which can be claimed to be valid as such  because  they derive 
from an in-depth investigation and so take into account and acknowledge the complex-
ity of the students’ understanding). 

    The Researcher’s Dilemma 

 Pope and Denicolo referred to this kind of issue in science education as a dilemma. 
They discussed how the essence of much research involved detailed work, because 
the nature of what was being investigated was complex and could not be clearly 
represented in pithy summary statements (Pope & Denicolo,  1986 ). However, journal 
space tends to favour brief summary reports, and teachers usually have limited time 
to engage with research, so a brief summary of main themes in reporting student 
understanding might at least inform classroom work in a way a dense ethnographic 
report is unlikely to. 

 This  is  a genuine dilemma, and there is no simple solution. However, one can 
take a pragmatic perspective. In principle, the reduction of detailed, nuanced accounts 
of students’ understanding to simple statements suitable for ready comparison with 
other such statements will always  somewhat  distort the original account. That is 
inherent in the notion of reduction. However, it is less clear that this need always 
necessarily be an invalid process as long as one is aware of the shift in the way 
‘understanding’ is understood. Part of the work of a researcher in analysing data is 
to reduce the material to produce accounts that are both authentic, yet concise 
enough to be of value to others. 

 A priori it is not possible to determine whether such reduction will produce 
outcomes that remain at some level ‘valid’ representations of student understanding 
and so offer authentic accounts suitable for making useful comparisons with target 
understanding. This is likely to depend upon a range of factors, including perceived 
purposes of the research. Certainly, in principle, we might expect there to be 
circumstances where such a process is invalid, for example, when a student’s under-
standing is heavily context dependent, such that reduction might lead to a set of 
apparently contradictory statements – some of which might be judged correct and 
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some incorrect. (Any attempt to draw a comparison taking this into account is 
immediately both building back in some of the complexity and requiring judgements 
about how to do this on an individual basis.) 

 In other cases, however, it may be that although understanding is complex and 
nuanced, it is possible to identify a key conception which appears to be at the core 
and which can reasonably stand for the students’ understanding of some topic or 
concept ‘to a fi rst approximation’. 

 So    this would suggest that reducing rich idiographic accounts to simple 
summary statements that can be used to make comparisons always risks oversimpli-
fi cation, but providing this is acknowledged and care is taken not to continue to 
simplify when this starts to introduce signifi cant distortions, then sometimes 
such reduction can be justifi ed and can support valid comparisons (e.g. with target 
understanding). Clearly such work depends upon the sensitivity of the researcher 
(including familiarity with the full data set) and careful judgement based on the 
researcher’s own interpretations. 

 From a perspective that acknowledges the richness and subtlety often found in 
students’ thinking, even when research aims at making such comparisons, it still 
depends upon an initial in-depth approach to investigating the students’ understanding, 
as only after that work has been done is it possible to make judgements about the 
extent to which simple summary statements (of the sort suitable for comparison and 
evaluation) might be able to stand for the full description. Reports of such work 
should also acknowledge the issues raised here, and the inherently problematic 
nature of shifting from the idiographic stage in the research considered necessary 
because of the complex and nuanced nature of what is being studied (a person’s 
understanding), to the normative-positivistic phase required to provide the simple 
summary statements needed to make comparisons and evaluative judgements.   

    Comprehending Language 

 Learning in science certainly involves students observing and interpreting phenom-
ena. However, many phenomena of interest in science are not readily observed, at 
least not directly, being too small or too large, to hazardous, too slow, etc. Moreover, 
much of the content of science comprises of theoretical ideas that need to be 
explained. A good deal of science teaching and learning is dependent upon com-
munication through language (Lemke,  1990 ), for example, listening to the teacher 
and reading. This might be considered to short-circuit the need to learn by direct 
experience, to allow us to take advantage of how someone else understands some 
aspect of the world (Karmiloff-Smith,  1996 ). However, such short-circuiting needs 
to be understood within the context of the material presented earlier in the book:

  Understanding is a very personal thing…Understanding is not something that can be passed 
or transmitted from one person to another. No one can make the connection for someone 
else. Where there are connections to be made, the mental effort has to be supplied by the 
learner. (Newton,  2000 , p. 2) 
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   Most humans learn a mother tongue at a young age (Chomsky,  1999 ), largely 
without explicit teaching (although learning to read is not generally acquired 
spontaneously), and for most of our lives we tend to communicate in that language, 
readily producing utterances and usually comprehending (i.e. making sense of) 
the speech of others. Johnson-Laird ( 2003a , p. 5) argued that much of the process 
of understanding an assertion in your native tongue ‘is profoundly unconscious’. 
There are thought to be a series of automatic processes that precede conscious 
awareness of what the speech means. Johnson-Laird suggested that

  Once you have recognized the words in the sentence – no mean feat – there are three main 
steps in grasping the signifi cance of its utterance…The fi rst step is to compose the meaning 
of the sentence out of the meanings of its words according to the grammatical relations 
amongst them. The second step is to use general knowledge to modulate this composition…
And the third step is to use this interpretation to construct a mental representation of the 
situation described in the assertion. (Johnson-Laird,  2003a , pp. 6–7) 

   Johnson-Laird argues ( 2003a , p. 10) that ‘the results of the fi rst two steps – 
compositional semantics and modulation of knowledge – must be an expression in 
an unconscious mental language’. It has been argued that the language we have 
evolved for social communication is essentially different from this ‘machine code’ 
used within the brain, as ‘communication of mental objects is usually accomplished 
through the symbols of language, a heavy and cumbersome coding system, not necessarily 
well adapted to the “language of thought”’ (Changeux,  1983 /1997, p. 162). 

 So it is argued that thought is primarily non-verbal and in effect has to be 
expressed in language for the purposes of communicating to others:

  There is no translation between speech and thought. … To express a thought is not to 
translate it. The relationship is not between inner and outer speech; nor is there simply 
something in our heads that has a character open to translation. Rather, there exists 
something that could be more or less expressed. This statement is grounded in the idea that 
thought is to some extent independent of the capacity to handle a language, while at the 
same time it is dependent on this capacity when we have to conceptualise and express our 
thought in language. (Anderberg,  2000 , p. 110) 

   An immediate objection to this is the subjective experience of thinking in 
language: of ‘talking to ourselves’. However, if we have to learn to express thoughts 
in verbal language to communicate with others, it is feasible that the verbal thoughts 
we are aware of consciously are better considered  the expressions of our thinking  
presented to consciousness, rather than ‘pure thought’ itself. Thinking is another 
of those key lay notions used to describe aspects of cognition and learning and is 
again a ‘fuzzy’ concept in everyday use.                                                     
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                    This chapter will explore what is to be understood by our everyday term ‘thinking’ 
in research in science education. This account will build upon the earlier chapters in 
this part, by discussing thinking in the context of the ‘cognitive system’ of an indi-
vidual learner. Thinking is a term used for a  mental  process (see Chap.   3    ) and so 
according to the analysis offered earlier in the book relates to personal subjective 
experience (‘thinking’ is part of what was called the ‘mental register’ in the part 
introduction) and is not available as an object for direct ‘objective examination’. 
Indeed, a key theme that will be stressed in this chapter is that much of what is of 
interest to science education researchers in terms of learners’ thinking is not solely 
related to those conscious processes that are open to report following introspection. 
Establishing this general feature will be important in setting out a background for 
the subsequent parts on student knowledge (§3) and learning in science (§4). 

        A Study on ‘Scientists and Scientifi c Thinking’ 

    Coll, Lay and Taylor report a study on ‘ Scientists and Scientifi c Thinking ’ (Coll 
et al.,  2008 ). They reported that ‘the interviews provide a window into scientifi c 
thinking as practiced by modern scientists, and suggest that the scientists are rather 
more open to alternative thinking than might be supposed’ (p. 197). 

 The study involved an initial administration of a set of statements that participants 
were asked to rate in terms of whether they believed they were true or false, followed 
up by in-depth interviews. This is an interesting study, which would bring into 
question any stereotypical view of scientists  necessarily  having beliefs (commitments 
to how the world is; see Chap.   6     and also Chap.   15     for a discussion of worldviews) 
that would exclude the existence of ghosts, UFO sightings, the possibility of prayer 
leading to healing, or health-improving effects of crystals. 

 However, the interest for present purposes is in the way that the notion of 
scientifi c thinking was used. As with many studies that focus on everyday notions 
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such as ‘thinking’, the authors (Coll, Lay and Taylor) do not feel it necessary to 
offer a technical account of what they mean by ‘thinking’. The terms ‘thinking’ and 
‘scientifi c thinking’ are treated by the authors as unproblematic (their discussion 
draws on the ‘mental register’) and are apparently assumed to have a clear meaning 
for readers. In this volume, I am suggesting that scientifi c investigation of mental 
‘phenomena’ (such as learning and thinking) requires us to conceptualise these 
mental phenomena in terms of cognitive systems (Chap.   3    ), and that thinking is 
the term used at the mental level that best links to  the processing  of information in 
the cognitive system. Some of the uses of the term in Coll and colleagues’ paper 
would seem to fi t with this meaning:

  Some personal experiences were seen to infl uence the scientists thinking about beliefs, 
making them at least potentially believable. (p. 204) 

 It was noteworthy that some scientists ‘re-worked’ some of the items presented in the 
surveys, thinking on their feet and seeking alternative explanations. (p. 209) 

   In these two uses, the authors seem to be referring to thinking in the sense of 
mental processes. However elsewhere, the term thinking refers less to the process 
than to the outcome of that process (with the present author’s  emphasis ):

  Similarly, anecdotal evidence from “fairly stable sorts of people” was seen as a basis for 
 thinking that  some houses might be haunted… (p. 208) 

 Such thinking also applied to the scientists’ perceptions of our understanding of the brain, 
with many of the scientists  thinking that  there remains much unexplained about the brain – 
thus they were open to alternative explanations including paranormal phenomena. (p. 210) 

   It is widely accepted that word meaning is partly determined by context, and the 
shift in how ‘thinking’ is used here, although perhaps not ideal in a research report 
is understandable given the way the term is used in everyday life. 

 The more specifi c term ‘scientifi c thinking’ seems to be used in a different way 
in the paper. The subtitle of the paper refers to ‘understanding scientifi c thinking 
through an investigation of scientists [sic] views about superstitions and religious 
beliefs’, which would seem to imply that ‘scientifi c thinking’ refers to an aspects of 
the individual scientist (who holds view and beliefs). Yet in the body of the paper, 
the term is used rather differently (again, with my added  emphasis ):

  The panel of experts consisted of scientists across a range of disciplines that examined each 
item statement in the instruments and asserted that it was  in confl ict with current scientifi c 
thinking  in that discipline. (p. 201) 

 Likewise, the few that were less sceptical about astrology like Judy, thought that there 
were, potentially, underlying theoretical reasons  not inconsistent with current scientifi c 
thinking … (p. 208) 

   Here ‘scientifi c thinking’ does not seem to refer to a process or product of cognition 
in individual scientists, but rather is considered to be linked to the scientifi c com-
munity: that is, presumably thinking that is consistent with current scientifi c 
knowledge. Here the authors are again using language in a commonly acceptable 
way. However, this does seem to raise a signifi cant question of  what we might mean 
by the thinking of a community . I have argued that thinking is the mental level 
description of the cognitive processing that occurs within an individual cognitive 
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system (i.e. the individual, knowing subject, described at the cognitive system 
level), which in turn can ultimately be considered to arise from electrochemical 
activity within the brain of that individual. To shift to a community perspective 
would require considering the  overall  possessing activity in/across the network of 
cognitive systems. 

 This is a challenge that needs to be addressed. However, it is also pertinent to 
note that the way Coll and colleagues refer to scientifi c thinking here makes it 
clear they are not primarily referring to the process (i.e. processing) itself, but the 
outcomes of that process: the ideas and evaluations that are products of the process. 
So, for example, a view about whether some crystals might have inherent healing 
properties would be a product of thinking processes. For this reason, this issue will 
be deferred to a later chapter (Chap.   10    ), where the nature of scientifi c knowledge 
will be discussed. 

 Coll and colleagues’ paper offers a useful insight into the outcomes of the thinking 
of some scientists about a range of topics, to test the notion that scientists would 
adopt a kind of ‘party line’, and so take on consensual positions, on certain issues. 
It therefore makes a useful contribution to scholarship. Some of the data presented 
does offer indications of aspects of the thinking processes of the participants, but 
generally the study is concerned not with scientifi c thinking (as a process) but more 
with the  outcomes of  scientists’ thinking about focal topics. 

 This is not a peculiarity of the way Coll and colleagues use the term ‘thinking’. 
A study on explanation in science classes by Braaten and Windschitl ( 2011 ) includes 
both of the following statements:

  The term “explanation” is also used to connote the communication of reasoning in an effort 
to make thinking visible or audible in science classrooms. (p. 654) 

 In science classrooms, it can be diffi cult, if not impossible at times, to provide students 
and teachers with suffi cient access to theory and evidence to allow for reasoning through 
alternative explanations to ultimately arrive at an understanding consistent with current 
scientifi c thinking. (p. 665) 

   The fi rst of these quotations talks of making thinking visible or audible – something 
that it was earlier argued was problematic, and seems to refer to  the process  of 
coming to a view or judgement. However, the phrase ‘understanding consistent with 
current scientifi c thinking’ seems to refer to the outcomes of thinking, rather than 
the processes by which these outcomes were reached. 

      Establishing a Meaning for ‘Thinking’ 

 Thinking has understandably been an important concern in science education, one 
purpose of which is said to be to facilitate the development of ‘scientifi c thinking’ 
among learners (Laugksch,  2000 ; Lawson,  2010 ; Lehrer & Schauble,  2006 ). However, 
thinking is one of the terms that (as highlighted in Chap.   3    ) are used as an everyday 
label for something which is understood in a non-technical sense – that is, it is a 
phenomenon of the lifeworld, part of the mental register of our folk psychology.
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  But what is thinking? This might seem a pointless question, since everyone knows by 
acquaintance what thinking is from his own fi rst-hand experience of doing it…Very few 
people ever think about thinking. It is one thing to practice an activity and quite another 
thing to stand back and try to observe, describe, and account for that activity. It is one thing 
to realize that certain activities happen, but quite another thing to take special steps to 
show precisely what does happen and how it happens in the way it does. (Thomson,  1959 , 
pp. 12–13) 

   Thomson goes on to suggest that there are at least six ways in which the term 
‘think’ is used in normal discourse. So people may refer to daydreaming, recalling, 
deliberate imagining, concentrating and their opinion or reasoning when reporting 
what they think. Similarly, another commentator notes that the term ‘thinking’ ‘is 
used to cover reasoning, conceiving, imagining, perhaps day-dreaming, though 
rarely dreaming proper’ (Aaron,  1971 , p. 91). As suggested earlier in the book, this 
is not a problem in everyday conversation, as context usually suggests intended 
meaning, and we can interrogate the speaker if unsure. However, this book is con-
cerned with conceptualising and reporting research in science education, and if 
research literature is to be properly understood so it can be built and acted upon, it 
is important that when research results are reported, they use terms that have been 
explicitly operationalised. 

 In Chap.   3    , an approach to describing cognition, which would include thinking, 
at three levels was presented (see Table   3.4    ). It was argued    that these three levels 
of description are complementary – that mental activity such as thinking can be 
understood in terms of cognition as processing activity within a cognitive system, 
that in turn could be in principle explained in terms of electrochemical processes in 
the nervous system and in particular the brain. 

 Normal everyday conversation focuses on the mental level of description – 
considering ‘ideas’ and ‘thoughts’. At this level we might consider that thinking is 
the activity that leads to ideas: thinking is a  process , and ideas or thoughts are the 
mental  ‘products’ . There is nothing wrong with this level of description for some 
purposes, including much everyday conversation. However, as introspection only 
offers a very limited appreciation of the nature of thinking, this may not be suffi cient 
for research purposes. 

    Thinking and Processing 

 In terms of the ways cognition has been represented in previous chapters in 
the book, there is a key issue in how we understand the relationship between the 
systems- level description of processing within the cognitive system and thinking as 
a mental phenomenon. 

 This is recapped in Fig.  7.1 , which shows a model of the key stages of processing 
information within the cognitive system. Conscious thinking is considered to be a 
correlate of processing in some executive module of the system (see Chap.   3    ), 
usually identifi ed with working memory (see Chap.   5    ). However, if we consider the 
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cognitive system to be the basis of intelligent behaviour, then much processing 
below the conscious level contributes to this. Arguably even refl exes are a form of 
intelligent – certainly adaptive – behaviour, even though the processing of information, 
decisions about action and control of that action (blinking, moving a limb, etc.) all 
take place without conscious involvement. Yet, in general conversation, we would 
not normally call that level of processing ‘thinking’.

   Indeed references to such phrases as ‘processing below [sic] the conscious level’ 
impose a topological metaphor refl ected in fi gures such as those I have used in this 
volume that might seem to refl ect or imply a notion that what goes on at a ‘lower’ level 
is less important. However, at the very least, it is clear that conscious thought is facili-
tated and underpinned by cognitive processing that the individual is not conscious of. 
Indeed, to use another metaphor, conscious thinking is ‘just the tip of the iceberg’. 

  Fig. 7.1    Processing and thinking – recap of discussion of processing in the cognitive system in 
earlier chapters       
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 If we consider the distinction between conscious, preconscious and subliminal 
processing (introduced in Chap.   4    ), then we can consider the cognitive system to be 
divided as in Fig.  7.2 .

   If we argue that the module concerned with conscious thinking (perhaps working 
memory; see Chap.   5    ) is the executive, then we could extend this organisational 
metaphor to other aspects of the system. We might think of the interfaces as being 
routine operations that are the ‘unskilled’ sector of the system, where work is 
carried out mechanically. The subliminal level at which fi ltering and control of 
information is undertaken is in this analogy a more technical level, with decisions 
being made as if according to an established code book, with problematic 
cases ‘referred upstairs’ for higher-level consideration. At the preconscious level is 
the professional/managerial work. Here – in terms of this analogy – incoming 

  Fig. 7.2    Levels of processing in the cognitive system       
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information is interpreted, and reports are presented with recommendations for 
possible courses of action. These reports are selectively attended to by the executive, 
which relies on the work of its professional part to provide accurate accounts and to 
suggest creative scenarios and options. Whilst such a metaphor is clearly only meant 
to offer some heuristic value, it does refl ect how a good deal of important processing 
takes place prior to any conscious awareness and how the effectiveness of conscious 
thought is limited by the quality of the information provided by preconscious 
processes.  It would seem perverse to exclude this level of processing from being 
considered ‘thinking’.   

    The Signifi cance of Preconscious Processing 

 So the processing which correlates to  conscious  thought may only be one stage of a 
more complex sequence of processes, much of which we are never aware of 
consciously. Were these subconscious processes limited to general physiological 
regulation and refl ex actions, and so involved something largely unrelated to 
conscious thought, then we might feel it is useful to reserve the term ‘thinking’ for 
conscious processes. However, this does not seem to be the case. 

 I would suggest that the activity of the crossword puzzle offers a useful insight 
into the limits of conscious awareness during thinking. My own experience here is 
that some clues lead to a possible answer appearing immediately in consciousness; 
others do not, but I am often able to get an impression of whether I am going to be 
able to readily think of the answer – even though I do not at that moment have one 
‘in mind’. Sometimes I have the impression that I have nearly got the answer, and 
I am just waiting for it to appear in consciousness, although I am not quite sure how 
to help the process along. This is a widely reported experience, known as the ‘tip-
of- the-tongue’ phenomenon or a ‘feeling of knowing’ (Parkin,  1987 , p. 37) – when 
someone fi nds they cannot (yet) produce the word they are ‘looking for’ although 
they are pretty sure it is in their vocabulary and  at some level  they ‘know’ which 
word they want to use. 

 This tip-of-the-tongue experience could be put down to wishful thinking or some 
kind of cognitive error, except that it often seems to be accurate: it is usually accom-
panied by the production of the word or answer that we then recognise as being 
what we were trying to access. It would seem that at some level of the cognitive 
system, we are able to recognise that the target of some kind of search process has 
been located, before we are able to form a representation of it at the level of process-
ing which is associated with conscious thought. Perhaps this links to the issue of 
thinking largely being in a form of ‘machine code’ that then has to be expressed into 
verbal language (see the previous chapter, Chap.   6    ).    So Brown and McNeill reported 
that when students were asked to identify words used at low frequency in the 
language from defi nitions, about half of the words generated before fi nding the 
word they considered matched the defi nition shared its initial letter (Brown & 
McNeill,  1966/1976 ). This suggests that the students were not just accessing 
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semantically similar words as might be expected working from a defi nition, as these 
would more often than not have different initial letters. 

 This is just one example of how ‘subconscious’ (preconscious) processing is 
important for, and seems to blend into, conscious processing of information. Freud’s 
work showed that much of our thinking seems to be subconscious – ‘a sea of unconscious 
ideas and emotions, upon whose surface plays the phenomenal consciousness 
of which we are personally aware’ (Hart,  1910 , p. 365) – to the extent that, it is 
claimed, we often act on motivations that we do not consciously recognise leading 
to us fi nding alternative rationalisations to explain and justify our actions. 

 Various pathological conditions also support this type of argument. For example, 
people exhibiting the condition of blindsight have no visual awareness and consider 
themselves to be blind, although no physiological damage may be detected on 
medical examination. A person with blindsight cannot report what is in their visual 
fi eld, because as far as they are aware, they do not have vision. However, they can 
be very good at ‘guessing’ what is in their visual fi eld. So it seems that one part of 
their brain has access to the visual stimuli and is able to process the sensory impressions 
to the degree they are interpreted into what should be precepts (objects and so forth), 
but the visual images themselves are not accessible to consciousness. When asked 
to guess about objects placed in front of them, the blindsighted person is often able 
to report accurately, although as they have no conscious awareness of how they 
could know, they consider they are just guessing (Churchland,  1980 ; Gazzaniga, 
Fendrich, & Wessinger,  1994 ).  

    Thinking as an Inclusive Term 

 This suggests that to reserve the term ‘thinking’ for conscious thought would be a 
rather arbitrary distinction. So instead I will use the term ‘thinking’ to describe 
 cognitive processes that are not necessarily conscious (see Fig.  7.3 ). That is not to 
suggest that refl ex actions or automatic adjustments of posture which require some 
low level of processing in the nervous system should be considered as thinking; but 
rather processing that is considered to be related to cognitive activities such as 

  Fig. 7.3    Thinking is not 
necessarily conscious       
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concept learning and problem-solving will be considered as a kind of thinking, 
whether conscious or preconscious. Where it is important to differentiate, or to 
avoid being misinterpreted, the inclusive term ‘thinking’ can be qualifi ed by being 
preceded with ‘conscious’ (or ‘preconscious’) as seems appropriate. Alternatively, 
the type of processing of information that is consciously experienced directly ‘in the 
mind’ could be termed mentipulation – that is, the mental analogue of manipulation 
(perhaps a rather obvious neologism to coin, and the term has previously been 
suggested by Ivić, Pešikan, & Antić,  2002 ).    

    Forms of Thinking Valued in Science Education 

 Traditionally, science education has been associated with the development of 
certain types of thinking styles or skills, and often this has been ‘logical’ or ‘critical’ 
rather than ‘creative’ thinking. However, science also involves creative thought, and 
creativity is important to learning in science (see Fig.  7.4 ).

      Scientifi c Thinking 

   Science is much more than a body of knowledge. It is a way of thinking. This is central to 
its success. Science invites us to let the facts in, even when they don’t conform to our 
preconceptions. It counsels us to carry alternative hypotheses in our heads and see which 
ones best match the facts. It urges on us a fi ne balance between no-holds-barred openness 

  Fig. 7.4    Aspects of scientifi c thinking       
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to new ideas, however heretical, and the most rigorous skeptical scrutiny of everything – 
new ideas  and  established wisdom. (Sagan,  1990 , p. 265, emphasis in original) 

   One of the aims of science education is to help students develop ‘scientifi c’ 
thinking. As we saw earlier in this chapter, the term scientifi c thinking is sometimes 
used to refer to public scientifi c knowledge, that is, current scientifi c thinking about 
a topic. 

 It has also been characterised as the adoption of a scientifi c worldview, that is, a 
set of assumptions about the world that guide thinking (see Chap.   15    ). If thinking is 
for the purposes of this chapter considered a process, then these other meanings 
relate to either the outcomes of thinking (output) or resources to support thinking 
(input) and not the processing itself. Scientifi c thinking in these senses then lies 
outside the scope of this chapter, and these points are picked up in later parts of the 
book. 

 More commonly, scientifi c thinking can refer to the thinking processes required 
to undertake scientifi c work. Whilst it might be diffi cult to agree a defi nition of what 
scientifi c thinking is, it is recognised to be central to the practice of science. It has 
also been argued that ‘scientifi c thinking is a paradigmatic example of cognition that 
reveals the key features of many basic cognitive processes’ (Dunbar,  2001 , p. 115). It 
has sometimes been strongly associated with the application of the ‘scientifi c method’. 
In particular, it has been associated with rational, logical thinking (cf. Fig.  7.4 ). 

     Science-as-Logic: Logical Thinking 

 Logic has long been associated with a key form of thinking. Indeed, Bonatti has 
suggested that

  An old and venerable idea holds that logic is concerned with discovering or illuminating  the 
laws of thought . Its psychological corollary is that a system of logic in the mind underlines 
our thinking processes. … In a nutshell, it holds that reasoning consists of operations on 
mental representations, according to logical rules implemented in procedures activated by 
the forms of the mental representations. (Bonatti,  1994 , p. 17, present author’s emphasis) 

   Logic is central to scientifi c work because designing and interpreting scientifi c 
investigations requires the application of particular types of general rules. These are 
involved in establishing the conditions under which it is appropriate to draw specifi c 
conclusions. So in school science, learners will be taught about control of variables 
and how to set up control conditions so that results will allow them (in ideal cases 
at least) to draw conclusions about whether a particular cause produced a particular 
effect (i.e. ‘fair testing’). 

 In practice, science is seldom as simple as it often tends to be represented in 
school science (Taber,  2008b ). Rather, experimental design always depends upon 
both an existing conceptual framework that suggests which of the potentially infi ni-
tive range of variables might potentially be relevant (e.g. in exploring the effect of 
wire length on resistance, we might decide it is important to control for material and 
temperature; we may however consider that it is not relevant whether the wires are 
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vertical or horizontal, whether they are aligned North–South or East–West, whether 
it is a Tuesday or a Wednesday, whether we have said a prayer before we collect 
data, whether the lab is on the ground fl oor, the gender or nationality of the lead 
researcher, what they had for breakfast and so on, ad infi nitum) and a theoretical or 
methodological framework informing the choice of particular techniques which can 
collect valid and reliable data (Taber,  In press ). 

 However, whilst these considerations are of great practical importance, underlying 
any such investigation is a more fundamental framework (a metaphysical belief 
system; see Chap.   15    ) that says that science is possible because the world can be 
understood in terms of causes that bring about effects, and do so in regular ways (we 
assume there are ‘laws of nature’ that will not change from day to day or from one 
place to another), so that through setting up suitable combinations of conditions, we 
can determine necessary and suffi cient causes by applying simple logical rules 
(Sijuwade,  2007 ). So, for example, we cannot claim that some factor is a necessary 
cause of some effect if sometimes we see the effect when that factor is not present. 

 The  Handbook of Child Development  refers to one image of science as being 
‘science-as-logic’, where

  Science-as-logic emphasizes the role of domain-general forms of scientifi c reasoning, 
including formal logic, heuristics, and strategies, whose scope ranges across fi elds as 
diverse as geology and particle physics…These heuristics and skills are considered impor-
tant targets for research and for education because they are assumed to be widely applicable 
and to refl ect at least some degree of domain generality and transferability. (Lehrer & 
Schauble,  2006 ) p. 156 

   The authors of this review, Lehrer and Schauble, suggest that ‘learning to think 
scientifi cally’ is variously conceived of as:

•    Acquiring strategies for coordinating theory and evidence  
•   Mastering counterfactual reasoning  
•   Distinguishing patterns of evidence that do and do not support a defi nitive 

conclusion  
•   Understanding the logic of experimental design (p. 156)    

 These rules of logic often seem self-evident to researchers, so that conclusions 
can be drawn from data without having to explicitly refer back to them. Yet Dunbar 
( 2001 , p. 116) notes that ‘much cognitive research and research on scientifi c 
thinking has demonstrated that human beings are prone to making many different 
types of reasoning errors and possess numerous biases’, and that ‘informing 
subjects of these biases does little to improve performance, and even teaching sub-
jects strategies for overcoming them does little to ameliorate these biases either’. He 
goes on to suggest that ‘much research on human thinking and reasoning shows that 
thinking is so error-prone that it would appear unlikely that scientists would make 
any discoveries at all!’ Yet clearly some of the population are either less prone to 
these logical errors or alternatively are able to learn to overcome them – at least in 
their professional work. Making the logic of scientifi c investigation more explicit in 
school science may be important here (Lawson,  2010 ), especially where what seems 
self-evident to the teacher is being missed by the learners. 

Forms of Thinking Valued in Science Education

http://dx.doi.org/10.1007/978-94-007-7648-7_15


152

 Indeed, the very notion that the human brain has innate apparatus for logic has 
been questioned. Bonatti ( 1994 , p. 17) suggests that ‘even if the thesis loomed 
around for centuries, there is still little convincing psychological evidence of the 
existence of a mental logic’. An important difference here might be between a 
logical analysis suggesting how scientists ought to think; and psychology, which 
tells us that we fall short of the ideal (Nickerson,  1998 ). Presumably such imperfections 
are the result of natural selection pressures, because some logical corner cutting is 
often the pragmatically more effective approach in dealing with the everyday problems 
of survival.    After all, when faced with food shortages or dangerous predators, a 
weakly supported plan of action that can be implemented now might often prove to 
be better than a well-researched plan of action that we are hoping to have ready at 
some hypothetical point in the distant future.  

    Creative Thinking 

 Creativity is a central part of doing science, and one criterion by which scientifi c work 
is judged is that it shows originality. Indeed creative and logical thinking are com-
plementary prerequisites of scientifi c discovery (Taber,  2011 ). Arthur Koestler 
( 1978/1979 ) argued that science, art and humour all relied on the same creative 
processes of bringing together previously unrelated ideas into a new juxtaposition. 
Although scientifi c work does require logic to devise and interpret tests of ideas, it 
also relies upon someone producing the idea that will be tested. How we have such 
novel ideas is not well understood. Whereas, in logical thinking, conclusions are in a 
sense already implied by the premises; creative thinking means coming up with 
something that goes beyond the information available and that is not logically justi-
fi ed. In creative thinking there is no set procedure or set of steps to follow, and often 
an idea just appears in consciousness. Indeed, there are many stories of how creative 
thinking is best supported by relaxed distraction (Taber,  2011 ) – taking a bath, dozing, 
going for a walk, etc. – albeit usually after an extended period of intense engagement 
with the problem area being studied. Plant geneticist and Nobel laureate Barbara 
McClintock talked of how her brain would ‘integrate’ information in the background 
and come up with possible solutions to scientifi c problems (Keller,  1983 ):

  I read the paper and when I put it down I said, ‘This can be integrated’. My subconscious 
told me that. I forgot about it, and about three weeks later I went into the laboratory one 
morning at the offi ce. I said ‘This is the morning I'll solve this’. (Quoted in Beatty, 
Rasmussen, & Roll-Hansen,  2002 , p. 282) 

   This might be described as relying on intuition or tacit knowledge which has 
been developed but which is not consciously available (see Chap.   11    ). Einstein is 
commonly quoted as suggesting that ‘the intuitive mind is a sacred gift and the 
rational mind is a faithful servant’. 

 It seems sensible to assume that creative ideas or problem-solutions that seem to 
appear suddenly in mind are actually the outcome of processing within the brain 
outside of conscious awareness (see Fig.  7.5 ). That is, thinking is occurring that is 
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  Fig. 7.5    We can consider the executive component of the cognitive system to assign (problem- 
solving, creative) tasks to preconscious processing and then later to accept reports       
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inaccessible to consciousness, but is still goal-directed, and often motivated by 
known problems and issues previously considered in conscious thought. Baddeley 
( 2000 ) has suggested that the component of working memory (i.e. the executive 
module of the cognitive system; see Chap.   6    ) that he labels the episodic buffer 
may have a role to play here in creating new cognitive representations, that is, new 
syntheses from, or modifi cations of, existing available representations.

   Extending the analogy used earlier, we might think of the executive referring an 
issue to some kind of working group to consider, for later report. Whilst the analogy 
should not be given too much weight, it does seem that this type of delegation/assignment 
of processing to preconscious levels is a key part of much human cognition. 

 Changeux has suggested how such processes may be understood in terms of 
physiological properties at the physical level (see Chap.   3    ):

  The neurons participating in assemblies of concepts will be both dispersed and multimodal, 
or perhaps amodal. This should bestow on them very rich ‘associative’ properties, allowing 
them to link together and above all combine… This recombining activity would represent a 
‘generator of hypotheses’, a mechanism of diversifi cation essential for the genesis of 
pre- representations and subsequent selection of new concepts. In a word, it would be the 
substrate of imagination. It would also account for the ‘simulation’ of future behaviour in 
the face of a new situation. (Changeux,  1983 /1997, p. 169)    

    Analogical Thinking 

 Analogy has been proposed as one major source of creative ideas in science 
(Muldoon,  2006 ). Wong argues that ‘analogical reasoning is one means by which 
experience is related to and differentiated from what is already known. Through 
analogies, an understanding of novel situations may be constructed by comparison 
to more familiar domains of knowledge’ (Wong,  1993 , p. 1259). According to 
Gentner ( 1983 , p. 159), ‘an analogy is a comparison in which relational predicates, 
but few or no object attributes, can be mapped from base to target’. She gives the 
example of the analogy that a hydrogen atom is like our solar system, where it is 
intended that relations are mapped from the solar system to the atom (e.g. the 
 electron  orbits the  nucleus , like the  planets  orbit the  Sun ), but not object properties 
(e.g. not that the  Sun  is yellow, so the  nucleus  is yellow). 

 Analogical thinking can therefore be a component of creative thinking, as by con-
sidering that X could be like the more familiar Y, possible features of X are suggested 
which can then be subject to testing. Analogical thinking would seem to involve at 
least two separate processing tasks: fi rst searching through representations of the 
familiar to fi nd a possible analogue for the target to be better understood by recognis-
ing some form of similarity and then undertaking a formal mapping process to see 
what the analogy would suggest may be the case about the target. When ‘teaching 
analogies’ are presented in class (Harrison & Coll,  2008 ), the learners are faced only 
with the second (analytical) part of this process, whereas when learners are asked to 
generate their own analogies (Wong,  1993 ), they must also undertake the initial step 
of fi nding a source analogue that offers some kind of similarity to the target. 
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 The mapping exercise is undertaken with full conscious awareness: decisions are 
made about how aspects of the analogue map to the target and are open to conscious 
evaluation before being represented in the public space to communicate the analogy 
to others. The search process, whilst initiated with conscious awareness, would 
seem to be largely undertaken by processing that occurs below the level of con-
scious awareness, so that we become consciously aware of a limited number of 
possible candidate analogues and are not aware of the vast number of other potential 
analogues represented in the cognitive system which are judged at a preconscious 
level not to offer any similarity and so not worthy of further consideration. This 
process would seem to be an example of the type of cognitive work that largely 
takes place without our being able to (consciously) access and monitor the process 
itself. Rather, we just have access to its ‘outputs’ (see Fig.  7.5 ).  

    Imagery 

 In Chap.   6     it was suggested that our thinking does not occur primarily in verbal 
language, rather that ‘thought is to some extent independent of the capacity to han-
dle a language’ (Anderberg,  2000 , p. 110). Clearly, as modern humans, much of our 
 conscious  experience is in the form of verbal language, and language acquisition 
certainly provides important tools for internal conscious thought (Vygotsky, 
 1934/1986 ) just as much as for communication between minds (Vygotsky,  1978 ). 
Moreover, part of the ‘executive’ processor associated with conscious thought (the 
phonological loop in working memory; see Chap.   5    ) seems to have evolved to facili-
tate this. However, this executive module is also thought to include what is labelled 
the visuo-spatial scratch pad, which provides representations in imagistic form. As 
Baddeley points out, ‘there are many examples of the importance of visual or spatial 
imagery in scientifi c discovery, including Einstein’s development of his general 
theory of relativity’ ( 2003 , p. 834). 

 Einstein is just one of a number of scientists who have described how much of 
their creative thinking was imagistic (Miller,  1986 ). Nersessian ( 2008 ) has described 
how scientists form mental models, often represented in images, which act as mental 
simulations that can be ‘run’ so that the outcomes can be compared with the target 
phenomenon. Kekulé famously described a kind of exploratory imagistic simulation 
when he claimed to have had the idea that the benzene molecule was cyclic after 
interpreting an image of a snake grabbing its own tail:

  I turned the chair to face the fi replace and slipped into a languorous state. Again atoms 
fl uttered before my eyes. Smaller groups stayed mostly in the background this time. My 
mind's eye, sharpened by repeated visions of this sort, now distinguished larger fi gures in 
manifold shapes. Long rows, frequently linked more densely; everything in motion, wind-
ing and turning like snakes. And lo, what was that? One of the snakes grabbed its own tail 
and the image whirled mockingly before my eyes. (as quoted in Rothenberg,  1995 , p. 425) 

   The ability to imagine in this way is thought to make use of the same areas of the 
brain that are involved in visual perception (cf. Chap.   4    ). That is, the cognitive sys-
tem includes apparatus for producing visual images, presumably evolved initially 
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for converting sensory information to visual percepts, which are also (i.e. during 
evolution, have been recruited to be) used to generate visual images from processing 
initiated internally within the system – when remembering or imagining (Changeux, 
 1983 /1997; Parkin,  1993 ). 

 Given the suggestion that there may be rare individuals who as adults retain 
eidetic imagery (‘photographic memory’), when most people have very limited 
visual working memory (see Chap.   5    ), it seems possible there may be quite signifi cant 
variations in the capacity of individuals to mentipulate visual images – and this may 
be one area where individual differences between science students may be quite 
signifi cant in determining cognitive styles and mental capabilities.  

    Critical Thinking 

 Another descriptor often associated with scientifi c thinking is critical thinking 
(Lindahl,  2010 ) which has been described in a consensus statement from a Delphi 
study as ‘purposeful, self-regulatory judgment which results in interpretation, 
analysis, evaluation and inference, as well as explanation of the evidential, concep-
tual, methodological, criteriological, or contextual considerations upon which that 
judgement is based’ (Facione,  1990 , p. 3). Critical thinking has been associated with 
the ability to make decisions in complex situations or to fi nd solutions to weakly 
structured problems (Lubben, Sadeck, Scholtz, & Braund,  2009 ). 

 That is, whereas logical thinking can be analysed in terms of following certain 
rules (e.g. effectively ‘if/then’ rules, albeit often nested in complicated ways) – such 
that providing the structure of rules is followed correctly and assuming the information 
provided was accurate, then the ‘right’ answer will be obtained – logic alone is insuf-
fi cient when the ‘ifs’ remain ‘iffy’. This is a more realistic scenario for most real-life 
decision-making as there is seldom a full, unambiguous data set to support a single 
assured solution to real-life problems.  

    Problem-Solving 

 Problem-solving is widely recognised as a key concern of education, and indeed 
Lawson and Wollman ( 1976 , p. 413) report that according to the Educational 
Policies Commission, ‘the central purpose of American education is the development 
of problem-solving processes called rational powers’. Problems, by defi nition, do 
not have ready solutions, and in an educational context, a problem is something that 
a learner is  not  able to solve by simply applying a familiar routine: as Jonassen 
( 2009 , p. 17) suggests ‘…problem solving entails a lot more cognitive activity than 
searching long-term memory for solutions’. What is a problem for one person who 
is a novice or less advanced learner may be straightforward to another who is a more 
advanced learner or an expert. Therefore judgements about what count as a problem 
have to be made relative to specifi c learners (Phang,  2009 ). 
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 As an example of this point, consider the example of a teacher asking a secondary 
student to complete the following word equation   :

  nitricacid potassium hydroxide+ →   – – – – – – – – – – – – + water 

  This is a trivial task for chemists, chemistry teachers and advanced students. 
Indeed, if the author is given a task such as this, then the answer appears in 
consciousness without any explicit attempts to work out an answer, much quicker 
than I can formulate the rationale for why the answer is potassium nitrate. Yet for 
many secondary students, this task, which certainly has the appearance of a simple 
exercise to the teacher, takes on the nature of a problem, as the student has to seek 
out relevant knowledge and a way of coordinating that knowledge to produce a 
candidate answer (Taber & Bricheno,  2009 ). 

 Problem-solving, then, is a special kind of creative thinking, in that the individual 
has to fi nd some new synthesis that although perhaps well known to others is a novel 
association for that individual. Problem-solving is believed to be an area where the 
limitations of working memory capacity can restrict learner performance (Tsaparlis, 
 1994 ). It is also thought that successful problem-solving is dependent upon 
metacognitive processes.  

    Metacognition 

 Metacognition, cognition of cognition, involves thinking about one’s own thinking 
and has been defi ned as ‘knowledge of the processes of thinking and learning, aware-
ness of one’s own, and the management of them’ (White & Mitchell,  1994 , p. 27). 
The idea of metacognition is closely related to that of ‘self-regulated learning’ and 
in schools may be linked to ‘independent learning skills’ or ‘study skills’. 

    A key point made above is that much cognitive activity occurs without conscious 
awareness; metacognition is concerned with conscious thinking about one’s own 
cognition and how this can be used to plan, monitor, evaluate and redirect one’s 
own thinking. Clearly then, in terms of the model of learner as cognitive system 
developed in this book, ‘metacognition is closely related to executive function, 
which involves the ability to monitor and control the information processing necessary 
to produce voluntary action’ (Fernandez-Duque, Baird, & Posner,  2000 , p. 288). 

 This does not undermine the claim that much thinking is undertaken away from 
conscious awareness, rather it is  because  so much cognitive processing occurs at 
preconscious levels that metacognition becomes so important. For example, in 
Fig.  7.5 , it is suggested that a problem that the individual is consciously aware of 
can be metaphorically ‘assigned’ to be worked upon preconsciously, and only once 
a solution has been identifi ed does it get fl agged to be made available to consciousness. 
However, the executive module is then able to decide whether to accept the solution 
as a basis for action (e.g. to represent it in writing on an examination script) or 
whether to continue the search for a better solution. So the suggested solution 
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presented to consciousness needs to be seen as a proposal (if a course of action is 
sought) or hypothesis (if an explanation is sought) that can then be evaluated. Without 
the metacognitive ‘layer’, we could do, say, or be satisfi ed as an explanation with, 
the fi rst thing that ‘came into our heads’ (i.e. was presented to conscious awareness). 

 This also links back to the complementary roles of creativity and logic in scientifi c 
discovery (Taber,  2011 ). When making claims to new scientifi c knowledge, the 
context of discovery is less important in persuading others than the context of 
justifi cation. It should be of no relevance to the evaluation of the quality of our ideas 
whether they occurred to us in the bath, or when chatting with a colleague over 
coffee, or through a sudden insight of an analogy with a work of art we were inspecting. 
However, we must make a logical case based on evidence for why the idea should 
be taken seriously. Our metacognition allows us to consider if there are good 
grounds (the justifi cation) for considering an insight (the discovery) to be correct or 
at least productive as the basis for further action. 

 In both problem-solving and scientifi c discovery, the creative step seems myste-
rious but is essential, and the logical work concerns evaluating the output of the 
creative stage. Scientifi c discovery may be associated with the public community of 
scientists and their outputs (see Chap.   10    ), but in terms of it depending on individu-
als processing information in their cognitive systems, it has parallels with a school 
student solving a problem or suddenly making sense of what the teacher is trying 
to explain. In both cases progress depends upon an insight that is the outcome of 
thinking that largely takes place outside of conscious awareness.   

    The Fallacy of ‘Machine Code’ 

 Before leaving the consideration of cognitive processing, it is useful to revisit one 
notion that was referred to earlier in the book. In Chap.   4    , the way in which sensory 
information had to be ‘coded’ so that it could be processed in the cognitive system was 
considered. Information available from, for example, photons – quanta of energy – 
being incident upon, and being absorbed by retinal cells, is represented into patterns 
of electrical activation in the optic nerve. So retinal cells act as transponders that 
convert a signal of one kind into something different. The term ‘coding’ seems 
appropriate as perception of the external world is only possible because the cognitive 
system’s sensory interface (see Fig.   4.2    ) converts the patterns of, for example, illumina-
tion, into patterns of electrical activity in a non-arbitrary way. This allows the information 
available to the senses to be interpreted by the rest of the cognitive system. 

    The Limits of Computing Analogies for Cognition 

 The notion of ‘machine code’ draws upon an analogy with electronic computers. 
These computers are basically extensive networks of binary switches (on or off   ), so 
all processing must be in terms of signals cuing switching between on and off states 
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to initiate or stop signals elsewhere in the system. Yet programming was traditionally 
undertaken in ‘higher-level’ languages designed for that purpose, for example, 
using logical operations such as ‘if/then’, such as COBOL, ALGOL and BASIC. 
The instructions written in these higher order languages therefore had to be translated 
into the code used by the machine by a conversion process (known as compiling). 
We can understand what happens when sensory information is coded into the human 
cognitive system as being  analogous to  this. We should however bear in mind, as 
suggested above, the important proviso that analogies refl ect notable parallels in 
structure within different systems, but this does not imply the target system is in all 
senses like the analogue. 

 Whilst use of early computers required writing programmes in one of the higher- 
level languages, and then using the compiler to translate into the machine code, 
the experience of modern computer use is very different for most users who use the 
computer as a tool and have limited interest in programming it themselves. 
The operating systems of modern personal computers have inbuilt programming 
that allows users to undertake a wide range of operations with user-friendly interfaces. 
So a fi le can be copied into a new folder without any knowledge of programming 
languages, simply by using iconic representations on screen, such as dragging an 
icon from one location to another with a mouse, touchpad or on the screen itself. 
 As I tentatively suggested earlier, when we undertake these operations, we ‘see’ the 
icons as the fi les and folders they represent and conceptualise them as having the 
physical locations shown, and we can consider this in some ways akin  to  the role of 
consciousness in our own thinking: in using the computer the interface presents us 
a simple visual representation of the ‘world’ inside the computer that allows us to 
operate on (in) that world effectively because the representational system becomes 
that world to us. The extent to which we are aware that we are only operating with 
a representational interface, and understand how what we do with the icons relates 
to aspects of computer architecture, might be seen as akin to metacognition, allowing 
us to refl ect upon our use of the interface and perhaps better think through problems 
when the systems do not seem to be doing what we want or when we wish to under-
take an operation we are not familiar with. Many people, however, use computers 
without refl ecting on these issues, lacking the (analogue to) metacognition to move 
beyond a kind of phenomenological experience where the desktop  is  the working 
space and the icons  are  the folders and fi les they represent.  

    A Different Type of Processing System 

 At one level, this is a strong analogy. It is clear that the processing in the brain is in 
a form of ‘code’ that is not the same as sensory input data (it clearly cannot be – 
light and sound do not travel into the cortex), nor is it the same as our conscious 
experiences, as pointed out earlier in the chapter. However, there are some signifi cant 
differences between human cognition and electronic computers that we must be 
aware of when using such an analogy. 
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 One important difference is the nature of the processing. An electronic computer 
has a fi xed array of switches and works in terms of switches being on or off. The 
human brain has synapses which act as switches, but these can vary in connection 
strength: they can be more or less on. 

 Moreover, the actually set of ‘switches’ is not fi xed: connections between cells 
can be added to or removed, and indeed a key aspect of development in young 
humans is an extensive pruning of most of the initial connections established, 
to provide a more selective network. This provides the potential for a much more 
fl exible, and responsive, processing apparatus than is possible with an electronic 
computer – where the stability of the set of connections in the processor is rather 
important to its normal functioning. This immediately suggests that humans and 
computers are going to have rather different properties as processing systems and so 
also have rather different strengths and weaknesses. 

 Related to this is the type of processing undertaken in a system with the type of 
structure and inherent plasticity of a synaptic network. The input to one node, one 
neuron, can be from a range of different other nodes, and it can in turn provide 
output to a range of other nodes – each with changeable connection strengths. 
Moreover, output can through a chain of connections infl uence input: that is, there 
is potential for feedback in the system. 

 Systems of this type have potential for undergoing changes that can be consid-
ered as learning. Artifi cial networks of this kind have been ‘trained’ to undertake 
processing tasks such as, for example, distinguishing the sonar patterns obtained 
from shoals of fi sh and submarines: a kind of task that because of its complexity 
– due to variations in size, shape and distance of target; water conditions and other 
objects infl uencing echoes, etc. – is very diffi cult to achieve with binary electronic 
computers that have to be programmed in terms of a series of if/then decision- 
making steps. 

 Whereas programming an electronic computer for such a task requires an extensive 
analysis of the task and subsequent highly complex programme, synaptic networks 
are ‘trained’ by changing connections strength patterns in an iterative manner: feedback 
is used to see which changes produce more effective outcomes, and which is less 
effective, and over time the system is tuned to its function. Now as human cognition 
is more like the artifi cial synoptic networks than binary electronic computers, it 
seems that their processing is better understood by analogy with such networks. 
That is, rather than considering processing in the brain to be  as if  someone has 
written a compiler to translate sensory input signals into a machine code, it may be 
more appropriate to think of it  as if  somebody has fi nely tuned output patterns 
from available input, by considering the feedback to an extensive set of trials. It 
should be noted that the actual system properties of a particular brain depend upon 
both features which are in effect genetically programmed by the ‘feedback’ effects 
of natural selection acting over many generations (see below) and the individual’s 
experiences, responses to those experiences and subsequent experience of effects of 
their responses.  
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    The Ghost in the Machine: Who Tunes Our Processing 
Networks? 

 However, a major difference between the artifi cial synaptic network and a human 
brain is the nature of a trainer. When an artifi cial network is trained to distinguish 
fi sh from submarines or perhaps appendicitis from intestinal wind in a medical 
diagnostic system, the external trainer makes external judgements about the 
accuracy of outputs and uses these to decide how to proceed to tune the circuit. 

 But just as there is no programmer writing code for human brains, the newborn 
infant has no external trainer to suggest which outputs are accurate representations 
of input from the external world. Rather, learning has to involve modifying synaptic 
connection strengths depending upon whether the output of attempts to act on the 
world are considered more or less effective in meeting internal drives. The hit-and- 
miss nature of this business suggests that a great many trials might be needed before 
any human cognitive system could be well enough ‘tuned’ to offer an effective 
model of the outside world. 

 However, there is a mechanism for the learning of one generation to allow the 
next to have something of a ‘head start’ in this process. The transfer of genetic 
information to offspring has allowed natural selection to operate over a great many 
generations so that each new individual is not starting ab initio, expected to make 
sense of the world with a random network of neutrons that has to be moulded into a 
tuned processing system ex nihilo, but enters the world with both initial apparatus 
and inbuilt tendencies to direct development, which are the results of testing over 
millions of years. Certainly within the chordates, the initial state of any individual’s 
cognitive system is highly biased. In humans this is especially so, for as we have 
seen there are innate tendencies to acquire verbal language, for example. 

 That is an especially helpful adaptation, because it means that from quite early in 
the young person’s development, the tuning of the cognitive systems can be 
 supported  by external trainers (Vygotsky,  1978 ), who supplement the initial drives 
to make sense of an act in the world by providing extensive additional feedback 
(e.g. no that is not a doggy, that is a cat). Whilst this feedback itself needs to be 
interpreted within the system (see Chap.   4    ), it offers additional sources of informa-
tion about how humans have found it helpful to understand the world.  

    Emergent Systems 

 This reiterates a point made near the start of this part of the book (in Chap.   3    ), about 
the emergence of properties. If we accept the consensual scientifi c model of evolu-
tion by natural selection, then the way in which human brains process information 
about the world is simply the result of selection pressures acting on organisms that 
cope differentially in their environments and which are able to pass on genetic mate-
rial causing their offspring to tend to be like them. 
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 The human sensory interface that translates sensory information into electrical 
patterns in the cognitive system is simply an outcomes of that process, and the ‘cod-
ing’ is simply what has emerged as a solution that worked. That is, it has in the past 
tended to allow individuals to leave offspring. It is a system that ‘fi ts’ with the need 
to be able to make sense of, and act on, the environment. Similarly, other aspects of 
cognition have presumably emerged in the same way: the nature of our percepts, the 
development of consciousness, the limitations of working memory, the nature of our 
concepts and conceptual systems, our use of logic and our creative abilities, our 
ability to refl ect on our own cognition and so forth. If all of this relies on the self- 
organisational properties of synaptic networks that can be tuned through feedback, 
then there is no established machine code that acts as a natural language of thought 
that we would recognise as akin to human codes or languages: rather we have 
evolved cognition that offers survival value, based on coding templates that 
are largely our common genetic inheritance as humans, but which presumably 
themselves show individual variation. Unlike electronic computers that are often 
cloned in the millions, we each have both a somewhat unique processor and a 
 somewhat unique ‘operating system’.   

    Key Terms from the Mental Register 

 As noted in the part introduction, this part contains fi ve chapters exploring what we 
understand by, and how we might investigate, such matters as learners’ ideas, learn-
ers’ thinking and learners’ understanding. In this part I have attempted to explore 
what these terms might be considered to mean when used as part of a way of model-
ling the learner’s cognition. 

 As suggested earlier in the book, during our childhood, we all develop an implicit 
‘theory of mind’ that supports everyday dialogue in terms of a more or less shared 
‘folk psychology’ supported by an informal ‘mental register’ of terms. So in everyday 
dialogue, we may commonly use a term like ‘thinking’ to refer to both processes 
and the outcomes of those processes, and it is common to talk about memory as 
though it is a place within the mind where we can store experiences or information 
that we may wish to access later. This works fi ne in the context of normal social 
dialogue but can become problematic when we use the same terms in the context of formal 
research and scholarship. As I suggested in the introductory chapter, too often in 
research in science education, the components of the mental register are adopted 
without any formal defi nition, as though they are well-defi ned technical terms. 

 Within any research programme, there will be widely shared technical terms that 
have been established and which do not need to be spelt out in detail each time they 
are used in a study. In the research programme into learning in science, there are 
such technical notions (such as alternative conceptions and phenomenological 
primitives; see Chap.   11    ), but commonly researchers have also borrowed terms 
from the mental register – thinking, understanding, remembering, etc. – as though 
these are also accepted technical terms. The need for using either these notions or 
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alternatives that cover the same set of phenomena in the research programme is 
clear, but the close familiarity with and taken-for-granted nature of the use of 
the mental register has led to such terms being used  as if  technical terms, without 
usually being operationalised in any explicit way. 

 In this part of the book, I have set out a way of thinking about key notions from 
the mental register, informed by well-accepted ideas from the cognitive sci-
ences, that can act as a basis for reformulating these notions as constructs suit-
able for discussing in research. That is, I have been building up a model for how 
these terms can be understood to relate and to refer to observables in research. So 
assuming that mind is an emergent property of the central nervous system – indeed 
of largely the cortical areas of the brain – and is for many purposes best understood 
in functional terms as a system for processing information (but which leads to con-
scious experience), I have suggested how we could best understand notions such as 
thinking, understanding and remembering. Figure  7.6  summarises the meanings 
that have been established for fi ve of the key terms: perception, memory, ideas, 
understanding and thinking.                                                          

  Fig. 7.6    Mental processes – a model relating some key terms used in research into learning in 
science       
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                      In short, the interviewer is constructing a model of the child’s notions and operations. 
Inevitably, that model will be constructed, not out of the child’s conceptual elements, but 
out of conceptual elements that are the interviewer’s own. (Glasersfeld,  1983 , p. 62) 

   The previous part of this book explored mental notions – such as ideas and 
understanding – and how these might be understood in terms that support modelling 
of research into aspects of learning in science (see Fig.   7.6    ). 

 Key ideas arising from this exploration of mental constructs were:

•    As subjective experience is only available to the individual, any research claim-
ing to report the ideas or understanding or beliefs, etc. of a learner must be based 
on interpretations made by researchers of public representations of the learner’s 
mental experiences in the external world.  

•   There is a range of common terms such as thinking, memory and understanding 
which are widely used to discuss mental phenomena but make up a lifeworld 
register of signifi ers of fuzzy concepts, and which when used in research reports 
without further clarifi cation can compromise the precise communication 
expected in technical writing.  

•   Mental phenomena can be understood as correlates of physico-chemical processes 
in human nervous systems that ultimately relate to electrical activity occurring in 
networks of neurons.  

•   But mental experience is an emergent property of the complex nature of the 
nervous system and in particular the brain, making descriptions at the physio-
logical level generally less helpful in research into learning in science.  

•   However, a more fertile approach is to model the learner as a cognitive system 
that processes information, but where such a model is  constrained by  what is 
learnt from anatomical and neuroscientifi c studies, as well as from psychology 
and science education research.    

    Chapter 8   
 Introduction to Part III: Knowledge 
in a Cognitive System Approach    
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        The Cognitive System Approach 

 Figure  8.1  sets out an overview, in the form of a kind of concept map (Novak,  1990a ), 
of how one might conceptualise the learner as an organism that is supported in the 
‘task’ of surviving in an environment by a cognitive system that enables the individual 
to sense the environment and act in, and so on, it. The individual is a  learner  as he/she 
is able to use this feedback to modify action because of the plasticity of the system.

   That is, the cognitive structure through which processing occurs when sensory 
information informs action is itself modifi ed by experience (see Chap.   5    ). The 
bolder arrows in the fi gure constitute the basis for a feedback cycle: information 
about the environment and/or the internal state of the organism is processed to direct 
behaviour that changes the environment and/or the internal state of the organism, 
and then new information about the environment and/or the internal state of the 
organism allows that change to be detected. To support this process, our sensory/
perceptual apparatus is especially tuned to notice changes – movements in the visual 
fi eld, variations of tone or volume, etc. 

 The overall approach taken here is hardly original and, for example, has much in 
common with the way that Piaget ( 1970 /1972) thought about young children 
learning to make sense of their environment. Piaget approached his seminal pro-
gramme of work on cognitive development with the perspective of a biologist, and 
recognised that it was productive for understanding children as developing people 
to consider that they were also biological organisms (with the constraints and 

  Fig. 8.1    The organism in the environment supported by a cognitive system       
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affordances that implied), and so came to be as they were in considerable part 
because of natural selection acting over extended periods (Piaget,  1979 ). 

 Taking a biological perspective as his starting point may have contributed to 
common criticisms of Piaget as underplaying the role of socialisation in develop-
ment. Indeed, the conceptualisation presented in Fig.  8.1  need not refer to a human 
learner, but would apply to any organism with a complex enough nervous system to 
move beyond purely instinctive behaviour which can only be selected upon at the 
generational level by natural selection, to be able to modify its own behaviour in 
response to feedback from the environment, when acting to meet its needs. Such an 
organism, by modifying (tuning) synaptic connections within its nervous system 
(see Chap.   7    ), will learn from experience and may be considered to be modelling the 
environment to inform future action. This need not require conscious awareness, but 
should be considered a form of intelligent behaviour, where intelligence is funda-
mentally the ability to learn from experience. Consciousness, however, enhances 
this system, as suggested in Fig.  8.2 .

   Consciousness provides awareness of self as separate from the environment, 
allowing deliberate goal-directed behaviour. Awareness of self also supports the 
development of a ‘theory of mind’ (see Chap.   2    ), which allows us to identify others 
as discrete elements of the environment to which we can posit needs, emotions, 
ideas, etc. The extent to which we are likely to be able to effectively model the 
minds, that is, the conscious experience, of those others depends to a large extent on 
how like us they are. The philosopher Thomas Nagel ( 1974 ) famously argued that 
although we have good reason to assume that a bat has a sophisticated enough 
nervous system to be conscious, and so it is meaningful to talk of  what it is like to 
be a bat , there was no way that a human being with his or her very different nervous 
system, and in particular sensory system and cognitive apparatus to support it, could 
ever know what it is was like to be a bat. 

  Fig. 8.2    The conscious organism can include itself as a discrete element within its model of the 
environment       
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 Awareness of self as a conscious actor in the world also allows the development 
of metacognition, which it was suggested in the previous chapter, provides the 
facility to monitor, refl ect upon and evaluate our own cognition. Thus, the metacog-
nitive being not only learns from feedback about actions in the world, but can also 
learn from feedback about cognitive processes themselves.  

    Linking Back to the Mental Register 

 In the previous part a number of key themes were explored, taking terms from the 
lifeworld mental register and considering how they could be understood in terms of 
a model of the learner as a cognitive system. Terms such as perception, ideas, mem-
ory, understanding and thinking have been discussed from this perspective and can 
be mapped onto different parts of Fig.  8.2  – as has been done in Fig.  8.3 :    

    Seeking to Understand ‘Knowledge’ Within the Cognitive 
System Approach 

 Another key term in the lifeworld mental register is ‘knowledge’, which – like the 
other terms considered in the chapters in Part II – is widely used in everyday com-
munication, both in lay and professional educational contexts, but again proves dif-
fi cult to pin down to a precise meaning. 

  Fig. 8.3    Linking the cognitive system description to the mental register       
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 A particular problem with the notion of knowledge, as widely used, is that the 
term is applied to mean:

•    Something which is an attribute of individuals: the students’ knowledge of 
science topic X  

•   Something which exists in the public sphere: scientifi c knowledge    

 This presents a particular diffi culty for the analysis being followed in this book. 
An individual’s knowledge can be understood in terms of the cognitive system 
approach, as with terms such as understanding and memory (as in Fig.  8.3 ), but it is 
more diffi cult to see how knowledge – if understood in these terms – can also be 
said to exist in the public space between individuals. 

 The chapters in this part seek to take forward the analysis presented in Part II. 
The next chapter, Chap.   9    , addresses the core issue of what is the nature of a learner’s 
knowledge, examining various meanings that have been given to the term, before 
suggesting how knowledge can best be understood as part of a cognitive system. 
Although the concern of the present book is modelling  the learner and learning , the 
learner’s knowledge is commonly judged in education against what is understood to 
be scientifi c knowledge, so the relationship between personal and public knowledge 
offers a challenge for the approach adopted here. 

 One sense of the term ‘public’ knowledge is that it refers to what is generally 
known, rather than being private information, but whilst this is a useful notion, it is 
clearly problematic. For one thing, the public is a large body, so there is likely to be 
little knowledge that can be considered to be known by everyone. Public knowledge 
is therefore better understood as knowledge that is widely known and generally 
accessible through being represented in the distributed system of the network of 
people. We can ask someone, ‘look it up’ in a book, or perhaps more often these 
days, use an Internet search engine. 

 If something is public knowledge, in the sense that it is widely known, then that 
might seem to imply that many people have  the same  knowledge. This might seem 
a reasonable suggestion if we are interested in ‘factual’ information such as the 
answers to questions such as who is the current president of the European Union, 
what do the initials NARST stand for and where is Pitcairn Island? However, there 
is a problem if we are interested in the more complex information needed to answer 
such questions as how does photosynthesis work, why did the dinosaurs become 
extinct and what is the molecular structure of benzene? Here    knowledge depends 
upon understanding that we have seen (Chap.   6    ) is nuanced and may be quite 
 idiosyncratic. It would not be sensible to expect the ‘same’ knowledge to be held by 
many different people in such cases. Clearly, the very notion of ‘public knowledge’ 
is a problematic one. The issue of how the personal knowledge of an individual 
relates to notions of public knowledge such as scientifi c knowledge is taken up in 
Chap.   10    . 

 The fi nal chapters of this part then shift the focus back to the individual learner. 
Chapter   11     tackles a long-standing issue in science education research, that is, of the 
nature of the different kinds of knowledge components reported in research, and 
sets out a model (mindful of what has been established in Part II) for making sense 
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of these different types of knowledge element. Finally, Chap.   12     considers another 
key referent in some science education research, conceptual or cognitive structure, 
and explores how aspects of an individual’s knowledge might be organised within 
some kind of structure.              
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                       Knowledge as a Problematic Notion 

    Like a number of other key terms considered in this volume, ‘knowledge’ is a 
problematic term because it is widely used in everyday discourses as a term that is 
generally understood but without being closely defi ned. The notion of ‘knowledge’ 
is part of the lifeworld ‘mental register’ that comprises of informal, fuzzy concepts 
but which can suggest a veneer of technicality in professional and academic 
discourse. That is, studies that claim to report someone’s knowledge might seem to 
be referring to something that we all take for granted that we understand, yet may 
actually fail to clearly operationalise how knowledge is defi ned in that research. 

    Public and Personal Knowledge 

 An important complication in the way the word knowledge is used is the distinction 
between what can be termed as public knowledge, as in the expression ‘scientifi c 
knowledge’, and what might be termed personal knowledge, as the knowledge that 
an individual can be considered to hold. As this chapter clearly concerns the notion 
of the learner’s knowledge, it will only discuss personal knowledge, not public 
knowledge. However, public knowledge is important to our theme, because – as was 
seen in Chap.   6     – in education, both in research and teaching, it is common to evaluate 
a learner’s knowledge, and so their learning, and to consider we are doing this in 
comparison to some system of public knowledge, as represented in a curriculum, for 
example. This is reasonable when it is considered that a large part of education is 
framed in terms of learning about a public system of knowledge, such as scientifi c 
knowledge (see Fig.  9.1 ).

   Public knowledge therefore needs to be considered as part of any overall account 
of modelling learners and learning. A consideration of how public knowledge may 
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be understood is presented in the following chapter (Chap.   10    ), and further 
 discussion of this issue will be deferred till then.  

    What Does It Mean to Know? 

 Our knowledge is what we ‘know’, but this way of talking may seem to imply 
something unambiguous and readily demonstrated when, as the previous chapters 
have suggested, this may be far from the case. For example, Aaron suggests,

  The word ‘know’ is used in widely different ways, but the epistemologist has always found 
his main interest in that use of it which involves a contrast between knowledge and opinion. 
In the widest sense of the term ‘knowledge’, opinion is itself a species of knowledge, but in 
the narrower sense knowledge is contrasted with opinion. (Aaron,  1971 , p. 3) 

       Knowledge as True Reasoned Belief 

 In philosophy the term knowledge is reserved for reasoned, true belief (Bhaskar, 
 1981 ). Matthews describes how.

  Plato holds a Reasoned True Belief account of knowledge that can be systemized as 
follows, where A stands for a cognizing subject and p for some proposition or statement 
of fact purportedly known by them: “A knows p” ≡ (i) p is true – Truth condition; 
(ii) A believes p – Belief condition; (iii) A has good reasons for believing p – Evidence 
condition. (Matthews,  2002 , p. 127) 

   Consider a learner, Jean, who

    (a)    Thought that  phosphorus was a metal .   
   (b)    Recalled being told that  hydrogen could be a metal at very high pressures  but 

found this unconvincing.   
   (c)    Thought that  all metals conducted electricity  because on testing iron, copper 

and zinc, it was found that a lamp would come on when the metal was inserted 
into a test circuit.     

  Fig. 9.1    Education may be 
seen as learning about public 
systems of knowledge       
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 By Plato’s criteria, these statements could not be considered as representing 
Jean’s knowledge. Statement (a) would be considered to be  untrue , as phosphorus 
is considered in terms of accepted ‘scientifi c knowledge’ (see Chap.   10    ) as a non- 
metal, and so thinking it is a metal would not count as knowledge. Statement 
(b) could not be considered knowledge either, as even though scientists consider 
hydrogen would be a metal under the right conditions, and suspect that metallic 
hydrogen may even exist in our own solar system in the cores of the giant planets, 
Jean  does not believe  this reported fact. Finally (c) should not be considered knowledge 
as testing such a small sample of the metals hardly provides secure evidence for a 
generalisation to all metals even though Jean’s experiential basis for the belief 
might well have been a school science ‘experiment’ presented as showing that 
metals conduct electricity. That the conclusion is considered true would not justify 
the statement as knowledge when the reasoning is fl awed. After all, on a similar 
basis, Jean might just as well claim that all metals were (ferro-)magnetic, based on 
testing iron, nickel and cobalt – and that would be an incorrect conclusion. 

 Plato’s system may clearly be useful in a philosophical context, although only if 
we consider we have the basis for determining truth. This would work in an axiomatic 
system, for example, within Euclidean geometry. In such a system, certain axioms 
are established as tenets for the system, and then logic is applied to see what else 
follows. True knowledge becomes possible in such mathematical contexts, because 
deductive logic can be applied to fi nd what must be the case. 

 In science such an approach might be meaningful where defi nitions are involved. 
If the scientifi c community decides to measure temperature in Kelvin, and Jean 
believes that temperature is measured in Kelvin because (a) the science teacher told 
the class this, and this was corroborated by (b) the respected school text book, and 
(c) because Jean had seen that scientists used this convention in a documentary 
about space exploration, then we might well judge that this constitutes knowledge 
(true, reasoned, belief) in the philosophical sense. 

 However, there might be more diffi culties in the case of Jean believing that  the uni-
verse began in a ‘big bang’  – or that birds evolved from dinosaurs, or that hydrogen 
adsorbed into palladium cannot provide a source of ‘cold fusion’ power. These things 
cannot be considered defi nitely ‘true’ as they are scientifi c ideas which are – through 
the nature of science itself – only accepted provisionally (Gilbert & Watts,  1983 ). 

 If Jean was sophisticated enough to believe that  the big bang is the currently 
most widely accepted scientifi c notion of how the universe began  (or that  there is 
currently no generally accepted evidence that cold fusion can be a major potential 
source of power ), then this might be considered knowledge, as long as Jean’s 
grounds for belief were considered strong enough. However, it is known that school 
students often fail to appreciate the provisional nature of scientifi c knowledge 
(Driver, Leach, Millar, & Scott,  1996 ), and so if Jean considered his beliefs about 
these scientifi c ideas to be ‘facts’, then these beliefs fail to pass the ‘reasoned true 
belief’ criteria of knowledge. 

 Whilst the reasoned true belief notion of knowledge offers criteria for what 
counts as knowledge, it  also  excludes most of what is normally considered as 
knowledge and so is not that helpful to science educators (teachers or researchers) 
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in talking about their work. For what Jean believes he knows about phosphorus, 
hydrogen, metals, the origin of the universe, the evolution of birds and the failure of 
cold fusion is of relevance to further learning in science and so of interest in 
science education, regardless of whether the term knowledge is considered to tech-
nically apply to them.  

    Finding a More Useful Notion of Knowledge 
for Science Education 

 So whilst the ‘reasoned true belief’ version of knowledge may be useful in philosophical 
discussions, it does not seem to ‘do the job’ in supporting research in science 
education. The infl uence of current thinking upon new learning does not depend on 
how some external observer evaluates the truth of those thoughts. If a focus of 
science education is to be the learner’s knowledge, then we need an alternative 
defi nition of what we mean by knowledge that better fi ts how this term can be of use 
to the research community. 

 Although the need for rational justifi cation is not always maintained, the  Oxford 
Companion to Philosophy  suggests that ‘virtually all theorists agree that true belief is 
a necessary condition for knowledge’ (Goldman,  1995 , p. 447). Yet when considering 
the nature of understanding earlier, it became clear that notions of what are believed 
are themselves not always entirely straightforward (see Chap.   6    ). An individual may 
have several inconsistent ways of understanding the same phenomena or concept area 
and be cued into thinking in one way or another in different contexts. A student who 
answers school physics questions using Newtonian physics, but thinks in terms of an 
impetus notion of motion when dealing with force and motion in the lifeworld, could 
be said to demonstrate ‘belief’ in, or commitment to, both, or neither, ways of think-
ing. What would be clear in this example is that a researcher interested in the students’ 
‘knowledge’ would have to take both ways of thinking into account to produce an 
authentic account of what the individual ‘knew’ about force and motion. 

 Student learning is considered to be infl uenced both by ideas that the student 
entertains without necessarily strongly committing to them, as well as the things 
they do strongly believe which would not be considered true. Indeed much of 
this area of research has been concerned with ‘misconceptions’ or ‘alternative 
conceptions’ or ‘intuitive theories’: entities that would fall outside of a ‘true belief’ 
model of knowledge. 

 Perhaps an alternative term is needed for what researchers tend to be interested 
in when they explore students’ thinking about science – a term for ‘things the student 
thinks might be the case’. Within that category there is scope for different levels of 
commitment and different levels of match to what might be considered ‘true’ by 
others. We might report that we are researching into ‘notions that the learner 
entertains as possible mental representations of some aspect of the world’ but that is 
a rather convoluted expression. Slightly less clumsy might be ‘plausible mental 
constructions’. 
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 This highlights a major ontological distinction in this area of research, which 
follows from the considerations earlier in the book. Research into student knowledge 
can be intended to explore one of two rather different things:

    (a)    The ideas generated by learners in response to specifi c stimuli   
   (b)    The conceptual resources available to learners     

 These are very different in that (a) ideas relate to the outcomes of some kind of 
mental processing, thinking (see Chap.   7    ), and are transient, whereas (b) conceptual 
resources are more permanent although not immutable features of the mental 
apparatus responsible for generating the ideas, and so part of the mental ‘environment’ 
which infl uences those thinking processes. The issue of precisely what these 
resources may be is a core one for research into learning in science and will be the 
subject of Chap.   11    . Clearly it follows from the earlier discussion in the book that 
all researchers that can ever access  directly  are  public representations of  (a), that is, 
behaviour representing what the learner is thinking at that moment, which can then 
be considered indicators of some aspects of (b). 

 So, our research at best allows us to make inferences about what learners are 
thinking from which we then seek to make further inferences about the stable 
resources (e.g. ‘knowledge’) that support that thinking. As has been argued earlier, 
the fi rst stage of this two-phase process requires interpretations that rely on the 
learner offering us honest reports that are clearly communicated and even then may 
tell us little about the bulk of the thinking iceberg (the preconscious thinking) which 
does not break the surface of conscious awareness. 

 Those ideas experienced by the learner are the outcome of a contingent nexus 
that draws upon those available resources for thinking that can be accessed at that 
moment. Some of these resources are the internal conceptual resources (b, above), 
but the current environment also offers affordances (cf. Figs.   5.1     and   5.2     in Chap.   5    ). 
So   , in other words, a researcher’s question; some focus introduced to the research 
context as used in techniques such as interviews about instances/events or construct 
repertory test; the availability of a periodic table or a reference book or the Internet; 
or the presence of a peer in a group task, or a dyad interview; can all act as external 
resources that may be drawn upon in association with internal mental resources to 
produce a response in a research situation. 

 So, for example, consider the following tasks that might be presented to a learner:

    (i)    Explain the shape of a methane molecule.   
   (ii)    Use the valence shell electron pair repulsion theory to explain the shape of a 

methane molecule.   
   (iii)    Explain why the methane molecule is considered to be tetrahedral.   
   (iv)    Use the valence shell electron pair repulsion theory to explain why the methane 

molecule is considered to be tetrahedral.     

 These different versions of the question might all be considered to be testing 
‘knowledge’ of a common procedure for determining the shapes of molecules and 
applying it in a particular case. For some learners, depending upon the accessibility 
and ‘state’ of certain internal conceptual resources, this is a trivial question, as the 
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example may be very familiar, and the distinction between the four forms of the 
question would not be signifi cant in infl uencing the answer produced. For these 
students the question does not present a ‘problem’ (see Chap.   7    ), just a routine 
exercise in applying well-learnt principles. 

 By ‘state’ of conceptual resources here, we might consider the extent to which 
those resources represent a canonical understanding of the topic (itself a problematic 
notion, see Chap.   10    ) and how well organised that representation is and perhaps how 
well integrated with representations of other related scientifi c ideas (see Chap.   12    ), that 
is, the accuracy, organisation and integration of the students’ knowledge. The degree 
of integration is likely to be closely linked to how accessible the representation is 
with appropriate cuing. For a student who has learnt about this topic, but has not 
represented the learning so effectively in terms of these criteria, task (i) may be 
more challenging. 

 However, (iii) offers the learner a rather signifi cant piece of information – the 
result of the application of this knowledge. For a student who could not readily 
access a clear memory of the principles and how to apply them, offering the 
additional information in (iii, cf. i) allows an additional  strategy  in forming an 
answer, as the learner can think about the problem ‘from both ends’. That is a 
general problem- solving strategy which itself would be considered an internal 
mental resource – perhaps an aspect of metacognitive knowledge (see Chap.   7    ). 

 Questions (ii) and (iv) tell the learner which set of ideas to access and apply in 
producing an answer – and that could clearly be a useful memory cue for some 
students, being helpful if the representation of prior learning is not well integrated 
with other representations of related topics, and so not so readily accessed. 

 Moreover, it is quite possible that some students who are familiar with aspects 
of atomic and molecular structure, but who have not been taught about the 
shapes of molecules, could actually deduce from the label ‘valence shell electron 
pair repulsion theory’ the gist of what was required. It is certainly feasible that some 
learners might be able to use the affordance of question (iv) as a resource and 
suggest that methane is tetrahedral because of the repulsion between the electron 
pairs in the valence shell – even if the principles are quite novel to them. By 
contrast, it would seem very unlikely that a student who had not previously met 
these ideas could generate such a response to question (i). 

 I recall here one interview I undertook with a college student where in responses 
to a series of questions she ‘discovered’ and explained why neutral molecules might 
attract each other due to what are often called van der Waals’ forces. She had not yet 
been taught these ideas in class, and had no recollection of having come across this 
idea, but had suffi cient conceptual resources, in terms of knowledge of the structure 
of molecules, for example, to build up the idea of transient dipoles leading to net 
forces between neutral entities. The scaffolding of the interview context allowed 
her to produce this plausible mental construction, and so at that point, this became 
part of ‘her knowledge’.  

9 The Nature of the Learner’s Knowledge

http://dx.doi.org/10.1007/978-94-007-7648-7_7
http://dx.doi.org/10.1007/978-94-007-7648-7_10
http://dx.doi.org/10.1007/978-94-007-7648-7_!2
http://dx.doi.org/10.1007/978-94-007-7648-7_7


179

    Use of the Term ‘Knowledge’ in Science Education 

 Even if suitable alternative terms to ‘knowledge’ were available (such as ‘plausible 
mental constructions’), making it easier for the research community to restrict the 
use of the term ‘knowledge’ to the limited meaning philosophers claim, it is clear 
that the label of ‘knowledge’ will continue to be used widely in educational 
discourse, where it is understood to be less restrictive:

  Much  of our knowledge  pretends to nothing more than probability. We guess, have hunches, 
and believe on such evidence as is available, and for the time being we take what we believe 
to be true without, however, claiming certainty for our beliefs. If we are wise we go on testing 
our beliefs, searching for further evidence that will confi rm or refute them. A great deal  of 
our knowledge  clearly is of this kind and it has been held that all of it is so. (Aaron,  1971 , 
p. 49, present author’s emphasis) 

   For the purposes of this book, then, the term ‘knowledge’ will continue to be 
used, with the understanding that a learner’s knowledge refers to what they believe 
to be the case or simply consider as a viable possibility. Their knowledge is the 
range of notions under current consideration as possibly refl ecting some aspect of 
how the world is. That is not knowledge as philosophers understand it, but it better 
fi ts common usage, and refers to what is relevant to science education researchers, 
where true, reasoned belief is an ideal of limited practical use in understanding 
learners. The meaning used here fi ts better with that suggested by Higgs and Titchen 
( 1995 , p. 521) who ‘defi ne knowledge (of the individual) as an awareness of the 
individual which has current conviction for the individual, gained through the 
testing of acquired or self-generated understanding’ and with what Park ( 2011 , p. 1) 
has referred to as ‘not … true justifi ed belief. Rather… the psychological sense of 
an information carrying mental state’.  

    Personal Knowledge 

 All that has come before concerning what is understood about the nature of cognition 
(see Part II of the book) raises the issue of how we should understand the nature of 
personal knowledge – the knowledge of an individual person. It would seem that 
what science education researchers are usually interested in, and what is meant in 
everyday discourse, is not limited to reasoned, true beliefs but rather includes whatever 
is ‘stored’ (that is represented) in a person’s cognitive system that leads them to 
express particular beliefs and views and indeed to entertain certain possibilities as 
worthy of consideration. This ‘personal’ knowledge may not be shared by others 
and indeed provides the basis for actions that may lead to outcomes that later lead 
us to decide it was mistaken. As Polanyi ( 1962 , p. viii) suggested, ‘personal knowledge 
is an intellectual commitment, and as such inherently hazardous’. 
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 A strong behaviourist view would avoid such issues by only considering direct 
observables – behaviour, such as responses to the researcher’s stimuli – rather than 
the inaccessible mental structures that are conjectured to be intermediaries between 
stimulus and response. Science education has long eschewed such an approach, but 
the behaviourist perspective offers a useful reminder that if we take a scientifi c view, 
then ‘personal knowledge’ is not a phenomenon open to direct inspection, but rather 
a theoretical term used as part of an explanatory scheme. That is, we should see 
‘personal knowledge’ as a conjectured entity, as a construct that helps us explain the 
basis and patterns of our thoughts, and aspects of the behaviour of others. 

 So as individuals we experience a certain level of stability and continuity in our 
thoughts, which we can conjecture is due to a level of stability in the cognitive 
apparatus we have built up through our experiences in the world (as discussed in 
some detail earlier in the book), which ‘biases’ our thinking, and leads us to understand 
our ongoing experiences in certain ways. We might think of this as the way in which 
our cognitive systems have ‘represented’ past experience so as to allow us to organise, 
understand and explain ongoing experience (cf. Fig.   8.2    ). Through this iterative 
process of representing experience, an individual builds up ‘content’ of the cognitive 
system that we might choose to label as their ‘personal knowledge’. 

 From a constructivist perspective,

  Knowledge is not passively received either through the senses or by way of communication, 
but it is actively built up by the cognizing subject. … What we call “knowledge”, then, is 
the map of paths of action and thought which, at that moment in the course of our experience, 
have turned out to be viable for us. (Glasersfeld,  1988 , pp. 1–4) 

   As researchers, we observe patterns of behaviour in others such as what they say, 
what they write and so forth and recognise both strong stable patterns from 
individuals when a particular person usually seems to offer similar answers to 
similar questions and sometimes clear individual differences where different learners 
in the same class may offer quite different responses to the same questions relating 
to topics they have studied in the same science lessons. Indeed such patterns as a 
tendency to stability in individual behaviour and different people behaving differently 
in the ‘same’ situation are recognised by all normal human adults and understood 
through their theory of mind (TOM, see Chap.   2    ). That is, from quite a young age, 
we interpret the behaviour of others in terms of them each having an individual 
mind, much like our own, but uniquely theirs. 

 As researchers we go beyond the informal TOM and look to build models of 
aspects of the minds of learners that help us understand aspects of behaviour (why 
they say this or write that). We not only assume that students have minds much like 
our own, but we want to understand something of the ‘content’ of their individual 
cognitive systems, the features of their cognitive systems that have developed through 
their experiences to facilitate them in organising, understanding and explaining 
their ongoing experience, leading to particular patterns of thought in their subjective 
world (World 2 in the sense discussed in Chap.   4    ) and so expressed in particular 
patterns of behaviour that are observable (in the objective ‘World 1’ – the public space 
referred to in the model used earlier in the book), and so are the phenomena observed in 
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our research. It is those ‘contents’ of the learner’s cognitive system which we are 
interested in when we look to explore the learner’s personal knowledge. As a 
research community, then, we are interested in how to most usefully think about 
these contents, which can be considered to make up the ‘components’ of a learner’s 
knowledge. It is in this sense that we understand knowledge in our model of the 
learner at the system level (see Fig.  9.2 ).

       What Are the Cognitive Resources That Support Learning? 

 The present state of knowledge in neuroscience does not allow us to be able to 
identify the precise anatomic correlates of something like a concept, even if that 
level of detail would be useful. However, a number of ideas met earlier in the book 
are informative in considering how researchers should think about the cognitive 
resources that are called upon during cognition. 

 A key point is the shift that takes place during the stages of processing in 
perception (see Chap.   4    ), from fully automatic ‘coding’ type processes in the 
sensory interface, through various fi ltering stages that occur without consciousness, 
to the level of conscious thought. Karmiloff-Smith ( 1994 , p. 694) refers to how 
during human development there is a process ‘by which information that is in a 
cognitive system becomes progressively explicit knowledge to that system’ (this is 
considered further in Chap.   15    ). 

  Fig. 9.2    Knowledge as resources to be drawn upon in the cognitive system       
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 Indeed, it is possible to characterise cognitive resources along a number of 
dimensions, as shown in Fig   .  9.3 :

   The time dimensions represented in Fig.  9.3  refl ect Karmiloff-Smith’s point, 
suggesting that resources available early in human development tend to have one 
set of characteristics, whilst those that develop later tend to be quite different. The 
other ‘dimension’ reflects how we tend to conceptualise aspects of cognitive 
processing as being ‘lower’ or ‘higher’ level (in the sense described in Chap.   4    , cf. 
Fig.   4.7    ). The resources available to support cognition are shown as having 
clusters of properties, which refl ect the discussion of the cognitive system in Part 
II of the book. 

 That is, cognitive resources may be:

 Innate: hardwired into the system from 
very early in a child’s development 

 or  Acquired: developed over time in response to 
experience 

 Automatic: so that processing is 
triggered as a refl ex to certain input 

 or  Voluntary: able to be selected and applied under 
conscious control 

 Encapsulated: discrete modules that 
act independently and provide 
output only depending upon input 

 or  Resourced: able to access other resources during 
processing and so able to process input in 
relation to other ‘information’ represented 
in the system 

 Hidden: from conscious awareness  or  Accessible: to introspection 
 Inert: fi xed and non-modifi able  or  Labile: able to be modifi ed by experience 

(i.e. learning) 

  Fig. 9.3    Characteristics of cognitive resources       
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   At fi rst sight it may seem that resources with characteristics in the second 
cluster are much more valuable to humans as cognitive agents in the world, but it is 
important to bear in mind a number of key points:

    (a)    Processing is much faster by lower level resources; for example, the blink refl ex 
will protect eyes much faster than the output of conscious refl ection on a 
perceived threat.   

   (b)    Lower level resources are ‘ready to go, out of the box’ and allow a neonate to 
start acting in its environment before there is an experiential base on which to 
build acquired resources.   

   (c)    Higher resources need to be constructed from some pre-existing building 
blocks: the innate resources provide those starting points.   

   (d)    The rate of input of information available to the cognitive system from the 
environment and proprioceptors (the body’s internal sensors) is vast, so the 
cognitive system sequentially fi lters information at increasingly higher levels 
(see Chap.   4    , cf. Fig.   4.3    ).     

 The other key point to reiterate from what was discussed earlier in the book is 
that there is no absolute distinction between the apparatus of cognition and the 
‘contents’ of the cognitive system. So acquired knowledge, in effect representations 
of what has been learnt from experience, involves modifi cations of the same 
cognitive structure that represents the innate knowledge that is our genetic inheritance. 
However, the most basic levels of processing are hardwired so that they cannot 
be ‘overwritten’ by experience – as these resources are fundamental to basic 
processing in the system, protection from modifi cation would seem to provide an 
important safeguard.   

    The Possibility of Distributed Knowledge 

 Before moving on to consider what might be meant by terms such as ‘scientifi c 
knowledge’ (in the next chapter), it is useful to consider how the approach adopted 
in this book might apply to realistic contexts. The model used here is a general one, 
with the cognitive system sensing and acting in ‘an environment’ without any further 
characterisation. This is only useful if it is applicable to realistic teaching and learning 
contexts. In science education, such environments are likely to include science 
classrooms with students (hopefully) listening to teachers, working in groups, talking 
to each other and/or a teacher, handling apparatus and materials and using texts and 
other learning resources. Other environments where student learning might take 
place would include fi eldwork, home study, informal learning from museums, leisure 
reading, viewing television programmes and so forth. 

 In these various contexts, the individual’s learning will depend upon particular 
features of the environment (the teacher, a peer, the Internet, etc.), as well as upon 
the internal cognitive resources within their nervous systems. The leaner is able, in 
these contexts, to draw upon additional (external) resources for thinking to use 
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alongside their internal cognitive resources. This does not require a fundamental 
modifi cation of the model being developed in this book. Back in Part II (see Fig. 
  5.1    ), it was suggested that sensory information and memory provided two sources 
for thinking, and sensory information may be derived from teacher talk, discussions 
with peers, reading books, watching a practical demonstration and so forth. 

 In the introduction to the present part (Chap.   8    ), the general context of human 
cognition was set out in terms of sensing, modelling and acting upon the envi-
ronment, then sensing the new state of the environment, providing feedback 
for modifying the internal model of, and guiding intelligent action in, the world 
(see Fig.   8.1    ). However, it is clear that the environment cannot be considered as a 
static and inert context in and on which an individual learner operates, and this 
raises the issue of whether resources in the environment should be considered, like 
cognitive resources, as a form of ‘knowledge’. This would be the perspective taken 
in some connectivist accounts of learning, where knowledge is considered to be 
distributed across networks – and these are not seen as limited to neural networks 
within a single individual – so that ‘knowledge may reside in non-human appliances’ 
(Strong & Hutchins,  2009 , p. 55). 

 In the approach taken in this book, the focus has been very much on the individual 
understood as a cognitive system. This is represented in Fig.  9.4 , which shows an 
individual who is interacting with both an object in the environment and another 
processor. The object could be a textbook, or some laboratory apparatus, for example, 
and the individual is able to both sense and act on the object. The processor can be 
understood as something more than a static object that can be manipulated but a 
special type of object able to actively process information: this could be a computer, 
for example, or, indeed, another person.

   The same scenario is represented somewhat differently in Fig.  9.5 . Here the 
cognitive system is seen to include not only the individual learner but also those 
features of the environment supporting cognition. Cognition is distributed because 
processing is ‘shared’ between more than one processor. Just as each processor will 
have access to internal resources (the individual’s ‘memories’, a computer’s database), 
the object is also used as a resource. If knowledge is understood in terms of resources 
that can facilitate processing, then in this system, the knowledge is distributed 
across both processors and the object. So, in this perspective, knowledge resides 
in people and in computers, and in textbooks, and indeed in anything that can be 
interrogated within the system, for example, a test tube of copper sulphate crystals 
suspended above a Bunsen burner fl ame and observed.

   It is not sensible to ask which of these ways of understanding the scenario is cor-
rect, as both are meaningful and potentially useful ways of thinking about the situ-
ation. There is a difference of semantics here, as ‘knowledge’ is understood rather 
differently in these two ways of modelling the same situation – either as internal 
resources of the learner or as distributed across a network of people/things. The 
question is: Which is the most useful way of understanding this situation? That is 
likely to depend upon our purposes. 

 The distributed cognition perspective offers a useful way of thinking about 
knowledge. However, seeing knowledge as distributed across a network may lead to 
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  Fig. 9.4    The individual learner supports cognition by drawing upon external resources       

rather convoluted notions of what the knowledge actually is in particular networks. 
Consider a specifi c example of the scenario referred to above (Fig.  9.6 ).

   Figure  9.6  represents a very simple example of a situation we might examine 
through the lens of distributed cognition. Two classmates, Jean and Jerome have 
got together to revise for a test are looking at a diagram provided by the teacher 
entitled ‘the structure of NaCl’. From a distributed cognition perspective, knowledge 
might be said to reside in the diagram. However, it is not clear that it is possible to 
assign any specifi c knowledge to the diagram in isolation (and from a distributed 
cognition perspective, one would not wish to, as knowledge is distributed across 
the system). 

 Now, in an ideal world, Jean and Jerome would look at the diagram, and discuss 
it, and come to an agreed interpretation of it. Indeed, in an  ideal  world, they would 
interpret the diagram in the way the teacher had intended! If Jean and Jerome appre-
ciate the value of talking through their ideas, and if they have developed critical 
thinking skills in argumentation (see Chap.   7    ), it is quite possible that the diagram 
may be a useful resource to facilitate a discussion through which both learners 
develop their understanding of some science and so modify their own cognitive 
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  Fig. 9.6    The knowledge 
residing in an object       

  Fig. 9.5    Distributed cognition perspective: the learner is one component of a more extensive 
cognitive system       
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structures. It is also in principle possible that due to the interactive and iterative 
nature of dialogue, they may shift their views towards much the same understanding 
of the science – leaving aside for the moment the issue of how we could ever be sure 
they had the ‘same’ understanding (cf. Chap.   6    ). In this situation we might see that 
the two ‘processing’ components (i.e. Jean and Jerome) coordinated effectively, 
supported by the external resource of the diagram – and so indirectly drawing upon 
the teacher’s own input – and consider this an effective example of distributed 
cognition. If the intention had been to write summary revision notes together, an 
agreed output might readily be produced. 

 However, without in any sense undermining the value of peer discussion and 
dialogue in learning, it is also clear that the ideal case is not the only, and perhaps 
not the most likely, version of this scenario. Both Jean and Jerome have unique 
internal (cognitive) resources for interpreting the diagram, and they may come to 
different interpretations. For example, perhaps the teacher was intending to represent 
a cross-sectional slice through a 6:6 coordinated crystal, showing the cubic arrange-
ment of ions, but Jean fails to appreciate the sectioning and reads the diagram as 
showing that NaCl is an ionic crystal with 4:4 coordination. Jerome, however, holds 
some very common alternative conceptions of ionic bonding (used as an example in 
Chap.   6    ) and interprets the diagram as showing how ten molecules of NaCl, formed 
by electron transfer between Na and Cl atoms, are neatly packed into the crystal. 
Jean and Jerome might discuss their different interpretations but will not necessarily 
come to an agreement or even fully appreciate each other’s ideas. 

 In this less than ideal version of the scenario, it is still possible to consider 
distributed cognition as it would be possible, for example, to consider a transcript of 
the conversation, and start to build a model of how the two students were thinking, 
and perhaps observe some shifts in position. However, this would not lead to a clear 
outcome, beyond perhaps simply an agreement to differ and move on to the next 
task. So the distributed processing could certainly be modelled, but as there is more 
than one self-directed ‘processing component’ involved, the model would be a 
messy one. In this situation, the case for preferring to see the scenario as a distributed 
cognitive system rather than two interacting cognitive systems may not be strong. 
In more complex contexts such as groups of learners working together or whole 
classes, the notion of what the knowledge that is distributed across the system will 
become even more problematic. 

 However, these alternative conceptualisations could both offer valuable insights, 
and it is not argued here that the distributed cognition model does not have value, 
but simply that because people each have their own goals, and the ability to moderate 
them, and are able to direct their own behaviour, any distributed network of people 
becomes a complex situation as there is no one source of executive control marshalling 
the distributed resources towards a common purpose, and able to make executive 
decisions when different processing components are unable to agree. Teachers, who 
might like to be in that position in regard to their classes, are well aware that the 
individual ‘processors’ (students), having their own minds, are not always prepared 
to overwrite the outcomes of their own internal processing on the basis of external 
authority! Distributed cognition offers a useful perspective to explore and analyse 
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these issues, but because each learner is self-directed, it is considered here to often 
be more useful to analyse learning at the individual level and see others as providing 
input and feedback to that learner’s personal cognition. 

 The question of whether knowledge resides in objects seems more straightforward. 
The teacher’s diagram  represents  in a non-arbitrary way knowledge that the teacher 
has; and it has the potential to be  interpreted  in terms of the learners’ existing 
cognitive resources in ways that may facilitate changes in their knowledge. However, 
it is diffi cult to understand what knowledge resides in the object itself. The object 
acts as an external resource for modifying the knowledge of Jean and of Jerome. 
Moreover, if they are so motivated, Jean and Jerome can share and explore their 
individual interpretations of this representation of an aspect of the teacher’s 
knowledge, and by seeking to understand each other’s thinking (facilitated in part 
by their having a theory of mind; see Chap.   2    ) and by evaluating their own thinking 
(by virtual of having metacognition, see Chap.   7    ), work towards a ‘shared’ 
understanding. This may lead to the point where they will tend to agree with (their 
own interpretations of) the other’s public representations of what the diagram 
represents. 

 On reaching agreement Jean and Jerome might consider that they have acquired 
knowledge ‘from’ the diagram, and that they share the ‘same’ knowledge. However, 
failure to agree is always possible and indeed quite likely when initial understand-
ing of a topic is very different, and so is apparent agreement based upon misinter-
pretations of each other’s utterances – which research suggests is also very common 
in science education. Whatever the outcome, it seems better to consider the diagram 
as a resource for constructing or modifying personal knowledge than as something 
which, in some sense, ‘contains’ knowledge. I would also suggest that it might be 
more useful in looking to understand learning to see the two learners in terms of 
two cognitive systems which are separately processing information, but due to 
recognition of mutual interests, are seeking to coordinate their cognition, whilst 
ultimately each holding a veto (i.e. through retaining executive control) over what 
personal knowledge might be developed. 

 By means of analogy, learners working together in this way are often better 
understood as forming alliances that are contingent on appearing to give mutual 
benefi t, rather than as components of a single corporate body. So rather than think 
of learners involved in cooperative learning as members of some corporate board or 
government cabinet, expected to come to a majority decision that is binding on all, 
it may be better to think of them as independent agents who choose to work together 
on a common project for as long as that seems productive. An organisation like 
 SCORE  ( Science Community Representing Education , in the UK) comes to mind, 
that acts as an umbrella for several organisations with common interests (in this case 
the  Association for Science Education , the  Institute of Physics , the  Royal Society , 
the  Royal Society of Chemistry  and the  Society of Biology ). SCORE produces 
position statements representing its constituent organisations, but only when all 
agree on the details of those statements. Each of the constituent organisations retains 
its independence and maintains its own policies and right to speak out separately. 
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 Cooperative learning is necessarily more like that, as each learner’s thinking is 
primarily informed by their ‘internal’ cognitive resources, which are only ever 
indirectly linked with those of other learners through the imperfect communicative 
processes considered earlier in the book. In the present analysis, then, it is consid-
ered that knowledge is often best considered ‘personal’, rather than distributed 
across networks. Each person acts as a cognitive agent in the world, certainly able 
to communicate with others to seek to access to (i.e. to form models of) their 
personal knowledge, but drawing upon such external resources to supplement and 
modify their own personal knowledge base. 

 However, if knowledge is considered to be personal, and located discretely in 
the minds of particular individuals, then this raises the question of how we 
might best understand what is meant by ‘public’ knowledge. Public systems of 
knowledge, such as of scientifi c knowledge, are often considered to act as the refer-
ents for what knowledge and understanding is considered canonical (see Chap.   6    ). 
Yet if personal knowledge is considered a property of individual minds, then the 
notion of ‘public knowledge’ may seem incongruous. This issue will be considered 
in the following chapter.                     

 The Possibility of Distributed Knowledge
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                      The conception of knowledge discursively associated with scientifi c literacy is thus 
something that is located in every single individual and which has universal applicability. 
From this conception of knowledge…it is only a small step to a discursively associated 
conception of knowledge as something that is more or less the same in every individual and 
which can be observed and described as a distinct, stable body of knowledge. (Van Eijck, 
 2009 , pp. 249–250) 

   In the quotation above, van Eijck describes the possibility of knowledge that:

    (a)    Is located within (all) individuals   
   (b)    Is ‘more or less’ the same for all individuals   
   (c)    Can be observed and characterised as a body of knowledge     

 Even considering this as an aspiration for full scientifi c literacy, rather than a 
description of a current state of affairs, such a characterisation seems problematic in 
terms of the analysis presented so far in this book. 

 The fi rst point, that in a sense knowledge is located ‘in’ individual people, fi ts 
well with the approach taken here: each person has a cognitive apparatus which has 
been modifi ed and tuned by experience and which informs intelligent behaviour in 
the environment – including, inter alia, answering the teacher’s questions in class 
and writing responses to examination questions. It was suggested in the previous 
chapter that personal knowledge can be understood as those features of cognitive 
structure, the resources available to the cognitive system, which facilitate process-
ing, and so inform the individual’s actions in the environment. 

 The notion that knowledge might in principle be ‘more or less the same’ across 
different individuals is inherently more diffi cult to determine, for reasons outlined 
earlier in the book. The cognitive resources that are the form of knowledge ‘in’ the 
cognitive system are substantiated in the form of networks of neurons with particu-
lar connection strengths. Due to the inherently iterative nature of the development 
of an individual’s cognitive system, during which the genetically directed neo-
nate’s brain responds to its unique experiences of the world, it seems very unlikely 
that the physical structure of the neural network which might be the correlate of my 
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knowledge of ideal gases or photosynthesis, or even of something less complex 
such as my knowledge that ‘f’ is commonly used to stand for frequency, could be 
considered to be the same as a parallel network in another person’s brain which 
might be said to be the basis of the ‘same’ knowledge in that individual. 

 However, it was argued earlier that to be useful in science education, our models 
of cognition should not be constructed at the physiological level of description, but 
at the cognitive systems level – that is, it should not matter how similar the pattern of 
neurons and synapses are, as long as that apparatus allows the ‘same’ processing. But 
here of course we run into the problems discussed in Part II of the book. We only ever 
have direct access to our own mental experiences, and much processing takes places 
‘out of mind’, and so we can never have a full account of even our own thinking, 
much less be sure how similar ‘our thinking’ is to that experienced by other people. 

 If, however, we adopt a more behaviourist perspective, and accepting these 
problems decide to focus on input and output, then we might judge two individuals 
to have the same knowledge to the extent that they produced the same output 
behaviour in response to the same input stimulus. The limitations of this approach 
are extreme. We can never set precisely the same input conditions, and we know that 
the same learner will, for example, often answer the same question in different ways 
on different days – depending on alertness, current engagement, what they have just 
been thinking about, etc. The danger here is we reduce our research to relatively 
trite aspects of knowledge that can be expected to respond to rote learning: What do 
learners think the chemical formula of methane is? What is the equation defi ning 
electrical resistance? What do we call an animal that lays eggs and has feathers? 

 The crux of the problem is highlighted in van Eijck’s third characterisation 
above: the extent to which knowledge is in a meaningful sense observable. Certainly 
behaviour can be observed and  interpreted as  demonstrating particular knowledge, 
but this is always a matter of interpretation by another individual. This discussion 
certainly underplays the special signifi cance of those particular behaviours that are 
language based and so have evolved to be helpful in communication with others. We 
can certainly get a ‘good idea’ of what someone else thinks about a topic if we 
spend time talking to them in depth about it or if we read an extensive piece of their 
writing. Conversation, in particular, allows us to make iterative moves that can con-
verge on what we judge to be agreed understandings (Bruner,  1987 ). However, we 
also know that we can never be entirely sure we fully understand another’s intended 
meaning:

  Understanding what other speakers mean by what they have said, therefore, cannot possibly 
be explained by the assumption that we have managed to replicate in our heads the identical 
conceptual structures they intended to ‘express’. At best we may come to the conclusion 
that our interpretation of their words and sentences seems compatible with the model of 
their thinking and acting that we have built up in the course of our interactions with them. 
(Glasersfeld,  1988 , p. 6) 

   The stand taken in this book is certainly not that we should dismiss the possibil-
ity of meaningful intersubjectivity, but rather that we should never take for granted 
effective communication, as understanding another is inherently problematic and so 
prone to error. 
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        The Notion of the Independent Reference Standard 

    In the quotation at the start of this chapter, van Eijck ( 2009 , pp. 249–250) referred 
to the possibility of ‘a distinct, stable body of knowledge’. As suggested in the 
previous chapter (see Fig.   9.1    ), we commonly think of education in these terms, as 
largely concerned with the enculturation into formal bodies of knowledge set out 
in curriculum, which act as the targets for learning – see Fig.  10.1 .

   This process was represented in further detail at the start of the book (see Fig.   1.3    ) 
where in the context of science education, curriculum knowledge was seen as being 
a designed body of target knowledge based upon ‘scientifi c knowledge’. Yet this 
assumes there is such a thing as ‘scientifi c knowledge’ that can be accessed as a refer-
ence for developing a curriculum.   

    Scientifi c Knowledge as Public Knowledge 

 The assumption that there is something that can be considered as a public body of 
scientifi c knowledge is a widespread one: certainly, it is common for people to 
speak and write as if this is the case. This is similar to the use of the term ‘scientifi c 
thinking’ when used to mean the thinking of the scientifi c community rather than 
the thinking of an individual about science (see Chap.   7    ). 

 There is also, as distinct from scientifi c knowledge itself, the notion of the public 
understanding of science, where – similar to the notion of ‘scientifi c literacy’ as 
discussed by van Eijck – the public is discussed as if in some sense a body that 
embodies some kind of communal mind that may or may not understand scientifi c 
concepts. The discussion in Chap.   6     about the difference between interpretative and 
normative-positivist approaches to research is relevant here. Statements about the 
level of knowledge of some scientifi c topic among the public only makes sense from 
the latter perspective. People also talk of ‘the scientifi c attitude’ (Osborne, Simon, 
& Collins,  2003 ) or of adopting a ‘scientifi c worldview’ (see Chap.   15    ). 

 The intention here is not to suggest such terms should not be admitted into 
academic discourse. All of these terms clearly do useful intellectual work, so to 
speak, in some contexts. The purpose of examining such terms relates to the 

  Fig. 10.1    Formal education 
as referenced to a formal 
body of public knowledge       
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 fundamental thesis being developed in the book. For if we are to develop models 
of learners and learning which are to be suitable both for informing practice and 
for further progressing a coherent programme of research, then we need to ensure 
that terms that are used  as if  technical terms are operationalised such that they can 
actually support the development of the programme. As has been suggested 
throughout the book, this is often not the case, because so many of the terms 
which we use  as if  technical terms in our research are drawn from a familiar life-
world mental register that is taken for granted. These terms are generally well 
understood but tend to describe fuzzy concepts.  

        A Taken-for-Granted Notion of Scientifi c 
Knowledge as Public Knowledge 

 Although it is easy to fi nd references to ‘scientifi c knowledge’ in academic writing, 
the notion seems to be generally assumed and taken for granted, rather than defi ned 
or explained. Brossard, Lewenstein and Bonney wrote a paper on ‘Scientifi c 
knowledge and attitude change’ that was published in the  International Journal of 
Science Education  (Brossard, Lewenstein, & Bonney,  2005 ). The word ‘knowledge’ 
was used over 40 times in the main text of the paper, although largely in relation to 
personal knowledge (the ‘participants’ knowledge’). Despite the paper being in 
part about ‘scientifi c knowledge’, this term was not explained in the paper: indeed 
it only explicitly appeared once in the main body of the text, viz., ‘although various 
evaluations of the impact of informal science projects on scientifi c knowledge and 
attitudes toward science have been published … most literature is devoted to learn-
ing in the context of science museums…’ (p. 1100). 

 In this context the authors  seem  to be referring to personal knowledge in terms of 
the impact of projects on the scientifi c knowledge of participants, rather than some 
general notion of scientifi c knowledge in the abstract. When these authors refer to 
how ‘good baseline data exist at the national and international levels for document-
ing public knowledge and attitudes toward science’ (p. 1100), their use of the term 
‘public knowledge’ seems to be in the sense of  levels of  knowledge among members 
of the public, that is, a kind of  aggregate  evaluation of the knowledge of individuals 
in a population. 

 In the context of the analysis in this volume, ‘knowledge’ is considered a viable 
notion when referring to individuals. Although notions of ‘public knowledge’ in the 
sense of levels of knowledge among the public present epistemological challenges 
for researchers, they are not problematic ontologically. Given that individuals hold 
personal knowledge (see Chap.   9    ), which can in principle be explored and evaluated 
(cf. Chap.   6    ), the idea that one can posit a construct meaning some kind of aggregate 
or typical level of knowledge of some topic seems reasonable, even if operationali-
sation may be diffi cult. (As discussed in Chap.   6    , such aggregate or overall measures 
involve considerable reduction and simplifi cation of what at the individual level 
may be something quite complex.) 
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 However, other authors use the term ‘scientifi c knowledge’ quite differently. In a 
paper exploring the ‘the relation between scientifi c knowledge, risk consciousness 
and public trust’, Lidskog ( 1996 ) uses the term ‘scientifi c knowledge’ more liber-
ally than Brossard and colleagues and in a rather different sense. Although (again) 
Lidskog takes this term for granted and does not defi ne it for readers, it is possible 
to infer some qualities that this author associates with ‘scientifi c knowledge’ and so 
identify something of its ontological nature as used in this paper. In Chap.   1     I used 
a kind of concordance to show how one could deduce assumed ontological charac-
teristics by examining the different contexts in which a term was used in a research 
paper. In that case it was possible to infer how the term ‘misconception’ was under-
stood by Banerjee as used in a paper about ‘Misconceptions of students and teachers 
in chemical equilibrium’ (Banerjee,  1991 ), drawing upon the instances of its occur-
rence in the paper (as listed in Table   1.2    ). Table  10.1  presents a similar concordance 
for how Lidskog uses the term ‘scientifi c knowledge’.

   Table  10.1  suggests that for Lidskog, scientifi c knowledge is something that:

•    Is produced but is different to other forms of produced knowledge  
•   Can be understood to have a role  
•   Can be spread among the public  
•   Be more or less adequate  
•   Be required (for individuals) to gain knowledge  
•   Be seen to have authority  
•   … but is competing with other forms of knowledge  
•   …yet seen to have priority    

 When discussed in this way, ‘scientifi c knowledge’ appears to be reifi ed as some-
thing  other than  knowledge of individual people such as distinct scientists. 

 Lidskog’s notion of scientifi c knowledge as able to be spread among the public 
is refl ected in a paper by McInerney, Bird and Nucci ( 2004 ) who report a ‘study of 
how scientifi c knowledge about genetically modifi ed (GM) food fl ows to the 
American public’ (p. 44). In their study, McInerney and colleagues do specify what 
they mean by scientifi c knowledge:

  Scientifi c knowledge and research generally make their way into popular literature when 
there are risk factors that might affect the general public or when controversies arise. We are 
interpreting the term  scientifi c knowledge  to mean those reports of experimental research 
that appear in the peer-reviewed journals read by scientists, subscribed to by university 
libraries and by industrial special libraries that cater to research scientists. (McInerney 
et al.,  2004 , p. 49) 

   So according to this statement, for these authors, scientifi c knowledge  is  the 
reports presented in the scientifi c literature. In terms of the analysis developed in 
this book, such reports would not be considered to be knowledge per se, but rather 
the  representations of  the knowledge of individual scientists moderated through 
team discussion, review processes, etc. As suggested in the previous chapter, it is 
problematic to see knowledge as residing in such representations. Rather such 
representations may be seen as resources that can be interpreted by readers to 
develop their own knowledge in ways that may or may not be considered to match 
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the knowledge that was being represented in the reports. So, if McInerney and 
colleagues mean ‘scientifi c knowledge’ to be reports in the literature, then:

    (a)    These can indeed be understood to be entities with objective existence, and so 
‘scientifi c knowledge’ in the sense of these authors has an objective referent in 
the public space that individuals have access to.   

   (b)    However, from the present analysis, what McInerney consider knowledge 
would be better considered  representations of  the personal knowledge of some 
individuals and therefore potentially resources for developing the personal 
knowledge of other individuals.    

    Table 10.1    A concordance for the use of the term ‘scientifi c knowledge’ in Lidskog’s ( 1996 )   

 Reference to ‘scientifi c knowledge’  Page 

 Characteristic of present-day risks is their increasing remoteness from lay 
people’s perception and that  scientifi c knowledge  is required to gain 
knowledge of them 

 31 (abstract) 

 This article critically discusses the role of  scientifi c knowledge  and experts in 
trust-building, and investigates factors of importance for the creation of risk 
consciousness as well as trust 

 (31 abstract) 

 However, when approaching concrete events, people’s reactions to risks seem not 
to be guided by  scientifi c knowledge  

 37 

 And  scientifi c knowledge  may not self-evidently take precedence over this local 
and practical knowledge 

 38 

 Noticeable is that the role of  scientifi c knowledge  and expertise is not given any 
particular attention, except that non-comprehension of the threat is one factor 
that impels people to stay in hazard-prone areas. 

 38–39 

 To have social authority means for science that  scientifi c knowledge  is perceived 
as the kind of knowledge that has predominance over other forms of 
knowledge 

 42 

 Traditional academies such as universities and offi cial research institutions are 
no longer alone in their claim to be legitimate producers of  scientifi c 
knowledge  

 42 

  Scientifi c knowledge  claims appear in different organisational forms, and in many 
cases are given legitimacy both by lay people and by governmental agencies 

 42 

 In a basic sense the lay people produce knowledge too, albeit of another kind 
than  scientifi c knowledge  

 48 

 The stress on the role of  scientifi c knowledge  and experts causes these theories to 
heavily emphasise the role of science as the producer of public risk con-
sciousness as well as public trust 

 49 

 To sum up, confl icts over risk issues are rooted in deep cultural, social and 
political soil, they touch on matters of accountability, the legitimacy of 
government and, not least, the adequacy and authority of  scientifi c knowledge  

 49 

 The invisibility of modern risks does not necessarily mean that lay people’s 
dependence on  scientifi c knowledge  will increase 

 49 

 Moreover, when  scientifi c knowledge  is to be spread amongst the public, this 
closed construction has to be re-opened, deconstructed and negotiated in a 
new social context, a context which does not necessarily share the view of 
reality of the scientifi c community 

 49 
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  This is all very well, except in the quotation above these authors suggest that 
scientifi c knowledge ‘makes its way’ into popular literature, and elsewhere they 
refer to ‘the fl ow of scientifi c knowledge to public knowledge’ (p. 50), that is, that 
there is a ‘fl ow of scientifi c knowledge to the public through the popular press’ 
(p. 62). Indeed there appears to be a staged transfer here (as shown in Fig.  10.2 ), as 
‘scientifi c knowledge fl ows to the public through published articles in science 
journals, press releases, and the lay press’ (p. 48), a process that can lead to 
‘incomplete scientifi c knowledge’ (p. 69).

   There seems to be a ‘sleight of mind’ here, as the problem of what scientifi c 
knowledge is is    dealt with by  identifying  it with the reports in scientifi c literature, 
but that same scientifi c knowledge is said to  fl ow  to public knowledge through 
different forms of literature. This suggests that although McInerney and colleagues 
write as though research reports  are  scientifi c knowledge, they actually seem to 
consider that scientifi c knowledge exists independently of those reports, which act 
as part of a pathway for its dissemination. So scientifi c knowledge is actually treated 
as something that can be ‘captured’ in primary literature and is then able to be trans-
ferred through other literary forms – becoming degraded and transformed into 
something else in the process.  

  Fig. 10.2    A representation 
of McInerney et al.’s 
description of the fl ow of 
scientifi c to public knowledge       
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    Evolving Notions of Scientifi c Knowledge 

 The notion that there might be a public body of scientifi c knowledge, for which 
peer-reviewed journals acts as the repository, seems problematic given the dispersed 
and sometimes inconsistent nature of scientifi c literature. This seems a concern 
even when leaving aside the more fundamental issue raised above of whether some-
thing such as a published report can ever be more than an imperfect representation 
of someone’s knowledge and so only able to be ‘reconstituted’ as knowledge when 
it is interpreted by other ‘knowers’ through their own cognitive systems. Yet perhaps 
this is in part a refl ection of the sociological turn in science studies that rejects 
notions of science as a fully objective activity. 

 That is, a naive view might be that:

  Nature is assumed to hold a unique truth and the current state of scientifi c knowledge 
is assumed to be the best available approximation to that truth. There is no need to 
examine why scientists believe what they believe, because there are assumed to be no 
social factors intervening between nature and scientifi c truth. (Martin & Richards, 
 1995 , p. 5) 

   From this perspective, the self-correcting nature of science will ensure that 
when there are confl icting scientifi c knowledge claims about some aspect of the 
world, the scientifi c community will carefully and objectively interrogate that 
aspect of nature closely to quickly tidy up scientifi c knowledge. Such a view 
might well refl ect the ideal, but there is now a considerable literature on the infl u-
ence of psychological and social factors that inevitably complicate the supposedly 
objective process of science given that scientists are human. Martin and Richards 
report that:

  analysts have accumulated an impressive array of empirical studies of scientifi c controversies 
that have compelled attention to their central programmatic claim that scientifi c knowledge 
is socially created or constructed … According to their revised view of scientifi c knowledge, 
where closure of a controversy has been achieved, it has resulted not from rigorous 
testing, but from the pressures and constraints exerted by the adjudicating community. 
These pressures and constraints include not only the accepted knowledge of the commu-
nity (the elements of its paradigm), but also the vested interests and social objectives that 
they embody. (Martin & Richards,  1995 , p. 10) 

   Although Martin and Richards suggest that ‘within the terms of this “construc-
tivist” approach, the “truth” or “falsity” of scientifi c claims is considered as deriv-
ing from the interpretations, actions, and practices of scientists rather than as 
residing in nature’ (p. 10), one does not have to give up notions of nature  con-
straining  the interpretations which are viable (Glasersfeld,  1990 ), to recognise 
that individuals will not all make the same interpretations from available data. 
As Part II of this book argued, interpretations can only be made in terms of the 
unique set of internal cognitive resources that each individual has available for 
making sense of the world.  
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    The Problem of Reifying Scientifi c Knowledge 

 It seems then that the term ‘scientifi c knowledge’, when used to refer to ‘public’ 
rather than an individual’s knowledge, may refer to the ‘system of knowledge’ that 
it is recorded in public forms (the primary literature being journal articles and 
research monographs). No individual person could ever be familiar with the entire 
corpus of scientifi c literature. It is also recognised that although scientifi c knowl-
edge is ‘public’ in the very real sense that  publication  is considered a key aspect of 
the scientifi c process and making a scientifi c breakthrough implies that it is com-
municated, checked and accepted by the scientifi c community, it is not determined 
by simple majority voting. The scientifi c community is in principle open to anyone 
but is a self-regulating body: that is, those who are currently recognised as qualifi ed 
scientists act as the gatekeepers for who can become scientists. Within the sciences, 
there is a complex structure of formal and informal mechanisms which determine 
who among the world’s scientists are considered particular experts in particular 
areas and so are asked to evaluate the worth of new knowledge claims that are sub-
mitted for inclusion in the public scientifi c record. 

 The idea of treating a number of people as one body, that is, incorporation, is a 
useful legal device for ensuring rights and responsibilities when dealing with an 
organisation rather than individuals. Organisations that are formally incorporated in 
this way, such as universities, are normally required to have clear rules of gover-
nance (the limits of executive power, what can be delegated and to whom, when 
committee votes are needed, the extent to which ‘chair’s action’ is possible, etc.), so 
that there can be unambiguous decision-making that is understood within and 
beyond the organisation. 

 If a university decides to establish a new chair, or close a department, or promote 
a lecturer, then it has to be absolutely clear that such a decision has been taken, and 
this is only possible because of clear guidelines about who makes that decision and 
how it is made. Such decisions will actually be made with the input of various 
people making arguments and offering opinions, which are considered by other 
people, who perhaps make recommendations to others, until decisions are formally 
made, which even then are often then required to be ratifi ed by further groups within 
the organisation. Because of such rules, we can meaningfully say that the university, 
as a corporate body (and so able to be treated for such purposes as if a person), has 
made a decision. 

 Scientifi c knowledge can certainly be  said to be  what is currently accepted to be 
so by the scientifi c community, but like any complex body, much of the work of 
that community is in effect done by ‘committees’ (editorial boards, international 
scientifi c committees of conferences) and ad hoc working parties (reviewers 
appointed to consider specifi c submissions), which are loosely structured. The 
scientifi c community is certainly not a corporation in any formal sense. Arguably, 
the Soviet system attempted to treat science as if it could be incorporated, at least 
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within the USSR, by enforcing a party line and removing dissidents from the 
community (Frolov,  1991 ). However, most scientists would consider such an 
approach to be entirely inconsistent with the sceptical and critical attitude necessary 
for progressive scientifi c work. 

 This caricature of how the scientifi c community works is not intended to be 
critical of the process, but rather to raise the issue of the potential diffi culty of 
identifying  what counts as scientifi c knowledge , when most scientists are inevitably 
ignorant of most of what might be claimed as scientifi c knowledge, and those that 
are ‘knowledgeable’ inevitably hold idiosyncratic understandings given the nature 
of the human cognitive system, as explored earlier in the book. 

 One response to this observation might be the suggestion that because science is 
a public system of knowledge, it is inappropriate to focus on the knowledge of the 
scientists themselves, with all their inevitable variations and nuances, but rather to 
recognise that scientifi c knowledge is found in the published literature. This, how-
ever, cannot be satisfactory. As considered earlier in this volume (see Chap.   4    ), 
written accounts are only a representation of the ideas of the writer and will be 
individually interpreted by different readers including journal referees and editors. 
It is also the case that the scientifi c literature is never going to be entirely consistent 
or stable, with new studies making claims to support, refute or modify earlier claims. 
Published claims may themselves be presented as tentative, or of uncertain range of 
application, or with various other caveats – and indeed scientifi c knowledge claims 
are in any case generally accepted to be necessarily provisional and to always rely 
upon other (uncertain) claims that make up the theoretical and methodological 
assumptions of a study. 

 Therefore, individual judgement is always needed in distilling a view of what 
the current status of scientifi c knowledge on a particular topic actually is (Latour 
& Woolgar,  1986 ). This work is undertaken by authors of review articles and 
textbooks, but in doing this they are  interpreting  and the work of others, that is, 
interpreting the public representations of the thoughts of the original authors and 
reporting these by themselves  representing  their thoughts in a public form. As was 
suggested in Chap.   4    , these processes of interpreting and representing prevent 
there ever being a straightforward transfer of ideas between minds. 

 In one sense then, although ‘scientifi c knowledge’ could be understood in the 
abstract as what is currently taken to be the case by the scientifi c community and 
represented in the scientifi c literature, this can only ever be an  ideal  referent, as 
in practice there is no simple way to identify the ‘content’ of scientifi c knowl-
edge. If scientifi c knowledge exists in this sense, it is a ‘World 3’ object (as dis-
cussed in Chap.   4    ) that does not exist as a tangible object in the material world 
(‘World 1’) and can only be imperfectly glimpsed in our subjective worlds of 
mental experience (World 2). Ultimately, individuals – whether scientists, 
reviewers, textbook writers, curriculum developers, teachers, students or mem-
bers of the general public – interpret public representations of personal under-
standings and form their own personal understandings. This is summarised in 
Table  10.2 .
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       The Analogy Between Science and the Individual 

 It has been common in science education to consider the nature of the learner’s 
discovery of scientifi c ideas by analogy with scientifi c discovery, as in the common 
phrase, the child, pupil or student ‘as’ scientist (Driver,  1983 ). However, what seems less 
well noted is how it is common to consider the scientifi c community by analogy with the 
individual. So in popular idioms, scientifi c thinking is the thinking of the scientifi c com-
munity, and scientifi c knowledge is the knowledge produced by that community, and 
these terms are often used as though the community can be treated as a unifi ed entity 
(despite, as suggested above, not being in any formal sense a corporation). 

    Table 10.2    Notions of scientifi c knowledge as public knowledge   

 Notion of scientifi c 
knowledge  Complications  Conclusion 

 The knowledge of 
the scientifi c 
community 

 The scientifi c community is a large, diverse 
and ever-changing set of people 

 A useful referent for the 
purposes of general 
discussion but too 
limited to be used as a 
technical term without 
considerable further 
specifi cation of 
intended meaning 

 Each scientist will hold personal knowledge 
that will be idiosyncratic 

 Each scientist will only claim expertise 
within a narrow range of science 

 The knowledge of the individual is 
represented within that person’s 
cognitive system and cannot be directly 
accessed by anyone else: it can only be 
 represented  indirectly in a public space 

 The knowledge 
claims made in 
the scientifi c 
literature 

 The scientifi c literature is vast and being 
added to at a great rate 

 A useful referent for the 
purposes of general 
discussion but too 
limited to be used as a 
technical term without 
considerable further 
specifi cation of 
intended meaning 

 The literature is diverse in forms: e.g. 
primary research reports, reviews, 
communications, critiques 

 The literature is reported in a wide range of 
languages (although English is 
increasingly dominant in most fi elds) 

 Knowledge claims in different reports may 
often be inconsistent 

 Individual contributions to the literature are 
assigned different status both through 
formal mechanisms (e.g. citation 
indices) and the individual judgement of 
community members 

 Reports are public inscriptions that 
represent the thinking of authors but 
 need to be interpreted  through the 
idiosyncratic cognitive resources of 
readers to be understood 
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 We have seen in the previous chapter (Chap.   9    ) that knowledge of an individual 
can be understood in the form of (cognitive) resources that support thinking and can 
be considered to have two sources. Some knowledge is innate, because it is part of 
our genetic inheritance and has been ‘learnt’ through the interaction of generations 
of our precursors with the environment. We have inherited a certain cognitive 
apparatus and particular processing biases, because these have been selected 
through evolution. We then acquire new knowledge by processing information from 
the environment through that apparatus – and in the process develop the apparatus 
itself. Thinking was earlier characterised (see Chap.   7    ) as the processing of informa-
tion – drawing upon existing conceptual resources, and in the process developing 
the resource base for subsequent processing. 

 Earlier (in Chap.   7    ), I discussed Coll, Lay and Taylor’s ( 2008 ) research report 
from a study on ‘ Scientists and Scientifi c Thinking ’. The paper subtitle, 
‘ Understanding scientifi c thinking through an investigation of scientists[’] views 
about superstitions and religious beliefs ’, would seem to imply that ‘scientifi c 
thinking’ refers to an aspect of the individual scientist who holds view and beliefs. 
Yet in the body of the paper, the term is used rather differently (again, with my 
added  emphasis ):

  The panel of experts consisted of scientists across a range of disciplines that examined each 
item statement in the instruments and asserted that it was  in confl ict with current scientifi c 
thinking  in that discipline. (p. 201) 

 Likewise, the few that were less sceptical about astrology like Judy, thought that there 
were, potentially, underlying theoretical reasons  not inconsistent with current scientifi c 
thinking … (p. 208) 

   Here ‘scientifi c thinking’ does not seem to refer to a process or product of cogni-
tion in individual scientists but rather is considered to derive from the scientifi c 
community: raising the questions of  what we might mean by the thinking of a 
community . 

 I have argued that thinking is the mental level description of the cognitive 
processing that occurs within an individual cognitive system, that is, the individual, 
epistemic subject, described at the cognitive system level, which in turn can be 
understood to be a correlate of electrochemical activity within the brain of that 
individual. To shift to a community perspective would require considering the  over-
all  processing activity in/across the network of cognitive systems. The notion of 
distributed cognition across a network of people was introduced in the previous 
chapter (Chap.   9    ). In that treatment, the question of what it might mean for knowl-
edge to be distributed across such a network was considered, and it was concluded 
that knowledge as understood in this volume could only meaningfully be said to 
reside in entities which monitored and acted in the environment (such as people), 
rather than passive objects (such as books) which need to be acted on and interro-
gated by people. However, the notion that processing itself could be distributed 
across a network of communicating processors (people, perhaps working with com-
puters, etc.) was acknowledged as being reasonable. What needs to be noted in 
shifting focus from the individual ‘thinker’ (an epistemic subject) to a distributed 
network of thinkers is how individual cognition is subject to some form of executive 
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controller (identifi ed in this volume with working memory and linked to the 
experience of consciousness) that is able to monitor and direct at least some aspects 
of thinking, in relation to personal goals and motivations. 

 If a distributed network consists of a person working with computers, then 
although some, potentially quite involved, processing is undertaken by the com-
puter, this can be considered as indirectly under the executive control of the person. 
For example, I have very little understanding of the processing that goes on within 
my computer when I enter a bibliographic reference into the manuscript of this 
book, but I do understand what needs to be achieved, and through using my cognitive 
system’s motor interface – the motor nerves going to my arms and fi ngers – I interact 
with the computer’s user interface (the keyboard, the mouse or trackpad) to instruct 
the computer to undertake some processing. Then by monitoring the screen through 
my sensory interface, by viewing the screen, I can check if the intended processing 
seems to have occurred. 

 Sometimes the outcome is not what I had intended, as perhaps the wrong citation 
is inserted or the citation is inserted at the wrong point in the text. When this happens 
I tend to blame either my manual incompetence or software bugs. I have no reason 
to interpret these errors as the computer making an executive decision that an 
alternative citation is more appropriate at that point in the text. Distributed cognition 
involving several people gets more ‘messy’, as each person has some degree of 
autonomy in their contribution to the project – albeit sometimes modifi ed by social 
pressures due to employment, seniority hierarchies, etc. 

 Science is by its nature a communal activity: it may be carried out by individuals 
or groups, but an individual who is isolated from the community and so does not 
communicate fi ndings and subject them to critical review is not able to contribute to 
science. However, the processes by which something becomes provisionally 
accepted in science is a complex matter (Ziman,  1978/1991 ). So the notion of ‘scientifi c 
thinking’, when used in this community context, is inherently problematic. 

 The approach to identifying what should be considered ‘scientifi c thinking’ taken 
by Coll and colleagues in their study (Coll et al.,  2008 ) is to refer to a panel to give a 
view on how statements should be judged by scientifi c thinking. This involves 
sampling the scientifi c community – raising questions of who is a member of that 
community and how to produce some kind of representative sample of such a diverse 
community – and then converting the individual responses to a ‘community’ response, 
for example, aggregating responses. Yet clearly the way ideas become accepted in 
science is actually rather different from that and is probably a multilevelled process. 
There will often be responses to primary literature generating further primary litera-
ture supporting, criticising or developing claims; then secondary literature, such as 
reviews written by ‘experts’ in a fi eld, setting out an overview; then text books distill-
ing the complex muddle of research into an account suitable for teaching. 

 An alternative perspective might better fi t the approach to ‘thinking’ argued here, 
by considering scientifi c thinking to indeed be thinking in the sense of mental pro-
cessing, but considering the system to be the scientifi c community envisioned as a 
vast set of parallel processors, connected together with various connection strengths. 
 In principle , it might be possible to model the scientifi c community in this way, 

Scientifi c Knowledge as Public Knowledge



204

bearing in mind that the processing system of each scientist is encapsulated, in the 
sense that communication between these processing units – the members of the 
scientifi c community – requires the type of interfacing described earlier in this book 
(see Fig.   4.14    ). 

 Figure  10.3  represents this in schematic form, showing how the scientifi c 
community may be conceptualised as a set of parallel processors that can sense and 
interpret objects/events (e.g. O1) individually but can only communicate by 
representing the outputs of processing in the external world (e.g. MR1 and IR1). 
This places such representations where they are available in the shared ‘public’ 
space for other processors (scientists) to select as the basis of input to be coded for 
further processing (i.e. read, conceptualised, critiqued and evaluated). So in the 
simple scheme shown, both Marie and Isaac make direct observations of phenom-
enon O1. Marie represents her thinking about O1 in a public representation (e.g. a 
scientifi c paper) denoted here as MR1, and Isaac produces two separate public 
representations of his thinking (IR1, IR2). As these representations are in the shared 
public space, they can also provide input for further processing – so, for example, 
perhaps Isaac’s second production on this topic might have in part been infl uenced 
by Marie’s representation if he read MR1 before writing IR2. Neither Rosalind nor 
Linus undertook direct empirical work on this phenomenon, but both accessed at 
least one of Isaac’s public representations of his thinking about O1, and Rosalind 
represented the outcomes of her own thinking in the shared public space – RR1 
(e.g. this might have been a review article in the fi eld in which O1 is considered a 
phenomenon), and this was also accessed by Linus. Clearly the real scientifi c 
community gets  much  more complex than this, but Fig.  10.3  represents the general 
principle. Even in this hypothetical example of a tiny subset of a scientifi c fi eld, it is 
clear that whilst a parallel processing model is certainly viable, it is also describing 
something extremely complicated.

  Fig. 10.3    Modelling the 
scientifi c community as a set 
of parallel processors       
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   So each processing unit – that is, each person, each scientist – needs to access the 
information that is to be processed through its (i.e. his or her) sensory interface, con-
vert it into a form suitable for processing within their cognitive system, process it; 
then represent its output in the external world in the form of inscriptions, gestures, 
vocalisations, etc. In this model (as caricatured in simplifi ed form in Fig.  10.3 ), the 
scientifi c community comprises of this vast set of parallel processors, each represent-
ing information in the external world, much of which is largely ignored by other 
processors, but some of which is ‘read’ and processed by many other processors. 

 The language here seems very impersonal, but of course this is just because the 
argument made in this book is that we need to operationalise what we understand 
by everyday terms such as knowledge, and that it is helpful to adopt the system 
level of description to think about which is going on in cognition. None of this is 
in anyway meant to depersonalise the human aspects of knowing. Rather as 
explained earlier (see Chap.   2    ), the point is to adopt a description appropriate to a 
particular level of analysis. Interestingly, when    considering the parallel processing 
of different people in a community, the image conjured is less the electronic com-
puter, with its binary switches, than the brain itself, with its myriad neurons; each 
neuron has a great many connections, but with thresholds that select particular 
outputs as activating other neurons. 

 Whilst this foray into the notion of scientists as parallel processors may seem 
rather fanciful, it is argued in this volume that just this kind of analysis is necessarily 
to clarify our understanding of concepts that are discussed in research. This, in turn, 
is necessary if we are to recognise the extent to which research designs are adequate 
for producing data and analysis that can answer their research questions. Only by 
setting out a model of how the scientifi c community works as a processing system 
is it possible to judge what a concept such as ‘scientifi c thinking’ might mean in 
Coll et al.’s ( 2008 ) second sense of ‘thinking of the scientifi c community’. Such 
clarity is needed if we are to evaluate the extent to which knowledge claims such as 
those made in their paper (e.g. assertions about which item statements in the instru-
ments used are ‘ in confl ict with current scientifi c thinking ’) can be considered to be 
supported by the evidence offered. 

 Whilst the approach taken here, focusing on the individual as the unit of analysis, 
seems the most sensible in terms of the analysis being developed in this book, it 
is not the only approach that may be taken. The sociologist Harry Collins ( 2010 ) 
offers a very different view where individuals access knowledge by being embed-
ded in society. In Collins’ account there is collective (tacit) knowledge that is a 
‘property of society, rather than the individual’ (p. 11). Indeed, in terms of knowl-
edge acquisition, Collins sees the individual as having a parasitic relationship 
with society. Needless to say, such a view seems quite at odds with the analysis 
here. From the perspective adopted in the present volume, knowledge is repre-
sented in individual minds, and that forms the only viable starting point for any 
possible notion of public knowledge. Rather than people being parasites on public 
knowledge, they are the essential components of any kind of distributed knowledge 
network (Taber,  2013b ).   
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    Target Knowledge in School and College Science 

 So whilst the notion of ‘scientifi c knowledge’ as a form of ‘public’ knowledge has 
proved a useful referent, it is a problematic notion to operationalise into a technical 
term in research. To reiterate:

•    If we think of scientifi c knowledge as the knowledge of the scientifi c community, 
the outcome of the thinking of that community, then we are concerned with what 
is represented (within minds) as personal cognitive resources for thinking in a 
vast and loosely connected network of separate minds.  

•   If we think of scientifi c knowledge as what is reported in the peer-reviewed 
scientifi c literature, then we have representations which have to be interpreted by 
a reader and which are often going to be interpreted to suggest inconsistencies 
and contradictions that will require judgements to be made in order to reach a 
view on what the current state of scientifi c knowledge actually is.    

 This is certainly  not  to suggest that something which is complex and requires 
careful interpretation should be excluded as a suitable topic for research: that would 
not be a sensible position to adopt in a book discussing research into learning. 
However, a consideration of the ontology of scientifi c knowledge highlights the 
epistemological challenges in making claims for what scientifi c knowledge in a 
particular topic currently is, and suggests that such claims need to be understood 
accordingly. 

 It seems clear that there is not an unequivocal process that allows us to determine 
what current ‘scientifi c knowledge’ about any particular focus is. In most formal 
educational contexts, students and teachers will be presented with some form of 
curriculum statement of what should be taught and hopefully learnt. So for someone 
studying science in such a context, there will be a formal attempt to specify what 
scientifi c knowledge and skills are the desirable outcome of the learning process. 
Clearly, any such curriculum statement will represent the outcome of someone’s, or 
some committee’s, deliberations on some aspect of scientifi c knowledge. This will 
be a ‘public’ representation of that understanding, which as the earlier chapters sug-
gest is necessarily itself one step removed from that understanding (see Fig.   4.12    ). 
In some cases, for example, a research scientist teaching a course in her/his research 
area to university students, the identifi cation of target knowledge to provide a cur-
riculum may primarily be a matter of selection: Which parts of the experts’ knowl-
edge of his specialist topic is it most important to attempt to teach to the students in 
the limited teaching time available? 

 In most teaching contexts, however, the curriculum is not set by an individual 
teacher and involves more than selection of material. Rather committees of people 
that usually do not include most of the actual teachers of the course make decisions 
about not only the selection of topics but the level of treatment. This invariably 
involves decisions about how to simplify what might be considered current scientifi c 
knowledge to produce a form of target knowledge that is viable for the students given 
their existing levels of knowledge and intellectual development (Taber,  2000a ). 
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 Usually the people making these judgements are not themselves research 
scientists working on the topics being specifi ed. So people removed from the current 
research activity use their own understandings of the science, to set out a version of 
scientifi c knowledge as target knowledge, to be represented in the curriculum. The 
curriculum therefore comprises of educational models of scientifi c knowledge that 
are considered by the curriculum developers (who may include government civil 
servants as well as educationalists) to be educationally viable and suffi ciently 
authentic simplifi cations of what they understand to be scientifi c knowledge. 

 Unlike scientifi c knowledge, which as we have seen is often represented in 
fragmentary ways across a wide literature, a curriculum is usually specifi ed in a 
single document. That document will however include limited detail and will need 
to be interpreted by readers (e.g. the teachers) through their own existing under-
standing of the topics specifi ed. Again, then, target knowledge is an ideal, as knowledge 
is only ever represented in a curriculum document and has to be interpreted before 
it can be understood (cf. Fig.   1.3    , in Chap.   1    ). When students are assessed in terms 
of whether their knowledge matches target knowledge, this actually involves a 
teacher or examiner or researcher making a comparison between their own interpre-
tation of the target knowledge, and their own interpretation of what can be inferred 
about student knowledge from the representations they produce as oral statements, 
inscriptions, etc. 

    An Alternative, Idealist Notion of Public Knowledge 

 The account presented above, consistent with the approach taken earlier in the book, 
considers that our research needs to be focused on operationalised constructs that 
can be clearly defi ned. In this sense public knowledge seems problematic as the 
attempts above to analyse it from a cognitive perspective led to notions of scientifi c 
knowledge  as public knowledge  that seem to be of minimal value as technical con-
cepts (see Table  10.2 ). Whether scientifi c knowledge is understood to be represented 
in a great many heads or in a great deal of literature, it is not likely to be readily and 
unequivocally determined. 

 In common use, however, these complications tend to be ignored, and in part this 
may be because of a tendency to think of knowledge in an idealist sense, for example, 
in terms of the ontological model of there being three worlds, as used by the 
philosopher of science Karl Popper (see Chap.   4    ). This model, deriving from ancient 
Greek thought, distinguishes between the (fi rst) objective physical world, our indi-
vidual (second) subjective mental worlds, and a third platonic world of ideals 
(Popper,  1979 ). 

 From this perspective, the notion of a sphere is an ideal. Many objects in the 
(fi rst) world are considered spherical because they are judged to suffi ciently match 
the essential properties of the ideal sphere – but it only exists as an idea. Arguably 
(i.e. for those who do not accept an idealist account), the ideal does not really exist 
at all: rather many people have mental images of a sphere, and because we are able 
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to communicate essential features of the idea of a sphere, we assume that all these 
mental (World 2) versions have the same (idea, World 3) referent. It was suggested 
earlier in the book that we need to keep in mind that there are actually as many 
‘second worlds’ as there are minds to represent and think about the fi rst world, as by 
defi nition World 2s are subjective unlike the objective World 1. 

 Certainly the ideal sphere does not exist in the same sense as a spherical object, 
or a mental representation of a sphere, so justifying its assignment to a different 
ontological world. If knowledge is seen as something that actually exists in World 
3, and that we humans are able to develop limited impressions of, then our common 
ways of thinking about scientifi c knowledge as public knowledge and assessment as 
comparing student knowledge with some ‘target’ curriculum knowledge may seem 
less problematic. However, even if we accept the usefulness of this way of thinking, 
we have the problem that World 3 is not directly accessible, and so it still seems that 
assessing and examining student knowledge in science or indeed any other curriculum 
subject is a rather indirect process (see Fig.  10.4 ).

   As we saw in Chap.   6    , the evaluation of a person’s knowledge is an indirect 
process, and so knowledge claims in research reports to the effect that a learners’ 
knowledge matches scientifi c knowledge to some greater or lesser extent should 
always be understood as carrying quite important caveats.                             

  Fig. 10.4    An idealist notion of evaluating students’ knowledge       
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                    It was the HC [Handsome Cognitivist]’s view that almost nothing reduces to almost 
anything else. To say that the world is so full of a number of things was, he thought, putting 
it mildly; for the HC, every day was like Christmas in Dickens, ontologically speaking. 
In fact, far from wishing to throw old things out, he was mainly interested in turning new 
things up. “Only collect”, the HC was often heard to say. (Fodor,  1985 , p. 1) 

     This book is about how we should go about modelling learners and learning in 
science education, and earlier in the book (Chap.   3    ) it was suggested that a wide 
range of entities have been posited as components of human minds – and so poten-
tially components of our models of learning. As Fodor mischievously   suggests, there 
is a sense in which the cognitive perspective invites the inclusion of a wide range of 
types of ‘things’ in minds. These entities include, inter alia, concepts, conceptions, 
schemata, mental models, etc. As I have previously observed, the challenge for the 
research programme is ‘to develop models which are capable of explaining all the 
existing empirical content of the research area (which seems to require a multilevel, 
diversely populated cognitive system) but which are still able to offer useful falsifi -
able predictions to allow empirical testing’ (Taber,  2009b , p. 318). 

        Who Ordered That? An Analogy with Particle Physics 

 Indeed the situation seems somewhat analogous to the situation in physics as the 
twentieth century proceeded, and newly discovered subatomic particles were 
regularly added to the physicists’ ‘particle zoo’. The simple model of protons, 
electrons and neutrons became supplemented by neutrinos, muons, quarks, etc. that 
physicists sought to ‘tame’ by fi nding a subsuming pattern refl ecting a simpler 
underlying order:

  The muon … was a particle beyond the standard model of physics at the time and …The 
central question “Who ordered that” was raised by I. I. Rabi when in 1947 the nature of 
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the muon as a lepton became known – a particle which differs in all its behavior from the 
electron only by its mass. Up to now, this basic question why there is a second (and third) 
generation of particles is a strong driving force behind all modern (particle) physics. 
(Jungmann,  2001 , p. 463) 

   A fundamental commitment to expecting nature to be at some level ordered and 
simple (see Chap.   15     for a consideration of scientifi c commitments and worldviews) 
directed scientists to develop testable models of what that assumed order might be. 
Whilst this programme is still active, it is widely thought that considerable progress 
has been made through following (what Lakatos,  1970  might have described as) the 
positive heuristic developed from the hard-core assumption that the messy diversity 
of the particle zoo refl ected a simpler underlying order. 

 Indeed it is possible to see modern physics as one source for development of a 
form of realism, critical realism (Bhaskar,  1975/2008 ), that considered the experi-
enced world to be real, but having an underlying nature that is only experienced 
indirectly through intermediate levels, and where science should be interested in the 
underlying level with its potentials and tendencies which are not always actualised 
in experience. Patomäki and Wight ( 2000 ) refer to the analogy of fi nding out about 
a nuclear arsenal, in that although the arsenal might (one would certainly hope) 
remain in its inert state, it is not fully understood unless the changes brought about 
by its potential use are considered. Critical realism suggests that approaches to sci-
ence that ignore the nature of this underlying level of potentials tend to confl ate two 
distinct levels – what is actually experienced and the underlying level of tendencies 
that are sometimes but not always expressed – and misjudge the nature of reality.  

    Finding Order in the Mental Zoo: Classifying 
the Cognitivist’s Collection 

 The purpose of introducing analogy is to offer potentially fruitful comparisons. The 
mental zoo of concepts, and schemata, and mental models, and intuitive theories 
and the like, represents a level of description that is useful for many purposes. 
However, throughout the book I have argued that many of these notions are problem-
atic when we use them in research in science education, because they have not been 
carefully operationalised for use within a research programme. Therefore, it is often 
possible to fi nd research reports in the peer-reviewed literature which use the same 
terms in apparently inconsistent ways (Taber,  2009b ). 

 This is perhaps to be expected given the indirect and sometimes uncertain nature 
of much of our understanding of human cognition, as suggested by the analysis 
earlier in the book. However, this also means that any attempt to set out a clear account 
of the distinctions and similarities between these terms is unlikely to be consistent 
with all uses in the research literature. My approach here will be to seek to identify 
the major distinctions that underpin the range of terms that have been employed, 
and to suggest a model for how terms might best be used in consideration of 
those distinctions. 
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 I do not intend here, then, to review all shades of meaning that have been given 
to these different terms by various authors within science education and beyond; but 
rather to suggest an approach to using terms which reflects much common 
usage, yet gives the terms different intellectual work to do in relation to what seem 
important distinctions we should make. 

 Ultimately, however, we always face the problems outlined earlier: the tendency 
to talk about cognition in the taken-for-granted lifeworld mental register and the 
diffi culty of deciding how something as abstract as knowledge can best be described 
at the cognitive system level (most useful for describing research into learning that 
can inform science education) when the underlying level of structure actually occurs 
at the physiological level (i.e. networks of connected neurons).   

    Key Distinctions 

 The fi rst distinction to emphasise is one that has already been established in the 
book, which is between knowledge  represented in  the cognitive system, with our 
 experiences of  the output of cognitive processing. This is always going to be a 
diffi cult distinction in practice because of two factors explored earlier:

•    The processes of thinking may themselves become represented in the underlying 
physical structures through which knowledge is represented, that is, our ideas 
both refl ect and modify our knowledge.  

•   Conscious awareness does not have direct access to all our knowledge and at any 
one time is only aware of a small part of our ‘explicit’ knowledge.    

    Terms Excluded as Not Representing Knowledge Elements 

 So from this way of thinking, an  idea  is best understood as the output of processing 
drawing upon knowledge represented in the cognitive system, but not in itself a 
knowledge component. ‘Having’ an idea, perhaps as a novel juxtaposition of dif-
ferent existing knowledge elements, and evaluating it as fruitful, is likely to lead to 
that idea itself becoming represented in cognitive structure (i.e. at the physical 
level certain links are established or strengthened in the association cortex) in the 
sense that it becomes more likely that the combination of elements giving rise to 
that idea will be activated in the future (i.e. activation of one of what were discrete 
elements will more readily activate the whole new ‘association’). At the mental 
level of description, we would say that we are likely to later recall the idea in cer-
tain contexts. However, the representation is not the idea, but a modifi cation to 
cognitive structure that makes it more likely the same, or a very similar, idea will 
be generated again. 
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 Similarly, the term  gestalt  is probably best not considered a knowledge element, 
but as the outcome of processing through such elements. The term gestalt was origi-
nally largely associated with perception (Koffka,  1967 ), relating to consideration of 
how in perception we are usually aware of whole patterns, not discrete sensations 
(see Chap.   4    ). That is, processing of sensory information involves pattern-detecting 
apparatus that is able to discriminate fi gures from their background and to associate 
patches of colour and edges, for example, as being discrete objects in our environment. 
This apparatus therefore represents a form of knowledge in the system. However, 
the term ‘gestalt’ referred to the output of that processing, and it would seem useful 
to use terminology that refers to the knowledge elements, the processing and the 
conscious experience of its output, separately. 

 So from this perspective the terms ‘ideas’ and ‘gestalt’ would certainly not be 
excluded from scientifi c discourse within the research programme into learning 
in science but would not be used to describe knowledge elements represented in 
the cognitive system. Rather, they would ‘do intellectual work’ in describing the 
learner’s subjective experience of cognition.  

    Concepts as Knowledge 

 A key term used in relation to a learner’s knowledge is that of  concepts , and indeed 
key issues in science education relate to a learner’s  conceptual development  
(discussed in Chap.   14    ), and how teaching can infl uence  conceptual change  (con-
sidered in Chap.   15    ). Moreover, research into student knowledge and understanding 
is sometimes understood as investigating a learner’s  conceptual structure . 

 A problematic aspect to our understanding of concepts has been revealed by the 
work undertaken in psychology and cognitive science about the nature of conceptual 
knowledge. Much research in psychology has concerned the ability of learners to 
acquire artifi cial concepts (along the lines of being given (i) examples of different 
shapes in different colours and (ii) feedback on which are, and which are not, exam-
ples of plaks to test questions such as can the learner acquire the concept  plak = a 
blue or green shape with no curved surfaces and less than fi ve sides ). Such 
artifi cial concepts have strict rules for membership (Seger & Miller,  2010 ). Yet 
many concepts used in everyday life are not defi ned through a small set of clear 
rules. Concepts, or categories (Ashby & Maddox,  2005 ), may be formed through 
perceptual similarity and linguistic cues in the talk of others (Gelman,  2009 ). 

 Children learn the concepts of tree, car, chair, etc., and neither are they taught 
these concepts through sets of membership rules nor do they apply these concepts 
in such a way (concept learning will be discussed in more detail in next part). We rec-
ognise an object as a tree without going through a mental checklist of attributes. 

 Most such concepts are ‘fuzzy’ in that they have somewhat blurred boundaries, 
and it has been shown that for some concepts we distinguish between examples 
which seem more typical and those which are seen as somehow less good examples 
of the concept. For example, perhaps a child, or an adult for that matter, knows 
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that eels and sea horses are both types of fi sh, but is very unlikely to suggest 
them when asked for a few examples of fi sh, rather than perhaps salmon, cod, trout 
or goldfi sh. 

 However, in science classes, students can also learn about concepts that are 
tightly defi ned and do have strict membership rules. For example, the alkali metals 
do not comprise a fuzzy set, and there are clear criteria for whether or not something 
should be considered an alkali metal.  

    Two Types of Conceptual Knowledge 

 This would suggest that our conceptual knowledge is not all of the same form. Some 
of it is of the kind of lifeworld everyday concepts, refl ecting ‘the natural attitude’ 
(Schutz & Luckmann,  1973 ), that was highlighted earlier in the book as being typical 
of how we commonly talk about thinking, learning, memory, etc. However, we also 
learn what Vygotsky called academic (Vygotsky,  1934/1994 ) or scientifi c concepts, 
which are often defi nition and rule based. That is the kind of thing I referred to 
earlier as being understood in ‘technical’ terms rather than everyday terms (e.g. 
see Table   3.1    ). 

 The term ‘concept’ therefore seems to have a broad referent and to relate to 
more than one kind of knowledge element. In particular it refers to both knowledge 
that is accessible to introspection and often readily represented in propositional 
form, and that tacit knowledge that is not directly accessible, but which operates at 
preconscious levels in the cognitive system.  

    Implicit and Explicit Knowledge Elements 

 This seems to be an important distinction to make, as clearly the way we use our 
knowledge is quite different when we are able to consciously act upon it, than when 
we have to rely on tacit knowledge that we only become aware of, if at all, after the 
event. In many aspects of our lives, such tacit knowledge is extremely valuable as it 
leads to quick processing and decision-making without committing of executive 
resources that can therefore be invested elsewhere. 

 However, in the sphere of academic learning, tacit knowledge can be defi cient as 
it is infl exible and not open to justifi cation and critique. In crossing a busy road, we 
need to make the right decision quickly, but in a formal academic assessment we 
need to be able to explain and justify  why  we suggest the answers we do. It seems 
useful therefore if in our research into student learning, we distinguish between 
these two basic types of knowledge element contributing to the learner’s conceptual 
understanding of science topics.  
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    The Notion of Intuitive Theories 

 One of the terms that have been used to describe aspects of science learners’ knowledge 
is  intuitive theories . This term actually has at least two meanings in the research 
literature. So, for example, in the context of electron diffraction in crystals, it has 
been claimed in a natural science context that ‘there is need for a simple intuitive 
theory that is valid for larger crystal thicknesses’ (Van Dyck & Op de Beeck,  1996 , 
p. 99). In this context the term seems to mean a formal theory, but one that  fi ts with  
the intuitions about the process developed by scientists working in that fi eld. 

 However, in the context of science education, the term intuitive theory has been 
used in a somewhat different way (Pope & Denicolo,  1986 ). So, for example, 
Kaiser, McCloskey and Proffi tt ( 1986 , p. 67) refer to how, through frequent expe-
rience of moving objects, ‘people develop from these encounters a systematic 
intuitive theory of motion’. A key feature of this ‘intuitive theory’ is that it is 
inconsistent with the scientifi c models. The scientifi c models are based around the 
Newtonian idea of inertia, where force brings about a change in the state of 
motion. However, the common intuitive theory is based around an impetus notion, 
something that is imparted by a force, but which somehow gets ‘used up’, causing 
motion to naturally diminish (Gilbert & Zylbersztajn,  1985 ). The use of the term 
‘systematic’ by Kaiser and colleagues is quite important, as the adoption of the 
label ‘theory’ implies more than just a hunch or intuition. As McCloskey explained 
in another publication,

  Recent studies on the nature, development and application of knowledge about motion 
indicate that many people have striking misconceptions about the motion of objects in 
apparently simple circumstances. The misconceptions appear to be grounded in a systematic, 
intuitive theory of motion that is inconsistent with fundamental principles of Newtonian 
mechanics. Curiously, the intuitive theory resembles a theory of mechanics that was widely 
held by philosophers in the three centuries before Newton. (McCloskey,  1983 , p. 114) 

   Carey and Spelke ( 1996 ), in discussing theories, whether labelled scientifi c or 
intuitive, suggest ‘theories are central knowledge systems widely available to guide 
reasoning and action’, as well as being ‘open to revision’ (p. 519). In this regard 
such ‘theories’ do not seem to be implicit knowledge structures, and indeed 
Carey and Spelke suggests that intuitive theories are distinct from what they term 
‘core knowledge structures’ on these and other characteristics. For these commenta-
tors such core knowledge structures are ‘theory-like in some, but not all, important 
ways’ (p. 515). Carey and Spelke suggest that such core systems are largely genetically 
endowed and develop naturally in the child and should be considered quite different 
from intuitive theories:

  core systems are conceptual and provide a foundation for the growth of knowledge. 
Unlike later developing theories, however, core systems are largely innate, encapsulated, 
and unchanging, arising from phylogenetically old systems built upon the output of 
innate perceptual analyzers. These differences make it unlikely that the development 
of core systems engage the same processes as the development of intuitive theories in 
childhood or the development of scientifi c theories in the history of science. (Carey & 
Spelke,  1996 , p. 520) 
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   The question of whether or not children’s informal ideas should be considered 
to be based on theory-like knowledge has been debated in the literature, and I have 
previously suggested that the research evidence based on students at different ages 
asked about various science topics suggests that the real issue is  the extent  to which 
such knowledge can be considered theory-like in particular cases (Taber,  2009b ). 
The literature suggests this varies a great deal. This would seem to be what we 
should expect if our knowledge is partly based on implicit knowledge structures 
and partly on explicit representation of propositional knowledge that is available to 
conscious inspection and development. 

 The term ‘intuitive theories’ is itself potentially unhelpful, as it would seem 
knowledge must be  either  intuitive  or  theoretical but cannot really be simultaneously 
both. Yet if intuitive theories are understood as theory-like knowledge components 
that are  developed from  intuitive knowledge, then this looks less of an oxymoron. 
Nevertheless, it is not clear that ‘intuitive theories’ earn the status of being a basic 
category of knowledge component.  

    Personal Constructs 

 The theory of personal constructs was developed by George Kelly and was very 
infl uential in early constructivist research in science education (Pope & Gilbert,  1983 ). 
Kelly devised his system for use in therapy and suggested that it tended ‘to have its 
focus of convenience in the area of human readjustment to stress’ (Kelly,  1963 , p. 12). 
However, Kelly considered that people modelled and understood the world through 
a system ‘composed of a fi nite number of dichotomous constructs’ (p. 59). That is, 
Kelly considered that people understood the world by making discriminations based 
on a set of bipolar constructs that were organised into some form of system. 

 Kelly thought that although we could often give labels to our constructs after the 
event, the process of making discriminations was not conscious or based on verbali-
sation. His clinical method of exploring clients’ construct systems involved asking 
them to make discriminations by suggesting the odd one out when shown triads of 
‘elements’, so there was no requirement to initially label the basis of the discrimina-
tion, or to rationalise why they selected a particular elements as being the one which 
did not fi t. This was an idiographic method (see Chap.   6    ): there was no assumption 
of a right response, but rather the aim was to work through enough examples to be 
able to infer the constructs that were operating. Personal constructs were then envisaged 
as largely implicit knowledge elements that allow us to parse the world without the 
need for conscious deliberation or verbal labels and defi nitions. 

 Kelly believed the system of personal constructs encompassed knowledge that 
was primarily perceptual, as well as that which would normally be thought of as 
conceptual. That is, he saw continuity in the cognitive system that operated with 
knowledge elements at different levels: so that for Kelly the same  type of operations  
would be involved in making discriminations of tone as making discriminations 
in the quality of doctoral theses. From this perspective, verbal description and 
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rationalisation of judgements would seem to be considered almost as like a veneer 
placed on the outputs of the implicit but potentially quite sophisticated system of 
personal constructs. 

 The perspective offered earlier in this book considered a great deal of cognitive 
processing to take place ‘out of mind’, and much of that to be largely automatic, 
but did leave room for the executive to direct some preconscious processing (cf. Fig. 
  7.5    ). These two descriptions could be seen as consistent, depending on precisely 
how one interprets Kelly’s distinction between the construct system and the verbal 
reporting that occurs after discriminations are made. Kelly would certainly have 
accepted that a client could censor a particular discrimination made from being 
reported to the therapist but saw the role of the constructs as central to how the 
world was understood. 

 Kelly included in his system discriminations that were not obviously bipolar, 
giving the example of discriminating red from ‘the non-redness of white, yellow, 
brown or black. Our language has no special word for this non-redness, but we have 
little diffi culty in knowing what the contrast to red hair actually is’ (p. 63). This 
suggests that personal constructs may be linked to knowledge elements that can 
identify particular features: that is, small processing units that recognise red (or 
not). Whilst Kelly’s notion of personal constructs is not universally adopted, it 
would seem to refl ect important aspects of the way knowledge is represented in the 
human cognitive system.  

    Phenomenological Primitives 

 A slightly different type of intuitive knowledge element that has been mooted as a 
key part of the cognitive system is the phenomenological primitive, or p-prim. This 
idea has been developed in particular by Andrea diSessa, who published an extended 
(if intended to be somewhat provisional) account of intuitive physics based on this 
notion in the journal  Cognition and Instruction  (diSessa,  1993 ). The term phenom-
enological primitive is a fairly accurate label for these entities, as they relate to our 
implicit interpretations of the world based on abstractions from direct experience of 
the world. From extensive interviews with physics students, diSessa set out the case 
for a wide range of these primitives. Each p-prim could be understood as abstracted 
from common experience, and then used as part of the interpretive apparatus for 
making sense of the world at a preconscious level, which then feeds into our conscious 
thinking. In other words, although diSessa’s data was largely based on elicitation 
of college students’ explanations about physics problems, that is, an advanced 
academic context, he considered that much of their thinking was built upon very 
simple primitive discriminations that matched what was perceived with common 
general patterns that had been abstracted from prior experience. 

 So, for example, young children may come to realise that a lot of phenomena fi t 
a pattern that might be labelled ‘dying away’, that is the magnitude of some qualities 
seem to diminish with time. The signifi cance is that the abstraction becomes part of 
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the intuitive model of how the world is, and the basis of implicit explanations. That 
is, if a novel phenomenon is understood to fi t the ‘dying away’ pattern, then it does 
not pose a ‘problem’ for the cognitive system, as it fi ts within the existing model of 
how the world is. Dying away is treated as a natural effect, that is, one that does 
not need more explanation. That of course represents the ‘natural attitude’ (Schutz & 
Luckmann,  1973 ), not the scientifi c attitude, and in learning science students have 
to learn to question the natural mechanisms of the world that lead to these patterns. 
Yet many phenomena make sense to us intuitively since they are recognised as 
matching patterns that we have come to accept as common to experience. 

 A key problem with p-prims from the perspective of learning science is that they 
seem to only work to discriminate what fi ts prior patterns from novel phenomena, 
and so contrasting phenomena can equally fi t (different) p-prims, making them of 
limited explanatory value. So if a person has a p-prim that we might label ‘dying 
away’ and another we might label ‘building up’, then both these patterns would 
intuitively seem natural and needing no further explanation. Simply  recognising  
that something diminishing is dying away, or that something increasing is building 
up, would ‘satisfy’ this level of the cognitive system as what was being observed 
made sense in terms of existing expectations of how the world is. Students asked to 
explain phenomena will often respond that certain things are just ‘natural’, just the 
way things are, refl ecting how in everyday life we do not see many familiar events 
as inviting explanation as we have become comfortable in accepting them as how 
the world is (Watts & Taber,  1996 ). 

 Research exploring school learners’ thinking about chemical phenomena 
identifi ed a set of potential intuitive knowledge elements that partially fi tted with 
diSessa’s scheme (Taber & García Franco,  2010 ) but also having some distinct 
features – suggesting research across different domains may help refi ne an account 
of commonly acquired p-prims. P-prims seem very similar to what Vygotsky 
labelled as a ‘potential’ concept which ‘is an embodiment of a rule that situations 
having some features in common will produce similar impressions’ and ‘result from 
a series of isolating abstractions of such a primitive nature that they are present 
in some degree not only in very young children but even in animals’ (Vygotsky, 
 1934/1986 , p. 137).  

    Intuitive Rules 

 Stavy and Tirosh have suggested that one source of many of the reported student 
‘alternative conceptions, preconceptions, and misconceptions in science and math-
ematics’ may be the application by the student of what they term ‘intuitive rules’ 
(Stavy & Tirosh,  2000 , p. vii), which they consider to be ‘expressions of the natural 
tendency of our cognitive systems to extrapolate’ (p. 87). 

 Stavy and Tirosh ( 2000 ) report three examples of intuitive rules that they identify 
as being found in students’ reasoning across a wide range of contexts: ‘more A – more 
B’, ‘same A – same B’ and ‘Everything can be divided’. These types of general 
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intuitive rules would seem to be the kind of primitive cognitive element that diSessa 
has described as p-prims and will here be assumed to be subsumed into the same 
class of knowledge element in the cognitive system.  

    P-Prims and Gestalts 

 Sometimes the term gestalt is used in a way quite similar to diSessa’s notion of 
p-prims. So the ‘experiential gestalt of causation’ proposed by Lakoff and Johnson 
( 1980a ), and applied in the context of science learning by Andersson ( 1986 ), set out 
how causality in the world can often be understood in terms of a common pattern or 
‘a “prototypical” or “paradigmatic” case of direct causation’ (Lakoff & Johnson, 
p. 479) which involves an ‘agent’ acting on a ‘patient’ to bring about some change 
in it. This would seem to be the kind of pattern recognition assigned to p-prims, and 
in keeping with the use of ‘gestalt’ elsewhere, it may make sense to consider the 
‘gestalt’ to be  the perceived pattern , due to the operation of an underling implicit 
knowledge element that is part of cognitive structure (i.e. the p-prim). That is, the 
gestalt is experienced due to the activation of the p-prim. 

 Watts and Taber ( 1996 ) used the idea of an ‘explanatory gestalt of essence’ to 
describe how it is that often, when asked for explanations in interviews, students 
would soon reach a point where they replied that something was ‘just natural’ – that 
is the way things were. Watts and Taber found that students varied in the extent to 
which they would offer layers of explanation before reaching this point, but some-
times students were clearly satisfi ed with recognising something as being naturally 
the way things were and so not needing further explanation before they exhausted 
the depth of explanation expected in the school or college science curriculum. 

 Ultimately science aims to fi nd out the ways things naturally are, and so there is 
nothing wrong in principle in reaching such a point in a succession of explanations. 
However, science looks for underlying patterns that have explanatory value across a 
wide range of phenomena, whereas the natural attitude is to simply accept as natural 
anything that fi ts one of the available familiar patterns (i.e. p-prims). The explanatory 
gestalt of essence, the recognition that that is just the way things are, would again 
seem to be a way of describing the learners’ subjective experience, which  draws 
upon  implicit knowledge elements, such as p-prims. So these mooted gestalts would 
seem to be related to, but ontologically different to, p-prims.  

    Explicit Knowledge 

 Whereas implicit knowledge elements are considered to do their work out of the 
purview and control of consciousness, explicit knowledge is directly accessible and 
open to deliberation. Earlier in the book, when considering memory, it was suggested 
that there is declarative memory, and non-declarative memory that includes both 
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procedural memory and ‘implicit’ learning that takes place without conscious 
awareness. Procedural memory is associated with motor function and allows us to 
build up routines of motor actions to carry out complex tasks such as tying shoe-
laces or focusing a microscope. Some of this is at the level where it is open to 
conscious awareness and control. These elements are probably not the smallest 
‘grain size’ and draw upon more primary, encapsulated knowledge elements, 
which we consciously build up into routines. 

 So there is parallel within this branch of cognition with declarative knowledge 
discussed below, in that it has both implicit and explicit components. However, the 
focus here is on conceptual learning, so the nature of procedural knowledge will not 
be developed in any detail here. 

 Declarative memory refers to representation of factual information that is accessible 
to consciousness and includes both episodic and more generalised semantic memory. 
By defi nition declarative memory refers to representations of past experience that 
can be reported verbally as they are consciously accessible, although that does 
not mean that these declarative memories are themselves representations of verbal 
information. So one’s memory of a signifi cant past event may well include imagery, 
for example. However, as one is able to access the memory leading to a conscious 
experience, that experience can be reported verbally. 

 Imagistic memory has been given most attention in the science education litera-
ture, but of course other sensory modes may provide experiences of memories that 
we can verbalise. We may hear the voices of others not present (e.g. in sleep), and 
Proust used memory evoked by a smell as a key device in for his novel  À la recherche 
du temps perdu  (translated as  In search of lost time  or  Remembrance of things past ). 
However, the visual mode would seem to be of particular importance in conceptual 
learning, as suggested by the incidence of eidetic memory in children and the 
conjectured visuo-spatial scratch pad as a major adjuvant of the cognitive system’s 
executive module, that is, working memory (see Chap.   5    ). 

 However, the ability to rote learn passages or prose, or technical defi nitions, 
demonstrates that some knowledge representation of verbal material can and does 
take place. Therefore, it would seem that explicit knowledge elements within 
cognitive structure that are of interest in learning science can be considered to be 
of at least two different types. This links to Bruner’s ( 1964 , p. 2) notion of three 
modes of representation:

•    Enactive: ‘a mode of representing past events through appropriate motor response’.  
•   Iconic: summarising events ‘by the selective organisation of percepts and of 

images, by the spatial, temporal and qualitative structures of the perceptual fi eld 
and their transformed images’.  

•   Symbolic: represents ‘things by design features that include remoteness and 
arbitrariness’ (i.e. words are associated with objects and events by convention).    

 Enactive representation supports what has been called here procedural knowl-
edge; imagistic memory is a form of iconic representation, and much of the 
knowledge of interest in science education concerns propositional knowledge 
represented symbolically.  
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    Propositional Knowledge Elements 

 One type of knowledge represented in the cognitive system is propositional knowl-
edge that allows us to ‘know’ such things as:

•    Atoms are very small.  
•   Horses are mammals.  
•   Energy is conserved.  
•   Potassium is more reactive than calcium.  
•   Humans have 23 pairs of chromosomes.  
•   Electromagnetic radiation is a transverse wave.    

 This type of knowledge element is often a key focus of research given the central 
role played by language in communication and formal learning.  

    Conceptions 

 The term ‘conception’, and the variants ‘misconception’, ‘alternative conception’, has 
been widely used in science education when describing aspects of students’ (inferred, 
assumed) personal knowledge. The term is widely used in phenomenography, research 
which looks to describe, analyse and understand experiences (Marton,  1981 ). In this 
context different conceptions are ‘qualitatively distinct ways’ in which what is 
objectively the same referent is understood (Anderberg,  2000 , p. 94). 

 Gilbert and Watts recommended that the term conception should be used in 
science education to focus on ‘the personalised theorising and hypothesising of 
individuals’ (Gilbert & Watts,  1983 , p. 69), as one way to distinguish between 
personal and public systems of knowledge (as discussed above, see Chap.   10    ). This 
distinction is shown in Table     11.1 .

   As suggested above (see Chap.   10    ), public knowledge is a problematic notion 
and indeed is arguably in some ways a fi ction, but nonetheless remains a useful 
fi ction as a referent. So following Gilbert and Watts, a learner may be said to have  a 
conception of  energy, or photosynthesis, or oxidation, which can be evaluated 
against (someone’s, e.g. the researcher’s) understanding of  the scientifi c concept  or 
of some curriculum model of that  concept  (cf. Fig.   1.3    ). 

   Table 11.1    Recommended use of ‘concept’ versus ‘conception’ following Gilbert and Watts 
( 1983 )   

 Term  Recommended use – to describe  Notes 

 Concept  Formal meanings as part of public 
knowledge systems 

 ‘World 3’ objects: ideals as represented 
in public knowledge systems 

 Conception  Personal understandings  ‘World 2’ objects: understandings as 
personally experienced in thinking 

11 Components of Personal Knowledge…

http://dx.doi.org/10.1007/978-94-007-7648-7_10
http://dx.doi.org/10.1007/978-94-007-7648-7_10
http://dx.doi.org/10.1007/978-94-007-7648-7_1


221

 Maintaining a distinction between the formal concept that is part of a public 
system of knowledge and an individual’s personal conceptions might help clarify 
reports in science education. However, in practice there is widespread use of the 
term concept to refer to both formal concepts and the versions of those concepts 
formed by individuals, that is, their conceptions. The literature includes many 
examples of references to concept formation and acquisition (i.e. the appearance of 
new conceptions in individuals) and conceptual (rather than concept ion al) develop-
ment, conceptual (rather than concept ion al) change and conceptual (rather than 
concept ion al) structure. These topics will be discussed in Chap.   15    . 

 Ezcurdia ( 1998 ) suggests that ‘concept’/‘conception’ can refer to the distinction 
between possession and mastery of a concept. That is, for Ezcurdia, ‘one can possess 
a concept without having an appropriate conception, without mastering it’ (p. 188). 
This approach may be especially helpful for the conceptions that learners have that 
are considered to be versions of normative concepts. So, as an example, in a secondary 
science class it could be said that all the students had acquired the concept of a 
metal, but that their specifi c conceptions varied considerably, or that a learner 
acquired a concept of a metal, and that same concept developed as his conception of 
metal changed (see Chap.   15    ). In the present chapter, the term  conception  is used 
to refer to aspects of the learner’s personal system of knowledge representation (see 
Fig.  11.1 ), following Gilbert and Watts.

  Fig. 11.1    A model typology of the main types of knowledge components represented in cognitive 
structure       
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       Schemata 

 A term that has not been so widely used in science education research but is com-
monly used to describe aspects of an individual’s knowledge in psychological and 
cognitive science is schemata. A schema refers to a knowledge  structure  represented 
in memory: for example, ‘the information that is required if a learner is to be able to 
solve problems [such that] if the required information (knowledge components) and 
the relationships among these knowledge components is incomplete then the learner 
will not be able to effi ciently and effectively solve problems requiring this knowl-
edge’ (Merrill,  2000 , p. 245). Schemata, then, are envisaged to be more complex 
knowledge representations than individual conceptions and indeed are perhaps not 
best understood as knowledge ‘elements’ but more, if we draw on an analogy from 
chemistry, as ‘compounds’ of knowledge elements. 

 Problem-solving involves more than just applying routine knowledge as in 
completing exercises and requires some novelty in task response by the problem-
solver (see Chap.   7    ). So genuine problem-solving requires the learner to coordinate 
existing knowledge components into a more complex structure, that is, to  construct  
a schema. However, the way the term schema is often used, it is also applied to 
schemata that have previously been compiled and therefore have some permanent 
‘structural integrity’ within cognitive structure: so, in effect, once a schema has been 
constructed, that construction can be retained if it is then applied suffi ciently to 
develop strong associations between the component elements (see Chap.   5    ). 

 So, for example, if a secondary school student is asked to complete a word 
 equation, such as (the example used in Chap.   7    )

 nitric acid + potassium hydroxide + water    

 One way that a learner might be able to correctly respond to such an item would 
be if they had rote learnt sets of word equations, including this one, and so were able 
to access the correct word equation represented in memory by matching with the 
information presented and then fi ll in the gap by comparing the incomplete word 
equation with the learnt correct one. Certainly much learning of this type goes 
on, but such learning does not require, or demonstrate, understanding of chemistry 
and is only effective for specifi c reactions where the word equations have been 
(correctly) represented in memory. 

 More likely, this task will require the learner to coordinate a range of knowledge 
elements to fi nd a solution, and for many secondary students such a question presents 
a genuine problem (Taber & Bricheno,  2009 ). More advanced and successful 
students might well have developed an effective strategy for answering a question 
of this type (see Table  11.2 ), which they can routinely call upon (Taber,  2002a ).

   The approach shown in Table  11.2  is not the only approach to attempting this 
task, and if students do not know the general equations, they may rely on the 
conservation principle (that the same elements must be represented before and after 
a reaction) to see what was ‘missing’ on the product side (Taber & Bricheno,  2009 ): 
although the coordination of other knowledge would still be needed to ensure a 
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correct solution, as that principle by itself underdetermines the answer. For example, 
potassium nitrite and potassium nitride would be possible alternative answers. 

 Although schemata are composed by the coordination of other existing knowledge 
elements, they should be considered as separate components of cognitive structure 
because they can be retained as long-term associations and so in effect unitary 
components in their own right. Merill ( 2000 , p. 246) argues that ‘solving a problem 
requires the learner to not only have the appropriate knowledge representation 
(schema or knowledge structure) but he or she must also have algorithms or 
heuristics for manipulating these knowledge components in order to solve problems’. 
He argues that,

  If the learner knows the knowledge components and knowledge structure for a conceptual 
network, then he or she has a meta mental model for acquiring a conceptual network in a 
specifi c area. This meta mental model allows the learner to seek information for slots in the 
model. It provides a way for the learner to know if they have all the necessary knowledge 
components to instantiate their mental model (Merrill,  2000 , p. 246) 

   The example of completing a simple word equation in chemistry supports 
Merill’s assertion that such problem-solving, for those learners at a stage where this 
task can still be considered a problem, does require knowledge of operations – of 
what kind of knowledge to access and coordinate – as well as knowledge of the base 
domain (in this case knowledge of reactions types, reagent types, etc.). However, it 

     Table 11.2    Suggested components of a schema to identify an unknown reagent in a word equation   

 Step in strategy  Note 

 Identify the type of reaction 
represented: neutralisation, 
acid plus alkali 

 Draws upon knowledge that chemical reactions are commonly 
classifi ed into particular types, deepening upon the 
categories of reactants 

 Identifi es the reactants given as an acid and an alkali (i.e. 
classifi es type/identifi es set membership) 

 Identifi es specifi c knowledge that one such type involves the 
reaction between an acid and an alkali 

 Write out the general reaction: 
 acid  +  alkali  →  salt  + water 

 Applies knowledge that each type of reaction can be 
represented by a general equation, where the  class of 
substance  stands for particular reactants and products that 
vary in different specifi c reactions of the type 

 Recalls general form of equation for this class of reaction 
 Identifi es the missing term 

as a salt 
 Compares the general equation recalled with the presented 

example 
 Maps 
  Nitric acid: the  acid  
  Potassium hydroxide: the  alkali  
  Missing term: the  salt  
 Redefi nes task as identifying the particular salt 

 Identifi es the salt as potassium 
nitrate 

 Recalls/applies knowledge that salts have a two-part name, 
refl ecting the cation and the acid radical 

 Identifi es the cation as potassium from the alkali 
 Identifi es the acid radical as nitrate from the nitric acid 

Key Distinctions



224

would seem that this ‘how to’ knowledge is also propositional (see Table  11.2 ), 
whereas it will be suggested below that the term ‘mental model’ is often reserved for 
something rather different. Arguably, in an example such as that used here, knowl-
edge of how to carry out the stages of problem-solving are a part of the schema as 
much as knowledge of the chemical substances and reactions that need to be oper-
ated on to solve the problem.  

    Visual Representations in Cognitive Structure 

 Although there is often a focus on verbal representation when discussing [sic] 
students’ science knowledge, it is clear that we are also able to recall images that 
we do not seen to construct ab initio from other kinds of representation on recall. 
We are also able to  form  images – from verbal descriptions, for example – but some 
of our memories seen to be accessed as images: the representation in cognitive 
structures when activated leads us to experience an image. 

 As suggested earlier (eidetic memory, see Chap.   5    ), it is considered that visual 
memory plays an important role in the memory of children but usually diminishes 
during development. However, some adults seem to retain strong visual ‘photo-
graphic memories’, and we all have some ability to represent visual information in 
cognitive structure.  

    Imagery as a Form of Knowledge 

 Images contain information, and so representing imagery in cognitive structure 
amounts to a form of knowledge in the system. Earlier in the book it was suggested 
that it was easier for a person to remember and reconstruct an image such as that 
showing the resonance between two canonical forms of benzene (e.g. Fig.   5.11    ) if 
they understood what the image meant, and we might imagine that in trying to 
reconstruct such an image some learners might draw upon propositional knowledge: 
I know the formula is C 6 H 6 , I know carbon has valency 4, I know it is described as 
a cyclic compound, etc. 

 However, it is equally the case that recalled images can support verbal recollections: 
mental inspection of a recalled image of, for example, the experimental set-up 
for measuring Young’s modulus of a piece of wire, could provide information to sup-
port recall of the formula for Young’s modulus, or recollection of an image of a beetle 
might be the source of recalling how many legs beetles have. In general, recall is 
supported by being able to access and coordinate both representations of images, and 
propositional knowledge, from memory (Cheng,  2011 ). Images are static, although 
they can be mentipulated in the mind. Moving beyond static images, there is the pos-
sibility of visual models that can act as mental simulations that can be ‘run’ in the 
mind, that is a form of mental model that is dynamic and visualisable.  
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    Mental Models 

 Whilst there has been relatively limited attention in the science education literature to 
students’ imagistic representations compared with their propositional knowledge, 
there has been a wide use of the term ‘mental models’ in the literature. Once again the 
point needs to be made that often such terminology is used without defi nition, and it 
is not  always  clear what researchers’ reports referring to mental models (as opposed 
to say, student conceptions) in science education contexts are meant to refer to. 

 There is quite a developed literature about mental models, which can inform the 
use of the term within science education, although even here different authors do 
not seem to agree on quite how mental models should be understood (Johnson- 
Laird,  2003b ; Merrill,  2000 ; Norman,  1983 ): as ‘a consensus view about issues such 
as the format of the mental models and the process involved in using them has not 
been reached among different research camps’ (McClary & Talanquer,  2011 , p. 397). 
So, as reported above, Merrill (p. 244) suggests that ‘a mental model consists of two 
major components: knowledge structures (schemata) and processes for using this 
knowledge (mental operations)’, but commonly mental models are understood to 
represent knowledge in non-propositional form. 

 The notion of mental models was popularised by Norman who described how:

  In interacting with the environment, with others, and with the artifacts of technology, 
people form internal, mental models of themselves and of the things with which they are 
interacting. These modes provide predictive and explanatory power for understanding the 
interaction. (Norman,  1983 , p. 7) 

      Norman describes mental models as ‘naturally evolving models that must be 
‘functional’, in that people will continue to modify the mental model in order to get 
a workable result’. 

 Johnson-Laird suggests that people construct mental models ‘from perception, 
from imagination, and from the comprehension of language’ ( 2003b , p. 42) and 
argues that a key feature of mental models is ‘iconicity’ in that ‘a mental model has 
a structure that corresponds to the known structure of what it represents’ ( 2003a , p. 11). 
He suggests that ‘mental models can represent spatial relations, events and 
processes, and the operations of complex systems’ ( 2003a , p. 19), yet he also argues 
that ‘visual images are a special case of mental models, and many mental models do 
not yield images’ ( 2003a , p. 12) and that ‘many mental models cannot be visualized’ 
( 2003a , p. 11). This is an interesting attribute for an iconic form of representation 
and perhaps suggests that for Johnson-Laird not all mental models are part of 
explicit knowledge. 

 McClary and Talanquer ( 2011 , p. 397) suggest that a mental model is ‘a structural, 
behavioral, or functional analog of a real or imaginary object, process, event, or 
situation [that can] support understanding, reasoning, and prediction’, and they use 
the term to mean ‘dynamic internal representations that may be constructed on 
the spot to deal with the demands of a given problem or situation, although it is 
possible that in some cases mental models may be stored in long-term memory’. 
For these authors the construction and/or application of a mental model is
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  guided and constrained by the explicit and implicit cognitive resources available to any 
given individual (e.g., prior knowledge, ontological presuppositions, intuitive heuristics), as 
well as by the most salient features of the task at hand… ( 2011 , p. 397) 

   This sense of the moment-by-moment construction of mental models is something 
refl ected by Shepardson and colleagues who refer to mental models as ‘always under 
construction and based on new knowledge, ideas, conceptions, and experiences’ 
(Shepardson, Wee, Priddy, & Harbor,  2007 , p. 330). 

 It would seem there is no clear consensus on exactly how ‘mental models’ should 
be understood, but it is suggested here that what is useful about the idea is the notion 
of knowledge structures that are non-propositional, and more extensive than single 
images, and so ‘runnable’ in the sense of allowing the individual to set up an ‘input’ 
state, run the model mentally and observe a simulated process suggesting the output 
state that arises from running those initial conditions through that model. 

 In a sense, mental models seem to have a similar function to computer simulations 
of complex processes (e.g. ecological interactions) that allow learners to change 
initial conditions (e.g. population sizes) and then observe how a situation unfolds. 
In the case of the computer simulation, the outcome is observed on the computer 
monitor screen. In the case of a mental model, the simulation is imagined inside 
the mind.   

    A Model of the Ontology of Knowledge in Cognitive Structure 

 This analysis has considered the main types of entities that have been proposed as 
allowing knowledge to be represented in cognitive structure, and the key distinc-
tions between them, as well as examining how some of the terms that have been 
mooted might do useful work within science education to describe distinct aspects 
of a learner’s personal knowledge. The project here is to consider if a model can be 
offered which includes the main types of knowledge elements that are assumed in 
the literature and provide clear labels for the different components of the model. 

 Given the lack of consistency in how terms are used in different literature, the 
analyst has two options in proposing such a model: either to suggest a completely 
new set of terms with no history and so no semantic baggage or to draw upon the 
available terms and use them to do work within the model with the best fi t that 
seems possible. Given that the fi eld is already heavily populated with terms 
that although often poorly defi ned are widely used, I have chosen the latter course, and 
the outcome of the analysis developed above is represented in Fig.  11.1 . 

 So Fig.  11.1  shows the main distinctions discussed above, with conceptual 
knowledge being either implicit or explicit, and explicit knowledge being proposi-
tion or iconic. The model is set up in the form of a taxonomic dichotomous key, and 
this almost certainly simplifies the actual complexity of knowledge structures 
in cognitive structure. This is considered justifi ed in order to offer a basic system 
with the use of a limited number of categories (and terms) to describe the knowl-
edge elements that may be invoked in research on learning in science. One purpose 
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of a model is to offer a simplifi ed account that still refl ects key features of the 
complexity being modelled. The model offered here is intended to include key 
discriminations identifi ed in research, whilst being simple enough to be of value to 
those working in science education. 

 As suggested above, ‘ideas’ (or ‘thoughts’) and ‘gestalts’ may be best understood 
not as knowledge elements but as the experience of the outcomes of the operation 
of those knowledge elements: gestalts very much referring to perceptual experience 
and ideas more generally to the output of processing through the cognitive system 
(see Fig.  11.2 ).

   Figure  11.1  neither directly represents the level of the cognitive system at which 
different components occur nor how they might be related, but simply the classes 
of knowledge component in the system. These are important issues that will be 
addressed separately. 

 The scheme presented in Fig.  11.1  excludes some terms that are commonly used 
in the fi eld. So misconceptions are not included as a category, as this term inherently 
combines a reference to a type of knowledge element with a judgement about under-
standing in terms of someone else’s knowledge (see Chap.   6    ). In terms of its nature 
as  a type of knowledge element  within a cognitive system, a conception has the same 
status whether it is judged as mistaken or not by a teacher or researcher. So some 
student conceptions may be judged ‘alternative’, whilst others with similar status 
within the cognitive system will be considered canonical. In the present analysis all 
the learners’ conceptions are seen as part of a personal knowledge system which can 
only be labelled as misconceptions or alternative conceptions by someone making 
judgements from outside the system (see Chap.   10    ). 

 The scheme presented here does not distinguish between conceptions that the 
individual is strongly committed to, those that he/she has learnt but fi nds unconvinc-
ing and those that are recently formulated and are being entertained as potentially 
fruitful. Rather, it is assumed that these are all the same basic kind of knowledge 

  Fig. 11.2    Ideas and gestalts seen as experience of the outcomes of processing through available 
knowledge structures       
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element (see Chap.   6    ) yet given different weightings as representations of the external 
world within the system. This reminds us that although we might think of discrete 
knowledge components, this is certainly a simplifi cation as our conceptions are 
linked into an extended conceptual structure (considered further in the next chapter). 

 A key feature of explicit knowledge is that it can be accessed and considered, and 
a judgement made about its relevance to the problem in hand, whereas implicit 
knowledge presents conclusions and recommendations to consciousness without 
providing access to the basis on which they were reached. A well-known human 
trait is to reach a tentative decision based upon implicit knowledge and then seek 
justifi cations for that decision based on available explicit knowledge. Arguably, the 
scientifi c attitude differs not in the exclusion of the role of implicit knowledge 
(Polanyi,  1970 ) but in the extent to which explicit knowledge is used to view one’s 
‘hunches’ and intuitions critically. 

 One common term used in the fi eld is that of a conceptual framework, and I have 
not seen the need to include that in Fig.  11.1 . The term framework is used in at least 
three different ways in science education research (Taber,  2009b , pp. 188–189): 
(1) as a synonym for a conception, (2) as a more extended conceptual structure 
(most like a schema in the present analysis) or (3) a technical term used to label the 
 abstractions  developed by researchers to describe common patterns in student 
conceptualisations and so distinguish these models from the personal conceptions 
of the individual learners. 

 The fi rst sense of framework is already covered here, and the third is inherently 
excluded from being part of an individual’s knowledge structure – at least, apart from 
that of the researcher, whose personal conception it is. 

    Conceptual Frameworks and Common Alternative Conceptions 

 Yet it is important not to ignore this notion of ‘conceptual framework’, as a key area 
of research has been based around identifying, and quantifying, ‘common’ alternative 
conceptions – those conceptions that learners commonly hold which are considered 
at odds with canonical science (Duit,  2009 ). In this sense, a number of alternative 
conceptual frameworks have been referred to in this volume: such as that motion 
naturally dies away, that atoms form bonds to fi ll electron shells, that heat is a kind 
of fl uid substance. 

 It should be clear from the analysis in this volume that there are a number of 
problems that face researchers who make claims that some proportion of a population 
share a particular conception. The issue of knowing what can be taken to be canonical 
knowledge, given the elusive nature of public knowledge (Chap.   10    ) should warn 
researchers that defi nitive statements about what a scientifi c concept actually is 
should be made with caution. That is not to suggest that researchers should avoid 
seeking to compare student knowledge with canonical knowledge as such research 
is directly useful and relevant to teaching. Rather researchers need to be aware that 
at best they can have  a model of  canonical knowledge for comparison, and that 
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in reporting their work they should be explicit about what they take to be scientifi c 
and/or curriculum target knowledge and on what they base this judgement (e.g. 
Treagust,  1988 ). 

 However, it should be clear from the discussion in this volume that when we 
explore students’ conceptions of any topic in depth, we tend to fi nd nuanced, 
often complex patterns, often with idiosyncratic ranges of application, and with 
evolving levels of commitment. This means both that any simple statements 
about student conceptions (such as the examples above about motion, bonding, 
heat) are likely to considerably simplify what are often actually nuanced 
conceptualisations. 

 Yet such gross simplifi cations are often needed when we want to produce 
information of direct use in the classroom. They also allow us to categorise large 
numbers of students into a small number of categories – a range of ‘alternative 
conceptual frameworks’ (Gilbert & Watts,  1983 ). This certainly has ‘headline’ value – 
so, for example, if we inform teachers that something like 80–85 % of students are 
likely to hold impetus-like ideas of force and motion (Watts & Zylbersztajn,  1981 ), 
then this gives a clear indication of the extent of the problem – if at the cost of 
loosing much of the richness of what our research can tell us (see Chap.   6    ). It 
certainly does not mean that these students are all drawing upon precisely the 
same cognitive resources and so would always interpret and answer different questions 
in the same way. 

 In particular, where research relies upon written instruments informed by 
research reports of particular conceptions, then response patterns will often vary 
with wording, question sequence, examples used, etc. So where instruments include 
a range of items about the same conception, it is quite likely that the outcome will 
need to be reported as a range, suggesting that more respondents applied ‘the’ 
alternative conception on some items than others. 

 A particular issue links to the understanding of knowledge we have adopted here 
(see Chap.   9    ): as the range of notions a person has under current consideration as 
possibly refl ecting some aspect of how the world is, rather than only what is strongly 
committed to. Offered a range of statements refl ecting apparently contradictory 
conceptions, learners will commonly agree with logically inconsistent statements 
(see Chap.   6    ) because of the tendency to agree with different positions that seem 
feasibly convincing. So it is sometimes possible to show students agree with both 
canonical positions, and also contrary alternative positions, and if we do not bear 
this in mind then instruments designed only to fi nd level of support for one conception 
are likely to offer a distorted view. 

 The process of selecting particular positions from different students’ conceptions 
as suffi ciently distinct to be considered alternative conceptual frameworks is a 
matter of forming a model of the elicited conceptual ‘phase space’ which is in some 
way akin to factor analysis but is not supported by the statistical apparatus employed 
for that type of work. Designing instruments that can be used to survey populations 
in order to ‘assign’ student positions to the different alternative frameworks draws 
directly on these ‘metal models’. This should be borne in mind when reading and 
writing about this kind of research, which can otherwise appear to be suggesting 
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that given proportions of a population share  the same  cognitive components (the 
same conceptions). 

 The analogy here with statistical methods is that when quantitative analysis iden-
tifi es different clusters (of schools, of students, of teachers, etc. depending upon the 
study), this suggests that those within the same cluster tend to be more similar than 
those in different clusters. It certainly does not mean that those in a particular cluster 
are the same in terms of what is being measured. Research looking at common 
alternative frameworks tends to rely on qualitative analysis, but the same caveat 
applies. When different students are classed as demonstrating the same conceptual 
framework (i.e. a particular category of elicited conceptions created by the 
researcher), this should be understood to be a statement about similarities in con-
ceptual knowledge of some topic and not identify. 

 It is necessary and useful to look for general patterns of thinking that will be 
common across large number of learners in particular groups (English upper 
secondary students, Australasian chemistry undergraduates, etc.), but important to 
recognise that for such research to be meaningful, it requires careful consideration 
of the best ways to form models of the clusters of commonalities among what are 
likely idiosyncratic ways of makings sense of scientifi c topics. If this is so when it 
comes to thinking about student conceptions relating to particular topics, it is even 
more the case when we move to consider the next level of complication: how learners 
structure their knowledge elements into broader systems.                                                       
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                      Concepts do not lie in the child’s mind like peas in a bag, without any bonds between them. 
If that were the case, no intellectual operation requiring coordination of thoughts would be 
possible, nor would any general conception of the world. Not even separate concepts as 
such could exist; their very nature presupposes a system. (Vygotsky,  1934/1986 , p. 197) 

   As Vygotsky suggested long ago, the individual’s conceptual knowledge cannot 
be considered to comprise a collection of completely discrete entities. Even those 
elements that are largely encapsulated, and so only interact holistically (i.e. given 
this input; that output) are connected into networks so they act as part of a processing 
system. So, for example, an individual is not aware of the functioning of a phenomeno-
logical primitive (see the previous chapter), but that p-prim is activated by sensory 
information, and presents its conclusion to the ‘higher’ levels of the cognitive 
system (cf. Fig.   4.5    ). 

 When considering explicit knowledge, it would seem there is even less basis for 
considering knowledge to be represented in discrete units, certainly when considering 
how memory is represented in the association cortex (see Chap.   5    ). It would seem 
that that there is a high level of interconnectivity between different representations 
which, depending upon the activation patterns across the system, could become 
components of a variety of dynamic extended networks. That provides fluidity 
of thought processes and a considerable challenge for the researcher wishing to 
model a learner’s knowledge. Part of the task of the researcher who is interested 
in developing models of learning, then, is to consider how the learner’s knowledge 
is structured. 

 Camacho and Cazares ( 1998 , p. 16) argue for the need to ‘construct models or 
schemes that indicate the existence of hierarchies among the intuitive ideas and 
how they guide the predictions, explanations, and interpretations given by the 
students confronting different physical explanations’. They proposed adopting 

    Chapter 12   
 The Structure of the Learner’s Knowledge 
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the notion of ‘possible partial models’, which makes a distinction between 
propositions (p. 17):

•    ‘That correspond to knowledge that students elaborate as abstract representations’ 
(known as constrictor concepts)  

•   ‘That correspond to students’ conceptual constructions in which explicit relations 
among phenomenological variables are established or in which particular condi-
tions that students attribute to physical processes are specifi ed’ (referred to rules 
of correspondence)    

 This approach, due to Sneed, is based on work designed to explore the logical 
structure of scientifi c theories (Przełęcki,  1974 ), that is, public knowledge (see Chap.   10    ), 
rather than personal knowledge, but Camacho and Cazares reported it was valuable 
in exploring high school students’ ideas about pressure and fl oatation. 

        The Nature of a Conception 

 A key focus of much research in science education has been of student conceptions 
relating to different scientifi c topics. In the previous chapter it was suggested that 
‘conceptions’ should be understood as the elementary level of explicit, proposi-
tional knowledge represented in an individual’s cognitive system. It was also 
suggested that conceptions were sometimes understood as parallel to concepts but 
with the two terms relating to personal and public knowledge (Gilbert & Watts, 
 1983 ). So individual learners might form  conceptions  relating to such scientifi c 
 concepts  as energy, molecule, photosynthesis, species, acid and so forth. 

 Concepts, as suggested earlier, are often found to be quite fuzzy entities, which 
are diffi cult to clearly describe. This not only applies to natural kinds where a number 
of attributes may be used in defi ning concept membership, with different strengths, 
and perhaps priority rules but also to some extent to scientifi c concepts. As Kuhn 
( 1977 ) has argued, scientifi c concepts are seldom fully communicated simply by 
providing defi nitions. 

 Moreover, as Vygotsky implies in the chapter motto above, concepts take their 
meanings from being embedded in a network of other concepts. So, for example, 
Fig.  12.1  offers a representation of the formal scientifi c concept of  the hydrogen bond .

   It should be clear from what has been discussed earlier in the book (see Chap.   10    ) 
that this representation cannot be said to be of  the  concept of hydrogen bond in the 
sense of unproblematically representing public knowledge. This is necessarily a 
representation of an individual’s understanding of the scientifi c concept, and indeed 
this particular conception relates to teaching the concept at the upper secondary 
(‘sixth form’) level – that is, this is a public representation of an individual teacher’s 
conception of the target knowledge set out in the curriculum. This image was prepared 
to support a discussion of the kind of conceptual analysis that teachers should carry 
out before planning the teaching of a new topic (Taber,  2002a ). 

 It is clear that the concept of the hydrogen bond, at the level represented here, 
only makes sense in the context of an understanding of other concepts. Conceptual 
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analysis in science education has sometimes been seen in terms of identifying the 
hierarchical nature of concepts (Herron et al.,  1977 ). However, as Gilbert and 
Watts ( 1983 ) have pointed out, even if it were possible for formal systems of public 
knowledge to be represented in terms of ‘hierarchical layers which can be decomposed 
into smaller parts and studied independently’ (p. 65), it would still be an error to see 
such formal representations of public knowledge and the representation of personal 
knowledge in a cognitive structure ‘as isomorphic and by implication … part of a 
static, logical and organised system’ (p. 66). Given that human cognition is based at 
the level of the physical substrate on networks, a better starting point would seem to 
be to model students’ knowledge structures in ‘network’ forms, such as concept 
maps, which can show those propositional links that are elicited from learners as 
relevant to a particular topic.   

        Modelling Student Conceptions with Concept Maps 

 Figure  12.1  includes, as well as ‘hydrogen bond’, the concepts ‘intermolecular 
bond’, ‘bond’, ‘charge density’ and ‘partial charges’, which are considered linked 
by propositions (e.g. a hydrogen bond  is a type of  intermolecular bond). Representing 
this kind of linkage is the basis of concept maps. Novak ( 1990b , p. 29) has described 
concept maps as ‘a representation of meaning or ideational frameworks specifi c to 
a domain of knowledge, for a given context of meaning’ and has suggested that 
propositions can be seen as ‘the units of psychological meaning’. 

 A concept map comprises of nodes, representing the labels given to concepts, 
connected by lines standing for the understood linkage between nodes that is, propo-
sitions. A concept map would therefore refl ect the proposition that a hydrogen bond 
is a type of intermolecular bond in terms of a linkage between two nodes (Fig.  12.2 ):

  Fig. 12.1    A representation of the scientifi c concept of ‘hydrogen bond’       
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   A concept map representing an individual’s conception of a topic can become 
quite complex, as in principle ‘the meaning of any concept for a person would be 
represented by all of the propositional linkages the person could construct that 
include that concept’ (Novak,  1990b , p. 29). Figure  12.3  shows a concept map used 
to conceptualise an interview schedule exploring the extent to which college 
students studying chemistry and physics integrated their understanding across 
different concept areas (Taber,  2008a ).

   Concepts maps can take various forms, and in recent years software has been 
developed to allow concept mapping with computers that can facilitate ready modi-
fi cation, archiving and analysis of the maps produced (Bruillard & Baron,  2000 ). 
However, sometimes such approaches may restrict maps to a certain form, when 
one of the great advantages of the concept map as a tool for modelling student 
knowledge is its openness. Given the fl uidity of personal knowledge systems, open- 
ended representational tools may be most suitable for modelling structure within 
such systems. As Novak points out, ‘since individuals have unique sequences of 
experiences leading to unique total sets of propositions, all concept meanings are to 
some extent idiosyncratic’ (Novak,  1990b , pp. 29–31). So concept maps, which 

  Fig. 12.3    A concept map prepared to guide an interview schedule exploring student conceptual 
integration across chemistry and physics topics (Taber,  2008a )       

  Fig. 12.2    Representing one proposition within a concept map       
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represent the idiosyncratic nature of an individual’s conception, are suitable for 
idiographic research that is motivated by an interest in student thinking and 
understanding in its own terms (rather than normative research simply concerned 
with the extent to which student knowledge appears to match some canonical 
standard, see Chap.   6    ). 

 This is not to suggest that more pre-structured representational forms may not be 
useful for specifi c purposes. For example, a particular format of representation, 
Vee maps (Ault, Novak, & Gowin,  1984 ) were designed ‘to represent the structure 
of knowledge and the epistemological elements that are involved in new knowledge 
construction’ (Novak,  1990b , p. 31). However, concept maps allow students themselves 
to represent their own knowledge in a format easily learnt and relatively unrestricted – 
and so can act as a learning tool that supports metacognition (see Chap.   7    ) by 
encouraging learners to focus on the current state of their own understanding (Taber, 
 1994 ). They also allow researchers to develop representations of their own models 
of student conceptions, to display and summarise inferences drawn from data 
sources such as interview transcripts.   

        Limitations of Concept Maps as Models 
of Student Conceptions 

 Concept maps have the useful quality of representing how an individual’s con-
ception takes its meaning as a node in a semantic network showing propositional 
relationships and so seem to offer the ability to refl ect important features of a learn-
er’s knowledge. However, there are clear limitations in that basic forms of concept 
map do not offer a ready visual representation of the strengths of linkages, that is, 
which propositions are more central to the individual’s understanding and which 
are more tenuous. There are certainly ways such information could be repre-
sented; colour coding, the topology of the map, thickness of connecting lines, size 
of concept boxes, etc. could all be used as indicators, but at the cost of complicating 
the production of the map. 

 A practical limitation is the extent of the map – where a boundary is drawn – 
given that potentially everything represented in cognitive structure is connected, if 
often indirectly through a number of ‘degrees of separation’. For practical purposes 
a concept map has to be allowed to stop at a point where a judgement is made that 
further layers of links are  not central  to the meaning that is being represented. 
Perhaps more problematic is organising the presentation of maps which may have 
many interconnections between nodes, which become diffi cult to show on a two- 
dimensional representation. 

 That concept maps are based around propositional knowledge is also a limitation, 
for not all a person’s knowledge is in this form (see Fig.   11.1    ). In a person’s cognitive 
structure, there are links between, for example, representations of semantic propo-
sitional information and representations of images, such that when I think about 
‘birds’, associated images (wings, beaks, different body shapes) are brought to mind 
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as well as propositions (‘birds lay eggs’). Such images can be sources for elicited 
propositions to include in concept maps, but such reports are less direct representa-
tions of the knowledge element itself, which is activated and so experienced by the 
learner as a mental image (Cheng,  2011 ). 

 Indeed, it will always be the case that attempts to model underlying cognitive 
structure will necessarily be mediated by thinking processes that may not involve 
the activation of all relevant representations. A concept map, or any other kind of 
representation produced in the research process, must always be recognised as a 
contingent model depending on the effectiveness of the elicitation process in 
 accessing all the knowledge a person has represented which might be relevant. 

 A potentially seductive property of concept maps is how they may seem to refl ect 
the underlying physiological substrate of cognition, in that such a map mimics the 
structure of the brain with its highly interconnected neurons; however, it is important 
not to consider individual nerve cells as ‘storing’ concepts and individual synaptic 
connections as representing propositions in cognitive structure. Another important 
complication relates to the dynamic nature of cognition (e.g. see Fig.   5.3    ). The 
selective and changing activation of representations in memory, which itself can 
modify connection strengths, can at any one time only offer a distorted refl ection of 
the underlying representational structure. 

 A concept map produced by eliciting student knowledge at one point in time is a 
‘snapshot’ to some extent infl uenced by incidental features of mental context, 
representing what was brought to mind at that point, and so possibly somewhat 
different from a concept map based on an elicitation of the ‘same’ conception at 
another time. A concept map based on data collected on a number of occasions can 
start to provide a more thorough representation but the knowledge being represented 
may not have been static in the meantime and can have actually been modifi ed by the 
student’s cognitive activity during the elicitation process. 

 Therefore, there is a trade-off between the completeness of the model of a student’s 
conception developed and the temporal resolution obtained. If concept maps are 
required to model student knowledge at a particular time then there is a risk of bias 
towards knowledge components activated and exclusion of other relevant knowledge 
not activated by that elicitation. We should say the map refl ects active knowledge dur-
ing the time the data was collected rather than the full repertoire of knowledge that 
could have been accessed. This clearly becomes important if we wish to study student 
learning, as we seek models of student knowledge that allows us to identify changes 
which relate to  modifi cations of the underlying representations , not just artefacts of 
which pre-existing representations were activated on particular occasions. 

 This is not a limitation of concept maps per se, although it needs to be borne in 
mind given their superfi cial similarity to neuronal networks, but of the underlying 
nature of the object of research. That is, if we are interested in the knowledge 
represented in a learners’ cognitive structure, which may be vast, we can only indirectly 
access it by asking the learner to access it herself. That in turn means the learner 
interrogating the vast contents of memory through the sequential application of 
the limited capacity executive, working memory (see Chap.   5    ), based on selective 
activation of some of the myriad connections between the stored representations. 
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 The extent to which this is a substantive, rather than a potential, limitation is 
perhaps an area where more research would be useful. If we acknowledge that a 
person’s knowledge is an extensive network of interlinked components and that any 
representation of their conception of a scientifi c concept needs to be restricted to 
core aspects, then we might – at least in some circumstances – reasonably expect con-
cept mapping, or similar elicitation activities, to represent core knowledge about a 
research focus reliably, even if peripheral knowledge representation may be contingent 
and appear more haphazard. However, if we are exploring a learner’s knowledge 
structures during learning processes, and so are interested in less, as well as more, 
robust aspects of knowledge, then it may become problematic if the inclusion of 
more recent, ‘fragile’ learning, is dependent upon contingencies that are due to 
unknown and uncontrollable features of ‘context’ relating to the idiosyncrasies of 
the learner’s recent experiences channelling the informant’s ‘stream of consciousness’. 

 This discussion highlights a major challenge for research in this area. Many 
papers that report on learners’ knowledge of particular topics seem to largely ignore 
these issues. This brings us back to the central motivation and core thesis of this 
book: the need to think about research in a more technical sense, and not be seduced 
by the familiarity of the mental register (everyday talk about knowing, thinking, 
learning, etc.) and the tendency to assume we can unproblematically read minds. As 
suggested earlier in the book, we acquire a theory of mind in childhood that is 
essential for us in making sense of the social world but therefore makes the issue of 
knowing what another person thinks or knows seem unproblematic, as in everyday 
life we often seem to do well enough in ‘reading’ each other for social purposes. 

 Many research reports fail to include what would seem necessary caveats about 
the dynamic and inaccessible nature of much of a person’s knowledge, and so the 
limitations of the models and representation presented as results. Perhaps this is 
sometimes because authors consider such problems should be obvious to all and so 
are taken for granted, but the defi nitive way in which results are often presented 
suggests that often it is not the caveats that are being taken for granted, but the 
researcher’s ability to access and model aspects of other people’s minds. 

 In the present book the research process is being problematised, to suggest to 
others working in this area, or reading research reports, that there are complications 
and challenges in modelling another’s knowledge that have consequences for the 
status of reported fi ndings. These complications need to be acknowledged by 
researchers and made clear in reporting fi ndings, so that the nature of results – as the 
researcher’s models and representations – and the likely limited fi delity of these 
models and representations to what is being studied are explicit. 

      The Importance of Conceptual Integration 

 If individual concepts take their very meanings through their associations, then the 
extent of connectivity of a learner’s conception of some scientifi c topic is a key 
aspect of the quality of that conception. A conception that is relatively ‘isolated’, 
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with limited associations is less readily accessed (see Chap.   5    ) and can only do 
restricted intellectual work for the individual. Certainly, creativity requires the ability 
to recognise potential links across different knowledge representations (see Chap.   7    ). 
Moreover, conceptual integration seems especially important in science.         

 The Signifi cance of Conceptual Integration 
and Coherence in Science 

 One of the most powerful features of science is the way it provides a theoretical net, 
a complex web of concepts that are interlinked and offer, substantially at least, a 
consistent body of knowledge. Science produces knowledge of the world that has 
been labelled ‘reliable’ (Ziman,  1978/1991 ). That knowledge is expected to be 
largely coherent. In particular, scientifi c theories and models are usually expected to 
be internally consistent. 

 Moreover, the highest status is often ascribed to those ideas that are thought to be 
fundamental or unifying – seen as having very broad application, or showing how 
different areas of science can be brought together within a single framework. 
Science is generally guided by attempts to develop new understanding that fi ts with 
existing ideas. The Nobel Laureate Abdus Salam was reported as noting that ‘the 
whole history…of physics, is one of getting down the number of concepts to as few 
as possible’ (Wolpert & Richards,  1988 , p. 17). ‘Grand unifi cation’ of different 
areas of physics is an aim for some physicists and cosmologists, and the term ‘Grand 
Unifi ed Theory’ is now widely used in an aspirational sense within and across many 
disciplines. 

 Even the most counter-intuitive ideas (relativity, the common origin of spe-
cies through descent) can be accepted in science  if  they can be fi tted into exist-
ing conceptual schemes and are strongly supported by interpretation of empirical 
evidence – but lack of coherence is seen as a severe problem. Historically, much 
of the debate about the acceptance of quantum theory involved arguments over 
how to fi nd a coherent interpretation (Petruccioli,  1993 ). Finding a coherent 
synthesis of general relativity and quantum mechanics is seen as an important 
aim in physics. 

 In one commonly discussed description of science (Kuhn,  1996 ), anomalies are 
seen as often being crucial to major developments: as they can indicate that new 
scientifi c ideas are needed to bring back coherence. The recognition of an anomaly 
is the recognition of something not fi tting – of something being ‘wrong’. Results 
that contradict our theories need to be explained or to be explained away. To ‘save 
the phenomenon’ (Kosso,  2010 ) is really to preserve the coherence of our under-
standing. Perhaps this need for coherence also explains why so many apparent 
anomalies are put into a kind of ‘quarantine’ (Lakatos,  1970 ) by scientists when 
they do not seem to fi t into available interpretative schemes.   
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        Conceptual Integration as a Demarcation Criterion 
for Science Education 

 The central importance of conceptual coherence and integration within science 
suggests that this feature, or value, should be refl ected in science teaching. I have 
gone as far as to moot this as ‘a demarcation criterion for science education: teaching 
that does not show the links between topics and between the sciences does not 
provide an authentic science education’ (Taber,  2006b , p. 287). Research in science 
education suggests that the links that may seem obvious to scientists and science 
teachers are not always spotted by students or even seen as helpful when pointed out 
to them (Taber,  1998b ).   

    Degrees of Integration of Students’ Science Knowledge 

 From this perspective, one key feature of a learner’s scientifi c knowledge is the 
extent to which it is integrated into a coherent network of related conceptions, that 
is, a conceptual structure. In general, progression in science might be expected 
to involve an ongoing increase in these dimensions: the more advanced the student, 
the more coherent and integrated their knowledge would be. 

 Logically we might expect that integration and coherence would be necessarily 
related: only when different knowledge elements are seen as having a potential 
relationship does the issue of coherence arise. A student who does not recognise the 
molecules discussed in chemistry as intended to be related to the notion of gas 
particles discussed in elementary kinetic theory in physics has no logical imperative 
to expect the (interacting) molecules in chemistry and the (inert) particles in physics 
to show consistency in their behaviour and properties. 

 However, this is not a simple matter, as sometimes the tendency to integrate 
new knowledge by subsuming it within existing knowledge structures produces integra-
tion by distorting information. In terms made popular by Piaget, new information 
may be assimilated, without sufficient accommodation of existing knowledge. 
To borrow a common idiom, the square peg is forced into the round hole – or, in the 
present context, perhaps the square peg is forced to become part of the round  w hole.  

        An Example from Learning About Atoms 

 As an example, when students are introduced to the notion of atomic orbitals, as 
quite a different model of the electronic structure of atoms than electron orbits, 
the tendency to simply identify orbitals  as  orbits and transfer learnt properties of the 
orbit concept to the new orbital conception (Taber,  2002b ) can undermine intended 
learning. Here the new learning is intended to be about how one model relates to 
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another and how the incoherence between the models is allowed within an 
understanding of the nature and role of models. That is, electron orbits are not 
consistent with electron orbitals, but the student’s conception of electron orbits as 
an aspect of one model can be coherent with their conception of electron orbitals as 
components of a different model, because there is nothing logically inconsistent in 
having  knowledge of  inconsistent models of the same target object (see Chap.   6    ), 
providing the epistemological status of the models qua models is recognised. 
In terms suggested earlier in the book, the learner can acquire a meta-understanding 
of different models of the same target concept, rather than holding inconsistent 
manifold conceptions refl ecting multiple personal understandings. 

 In Chap.   6    , I drew a distinction between meta-understanding and multiple 
understanding – to suggest, for example, that the historian who understood different 
historical models or a teacher who understood different students’ alternative 
conceptions of a topic should be considered to demonstrate meta-understanding 
rather than multiple understanding. That is, the historian or teacher may have 
available multiple understandings of the ‘same’ concept area, but actually understands 
these as the understandings of others of the target, rather than having alternative 
understandings of the target themselves. In effect they have an understanding 
of concept X, plus a (model of the) understanding of scientist Y’s, or student Z’s, 
understanding of that concept. 

 Something very similar may be understood to potentially be the case here in 
student learning of different scientifi c models. A student who considers electrons to 
be in orbits around atoms and is then taught that electrons are located in atomic 
orbitals and who does  not  appreciate the status of these ideas as components of 
models is logically able to respond in a number of ways apart other than completely 
dismissing the new information:

•    Simply subsuming references to orbitals under the existing conception of electron 
orbits – in effect seeing this as an alternative label for the existing idea  

•   Adding the new orbital concept as a supplementary feature of atoms so that they 
have both electron orbits  and  electronic orbitals  

•   Assuming that some atoms have electronic orbitals rather than electron orbits  
•   Simply learning the new information as an alternative to the existing learning, so 

that alternative conceptions of the same target are available    

 In the latter case, if the learner does not appreciate the nature of these ideas 
as models, then they will have multiple understandings of the same concept of 
atomic structure. However, if they understand that these alternatives refer to different 
models of atomic structure – which have proved useful to scientists at different times, 
for different purposes, and each of which has a range of application, whilst as a 
model only being a partial representation of atomic structure – then it is possible 
to have meta-understanding that integrates these apparently inconsistent ideas 
within a coherent overall understanding. That requires suffi cient epistemological 
insight into the nature of science to consider orbits and orbitals to have the ontological 
status of model components rather than descriptions of physical entities that exist in 
the world.   
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        An Example of Relating Science to Belief 

 Similarly, a student from a faith background that involved a belief in a creator God 
as set out in Abrahamic traditions, who learnt that scientists consider that the entire 
universe was formed in a ‘big bang’, might have diffi culty in bringing these ideas 
into coherence  if  they were encouraged to take a very literal reading of scripture, but 
might have no diffi culty in matching the very different accounts if their religious 
tradition saw scripture as representing a deep truth poetically, in fi gurative terms. 

 So, in terms of the nomenclature used in Chap.   6    , the learner who believed 
science had ‘proved’ the universe was created in a big bang singularity in school 
science, but themselves believed the universe was created by a number of discrete 
acts over a period of 6 days when in Church, would be considered to hold multiple 
personal understandings. In principle, there is a contradiction in their system of 
knowledge, although this might well be tolerated if the two understandings were 
compartmentalised as ‘science knowledge’ and ‘religious belief’ and considered to 
apply to different domains (cf. Solomon,  1983 ). Gould ( 2001 ) suggested that 
religion and science should be considered as nonoverlapping realms (magisteria) 
with different concerns; however, some religious communities do read scripture as 
meant to offer a historical, scientifi c account of the formation of the world and its 
biota, from which perspective there are clear inconsistencies with scientifi c accounts 
(Long,  2011 ). Many school age learners do experience religious and scientifi c 
accounts as competing (Taber, Billingsley, Riga, & Newdick,  2011 ), and Billingsley 
( 2004 ) found from interviews with undergraduates refl ecting on their schooling, that 
a common response was to deliberately compartmentalise knowledge as applicable in 
different classroom contexts. 

 However, a student who accepted the big bang account offered in science, and 
believed in a Creator, but viewed scripture as a poetic narrative offering an allegori-
cal account of creation, does not have the same contradiction in their knowledge 
systems. That same student may, however, understand how some other people view 
scriptural accounts as literal and technical reports of how the universe was created, 
without committing to such a position, and so demonstrate meta-understanding. 

 As suggested in Chap.   6    , personal knowledge is always a ‘work in progress’, and 
the possibility of inconsistent knowledge is a necessary corollary to the fl exibility of 
our knowledge systems. Learning mechanisms that only allowed consistent addi-
tions to existing knowledge structures would not allow recovery from fl awed initial 
learning in a topic.   

        Discussions of Integration and Coherence 
in Students’ Science Knowledge 

 The question of the nature and characteristics of students’ science knowledge has 
been an active part of scholarship in science education. Whether students’ knowl-
edge deserved to be considered theory-like or not, and whether student conceptions 
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could be considered as part of coherent knowledge structures rather than relatively 
isolated ‘islands’ of knowledge with limited connections have been vigorously 
debated. I have discussed this issue previously (Taber,  2009b ) and argued that the 
research base available strongly suggests that learners’ knowledge varies across 
such dimensions. So the same person may have theory-like, highly organised, 
integrated and coherent knowledge that is applied consistently in one topic, but may 
seem to hold inconsistent and fragmentary knowledge in another topic. 

 We would expect variations within a class of students and changes with age and 
experience of learning about different areas. The question should therefore not be 
‘whether’ student knowledge is theory-like or not, but under what conditions it 
becomes more theory-like. Such a position certainly does ‘save the phenomenon’, 
as it encompasses a range of knowledge characteristics as admissible, and so this 
position can be consistent with the results of different studies which report very 
different knowledge characteristics. However, this is not some unprincipled 
compromise position, but rather is highly consistent with what would be expected 
when we model the learner as supported by a cognitive system along the lines set 
out in Part II of this book. From that perspective, we should  expect  the cognitive 
system to include a range of types of knowledge elements (e.g. as represented in 
Fig.   11.1    ) with different characteristics. 

 The model developed here includes implicit knowledge that is applied precon-
sciously and is infl exible, and explicit propositional knowledge that is open to 
introspection, and can be refl ected upon and even modifi ed during application. So 
when Claxton ( 1993 , p. 46) characterised young people’s knowledge in terms of 
what he call  mini-theories  that are ‘piecemeal…fragmentary and local’, this was a 
fair comment on some of the knowledge of young people. This is refl ected in what 
Claxton refers to as ‘wild inconsistencies’ because the ‘range of convenience’ of a 
particular ‘mini-theory’ ‘may be rather circumscribed’ (p. 47). 

 However, research has also shown some conceptions that students hold may have 
very broad ranges of application: for example, ideas about motion dying away 
naturally (Gilbert & Zylbersztajn,  1985 ) or a wide range of chemical phenomena 
being explained in terms of the need of atoms to fi ll electron shells (Taber,  1998a ). 
Research suggests some ‘young people’ are perfectly capable of constructing 
complex knowledge structures, which may be applied consistently, even if this is 
not always obvious because the set of conceptions they are fi tting together (the 
conceptual structure they are constructing) do not parse the world along the same 
distinctions as the scientifi c models. 

 Even where learners do seem to offer alternative inconsistent ways of thinking 
about a scientifi c topic, it needs careful investigative work to determine whether this 
actually refl ects fragmentary knowledge, rather than discrete components of what 
might be considered some overarching system (Pope & Denicolo,  1986 ). An uncritical 
application of the mini-theory perspective might characterise a research physicist as 
holding fragmentary, piecemeal knowledge for explaining the photoelectric effect 
and electron diffraction in terms of apparently inconsistent properties of electrons! 

 Consider the example of a learner discussed earlier in the book, Tajinder, who 
during his college course offered three alternative types of explanations for why 
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chemical bonding occurs (see Chap.   5    ). These three alternatives are represented in 
Fig.  12.4 , and we might ask if these amount to alternative conceptions of chemical 
bonding.

   If these three types of explanation had been elicited from different students, for 
example, as responses to a question (such as ‘why do chemical bonds form?’) in a 
‘paper and pencil’ instrument, then a researcher might well consider them as 
discrete alternative conceptions. Alternative is used here in the literal sense: they are 
alternatives to each other. If Tajinder had been responding to such an instrument, it 
is likely he would have offered one of these explanations and so perhaps been 
assigned as holding that one particular conception. However, for much of his college 
chemistry course, Tajinder would offer each of these explanations at different points 
during the same interview. 

 That could suggest that Tajinder held a number of conceptions linked to the 
concept label of ‘chemical bonding’, which were applied in different contexts. That 
is, a student may construct mental models of the world that demarcate phenomena 
differently from scientists and so fail to appreciate where science subsumes a range 
of cases into one category. Had this been the case here, it would have been expected 
to fi nd that Tajinder had nonoverlapping ranges of application for the different 
conceptions. However, that would not refl ect the way Tajinder used these three 
‘explanatory principles’, as he would sometimes switch between explanations 
during an interview whilst discussing a single context. For example, in discussing 
bonding in molecular oxygen in one interview, he shifted from an account based on 
how ‘to become stable [an oxygen atom] wants an octet state, well it wants eight 
electrons in its outermost shell to become stable’, to describing ‘to become more 
stable, or at a lower energy, it can gain two electrons, to move down in the energy 
state, therefore becoming more stable’, and then to how ‘that plus six charge can 
attract electrons from another species to pull into there, or just to gain an attraction 

  Fig. 12.4    Alternative conceptions of chemical bonding or alternative explanatory principles 
subsumed within a student’s personal conception       
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for it’ (see Taber,  2000b , p. 410, where more extensive extracts from the interview 
are presented). Tajinder was aware of his shifts in explanation, which he justifi ed by 
reporting that he did not think any ‘one is totally correct, I think you can take bits 
out of each of them to make a best answer’ (p. 411). 

 From the perspective of curriculum science, two of Tajinder’s explanatory principles 
would be acceptable as part of an explanation of bonding phenomena and can be 
considered as different aspects of a scientifi cally acceptable understanding: although 
explaining phenomena as occurring to minimise energy would be considered 
teleological if presented on its own as a suffi cient explanation (see Fig.  12.5 ).

   Tajinder, however, did not seem to consider that there were logical links between 
his three explanatory principles, but saw them more as a repertoire of explanatory 
tools from which he would select when asked to provide an explanation. Tajinder’s 
manifold conception of chemical bonding was neither a single integrated explana-
tory scheme, nor a set of alternative conceptions of bonding with different ranges 
of application, but more a confederation of explanatory principles understood as 
independent, yet potentially relevant to the same broader range of contexts where he 
might be asked about aspects of chemical bonding. This example supports Pope and 
Denicolo’s ( 1986 ) warning about the risk of ignoring the complexity of individual 
thinking when seeking to classify learners’ thinking using a limited number of 
discrete categories (see Chap.   6    ).   

  Fig. 12.5    Alternative explanations related to curriculum target knowledge       
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        Integration Across Science Topics 

 That example considers only one individual student’s conceptualisation of one 
topic area (chemical bonding), and studies where student thinking can be explored 
in some detail across a wide range of topics would be very informative for inves-
tigating conceptual integration in students’ science knowledge. However, such 
studies are rare, as most research into student thinking has a particular conceptual 
focus, allowing in-depth questioning. Studies which elicit knowledge across a 
range of topics either need extensive access to a learner or need to compromise 
some aspects of the in-depth interviewing approach often needed to explore student 
thinking in detail. 

 One such study (Taber,  2008a ) was based upon an interview schedule set up 
to elicit student knowledge across a range of topics in physical science from inter-
viewees studying both chemistry and physics at college (‘sixth form’) level, but 
using a sequence of questions informed by a consideration of links between topics 
(see Fig.  12.3 ). Although some follow-up questioning was used, a pre-structured 
question sequence was followed that had been designed to allow opportunities to 
see if links between concept areas had been established. 

 Part of the motivation for the study was the fi nding from previous work that even 
when students studied both physics and chemistry, they would often fail to appreciate 
how the models of chemical structures and processes they studied in chemistry were 
meant to draw upon basic physical principles they studied in physics. This has been 
discussed in various examples referred to earlier in the book: for example, thinking 
that chemical bonding is due to atoms seeking full electron shells, rather than 
explained in terms of interactions between the charged components of molecules, 
atom and ions. In the reported case study,

  Alice used key ideas of force, energy, and particles widely in her explanations, and certainly 
did use ideas about forces and energy in some of her explanations in chemical contexts 
[although] her explanations of chemical reactions seemed to be a mixture of ideas based 
upon electrical interactions and alternative ideas based upon the signifi cance of full shells. 
(Taber,  2008a , pp. 1928–1929) 

   One of the questions in the interview asked why a balloon rubbed on a jumper is 
able to remain attached to a wall. Alice recognised this as being an electrostatic 
effect, with ‘some sort of interaction if you like with the electrons and things, and 
you have a positive and negative charge which allows, a glue effect if you like, 
attraction between two areas, one of positive and one of negative’. Alice explained 
that the balloon was charged, as ‘when you’re rubbing the balloon you’re transferring 
electrons either onto it or away from it’. The balloon would stick to the wall ‘because 
you’ve got opposite charges, you’ve got the, say, negatively charged balloon, and 
then your positively charged wall’. 

 Now although the hypothetical balloon had been (hypothetically) charged by 
friction, Alice acknowledged that the wall ‘hasn’t had anything done to it as such’ 
to give it an opposite charge. Alice suggested that ‘maybe in comparison to your 
very negatively charged balloon, it’s still likely to attract’. That is, the wall had a 
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‘relative’ charge because, although neutral, it was relatively positive by comparison 
with the negative balloon. This explanation was not correct, as the canonical 
explanation relates to the induced polarisation of neutral molecules in the wall: that 
is, the electrical fi eld due to the charged balloon reconfi gures the charge distribution 
in the wall suffi ciently for there to be a net interaction between balloon and wall. 

 Alice’s alternative explanation, whilst technically incorrect, did refl ect the way 
electrical potential is understood, in that a point at 0 V potential is relatively positive 
compared to a point at a negative potential, and the potential difference may drive a 
current. Indeed it is quite common in electrical contexts that either the positive or 
negative side of a system is earthed, that is, at 0 V. However, of more interest in the 
context of the interview schedule was how Alice’s suggested explanation here 
compared to her explanations on two other questions. 

 One of these contexts involved nuclear stability. Alice did not think that the 
nucleus of a sodium atom could fall apart ‘spontaneously’, although she could not 
offer any idea for what holds the nucleus together. She was asked whether her 
earlier idea about the balloon and wall could help, since if the neutrons were neutral, 
then they were more negative than the positive protons. Alice rejected this idea. 
So her understanding of electrostatic phenomena in one context did not seem to 
be applied in a somewhat different context. 

 The other relevant context concerned what held solids composed of discrete 
molecules together. Alice thought that a molecular solid would have ‘intermolecular 
forces holding things together’ that might be ‘van der Waals’ forces’ (although she 
was talking about NaCl which she considered molecular, cf. Table   6.2    ). These 
occurred where:

  you’ve got if you like an electron cloud between, surrounding … each molecule, and 
as these clouds don’t stay in one fi xed place, there’s always going to be erm sort of 
momentary areas of dipole. And that’s where you get your positive and negatives attracting 
each other again. 

   So Alice had learnt about intermolecular bonding based upon induced dipoles 
that give rise to forces between net neutrally charged objects. However, when 
asked about how the balloon could stick to a neutral wall, she did not think to apply 
this idea to the novel context. 

 This is clearly only one case, and indeed as pointed out earlier in the book, 
responses given on one occasion can only be taken to reliably report on aspects of 
student thinking  at that time  and do not necessarily tell us what the same student 
might have suggested on a different occasion or even had the question sequence 
had been different on that occasion. Alice knew about induced polarity of neutral 
molecules, remembered that it was used to explain some types of intermolecular 
bonding, but during  this  interview did not make a link between that idea and what 
might happen when a balloon charged by friction sticks to a wall. We might say this 
schema was not activated in the context of the balloon ‘trick’. 

 It is also possible to conjecture that this might in part refl ect a lack of integration 
between the kind of explanations applied at the level of submicroscopic models 
and level of everyday phenomena (i.e. the jagged boundary shown in Fig.  12.3 ). 
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Alice did not apply her explanation of induced charge separation that she used in 
 discussing molecules to the macroscopic phenomenon of the balloon attached to a 
wall, just as she did not apply the notion of a neutral object having ‘relative’ charge 
which she used to explain the balloon’s behaviour to the unexplained stability of a 
clump of protons and neutrons making up a stable nucleus. 

 Possibly this suggests something about the way conceptual knowledge was 
structured in Alice’s cognitive system with knowledge of the molecular world 
somewhat compartmentalised away from macroscopic phenomena: although one 
would wish to collect more examples, on more than one occasion, before drawing 
any strong conclusions. As is often the case, a researcher is able to interpret data 
from research to suggest potential features of a learner’s knowledge, but these must 
remain tentative unless based on a very robust evidence base, given the various 
caveats that need to be applied in this kind of work. What does seem quite clear, 
however, is that there is much potential for research to explore aspects of student 
conceptual integration in science across topics and contexts.   

    Domain-Based Learning 

 When Solomon ( 1983 ) explored school children’s thinking about energy, she proposed 
that they were thinking in two distinct domains: that their understanding from the 
lifeworld was quite distinct in nature from their learning of formal scientifi c models 
in schools, such that these ideas did not become integrated but rather operated 
as two independent systems of knowledge between which they have to make 
transitions to link everyday and formal school thinking. Such a view certainly has 
implications for how alternative conceptions might best be treated in science teaching, 
if they are actually represented in cognitive structure quite separately from school 
knowledge (Claxton,  1986 ). 

 One particular issue which could be of particular importance here concerns 
the (related) questions of (1) the extent to which the human cognitive system 
should be considered as modular and (2) whether there are domains within which 
cognition (learning, problem-solving, etc.) occur (Hirschfeld & Gelman,  1994b ). 
In the earlier chapters of the book, the cognitive system was represented as 
comprised of various components that took on different roles in cognition 
(e.g. Fig.   4.8    ). It seems sensible to consider the cognitive system in this way, to the 
extent that the nervous system seems to naturally have identifi able areas that are 
specialised to perform specifi c functions. What is more open to debate is the extent 
to which this specialisation might operate within different levels of the system, 
through modules that are self-contained or ‘encapsulated’ in their operation – 
that is, modules which process specifi c input to give particular output, based upon 
some kind of inherent but perhaps very limited, knowledge base, but without having 
access to the broader context of knowledge represented more widely in the cognitive 
system (Hirschfeld & Gelman,  1994a ). 
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 Such units certainly seem to operate at some levels in the system, that is, at those 
levels primarily concerned with perception. So key features of the interpretation 
of visual input and of auditory input, for example, are quite distinct and seem 
highly specialised. Young children learn to recognise and distinguish the specifi c 
sounds heard in their local language, that is to reorganise the fi eld of vocalisations 
heard into a particular system of sounds (Kuhl,  2004 ) and to do this completely 
automatically without input from ‘higher’ levels of the system, such as those which 
interpret the meaning of utterances and which could offer in principle context for 
supporting the earlier stage of processing. Similarly, the identifi cation of edges and 
movements in the visual fi eld is carried out by specifi c neural components without 
reference to the knowledge base available ‘higher’ in the system, and we have 
seen this can lead to optical illusions where we ‘know’ that what we ‘see’ cannot be 
correct (see Chap.   3    ). 

 The notion of p-prims, considered as a type of intuitive knowledge component in 
Chap.   11    , assumes processing units of this kind. That  parts  of the cognitive system 
operate in this way is not contended, but there are different views on the extent to 
which such specialism may operate, or have implications, at the later (‘higher’) 
stages of processing. In particular there is much debate about the extent to which 
there should be considered to be domains of cognition or knowledge represented in 
the cognitive system.  

        Domains of Knowledge 

 Domains are of course acknowledged in public knowledge systems. This is true 
both in terms of recognising that certain ideas ‘belong to’, or are part of the theoretical 
apparatus of, different academic areas – electromagnetic induction falls under 
physics; acidity falls under chemistry – and also in terms of wider areas of public 
knowledge such as cookery, chess and gardening knowledge. However, such recog-
nition could itself be simply something learnt from culture: we learn the publically 
recognised spheres of activity and so learn to recognise the contexts of experiences – 
as when, for example, watching television and considering we are watching a 
‘gardening programme’ – and categorise and characterise these experiences within 
and according to specifi c expectations from these different areas. 

 This certainly seems to happen: indeed, school children often seem to find 
particular diffi culty in applying knowledge learnt in the context of one school 
subject in a different curriculum area, and indeed the ‘problem’ of transfer of learning 
is considered a major issue in education (Hammer et al.,  2005 ; Lobato,  2006 ). Yet it 
is also sometimes claimed that our cognition is to some extent organised into 
domains in more fundamental ways: that is, ways that are inherent, rather than a 
result of individual experience. 

 That is, it is often suggested that because for much of our evolutionary history, 
humans and their primate ancestors shared certain key areas of experience where 
effi cient problem-solving might well be a major selective advantage, natural 
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selection has led to domains of cognition. From this perspective, just as it is an 
advantage for humans to have genetic instructions to develop specifi c neural 
apparatus for interpreting the visual fi eld in terms of edges, object movement, etc., 
particular ways of processing certain areas of experience may have given suffi cient 
advantage for the genes associated with them to have been selected. Such ways 
of processing those areas of experience may have become ‘hard-wired’, and so 
automatic and fast, and in effect innate (Sperber,  1994 ). Such effi ciency has costs in 
terms of processing that is infl exible, and not readily overruled, and presumably the 
trade-off between strengths and disadvantages is a key factor in determining whether 
such features are selected (see Table  12.1 ).

            Viable Domains in Cognition 

 Studies of expertise suggest that a wide range of areas of knowledge may act as 
domains in terms of an individual’s learning: so, for example, chess masters may 
show extraordinary memory for chess positions, whilst showing quite normal memory 
performance outside their area of expertise. This is understood to largely be a matter 
of extensive experience and practice within the particular domain (Gardner,  1998 ). 
However, it is less clear what domains should be considered to be present inherently 
in human cognition rather than just as a response to commonalities in experience. 
Chomsky ( 1999 ) has made strong arguments for aspects of language processing 
to be innate. Three other areas that have been commonly mooted as the basis of 
cognitive domains are mechanics, natural history and social relations (Sperber, 
 1994 ). In each of these areas there is some evidence for innate aspects of develop-
ment, for example, leading to folk physics, folk biology and acquiring theory of 
mind. This idea is explored further in the next section (see Chap.   14    ).                                                    

   Table 12.1    Strengths and limitations of modularisation of cognition   

 Advantages of increased 
modularisation  Disadvantages of increased modularisation 

 Speed: quick responses to signals 
in the environment 

 Limited: knowledge represented in the module is minimal, 
and processing occurs without access to more extensive 
knowledge represented elsewhere in the system 

 Automation: decision-making 
does not rely upon referring 
to executive 

 Infl exibility: there is no conscious refl ection upon, and 
control of, processing 
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                    This part of the book will build upon the earlier chapters to consider how we can 
model development and learning in science education. Part II explored the idea of 
the learner as a cognitive system. It built up a model of how the individual can 
take in and process information from the environment and then represent the out-
put of cognition in the public space. It was argued that an important feature of the 
human learner as a cognitive system is the intimate relationship between  the 
apparatus  of cognition and cognitive  processing : that is, that the processing of 
new data through the existing cognitive apparatus has the potential to modify the 
apparatus itself. 

 The fi rst chapter in this present part (Chap.   14    ) will consider cognitive devel-
opment: the way our cognitive processes become more sophisticated so that the 
cognitive apparatus of the adult is qualitatively different from that of the neonate. 
Part III looked in some detail at what we might understand as knowledge in the 
context of a human learner. In particular, it considered important distinctions such 
as that between implicit and explicit conceptual knowledge and the notion of how 
a person’s conceptual knowledge can be understood to be organised into a ‘con-
ceptual structure’. 

 The second chapter in this part (Chap.   15    ) considers how conceptual knowledge 
changes as a result of cognitive processing. At a gross level, these two chapters are 
about different things, as one is about how the cognitive apparatus develops and the 
other is about how we can change the knowledge represented in the cognitive sys-
tem. However, that is clearly not an absolute distinction given the intimate relation-
ship discussed above. 

 So, for example, when perceptions are interpreted through what have become 
automatic processing components such as p-prims (see Chap.   11    ) developed by 
abstraction from common general patterns, then we might think of these processing 
components as part of the cognitive apparatus. However, they are also representing 
implicit knowledge that has been acquired (constructed) by the system. They are 
both part of the machinery of knowledge acquisition and also previously established 
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elements of acquired knowledge. As described earlier, a person’s memory is not a 
discrete store accessed by his or her processing apparatus but rather an integrated 
part of that apparatus. In effect our brains work in a way that prioritises supporting 
the ability to provide an interpretation of current experience informed by our previ-
ous experiences rather than having access to a high-fi delity record of those past 
experiences. 

 Despite this complication, it is useful to separate out cognitive development from 
conceptual learning, at least as a fi rst-order simplifi cation. To some extent there is a 
link here with nature/nurture issues, as can be seen from Table  13.1 .

   Discussions of the relative importance of genetic and environmental factors can 
become emotionally charged as, for example, when considering such matters as the 
role genetic factors might play in explaining criminal behaviour or the signifi cance 
of sex for aptitude for science. Arguments setting out whether nature or nurture is 
more important may sometimes seem to miss the point that there is no absolute way 
to measure similarity in either genetic make-up or environment conditions. The 
extent to which genetics or environment is more signifi cant in determining whether 
individuals can be successful on verbal intelligence items, for example, will look 
rather different when the ‘individuals’ are all ‘normal’ human beings, rather than a 
mixture of humans, chimpanzees and orangutans. If that seems a contrived example 
because ‘of course’ we are only interested in humans, then we need to bear in mind 
that what makes an individual a human rather than an orangutan is their genetics, 
and that all people have sets of genes that have a great deal in common. 

 To offer extreme examples, if a new born baby was ejected into space without an 
environmental suit, then environmental rather than genetic factors would dominate 
the course of the hypothetical baby’s (tragically short) development and learning 
compared with other learners in more typical environments; just as an orange tree’s 
classroom learning would be extremely limited by its genetics, regardless of the 
quality of the ‘learning environment’ and teaching in the class. 

 Bearing in mind, then, the proviso that all processes of development and learn-
ing are the result of interactions between genes and environment, Table  13.1  offers 
a model of a fi rst-order distinction between two types of change that human cogni-
tion undergoes. These types of processes are commonly referred to as cognitive 

    Table 13.1    A model of the fi rst-order distinction between development and learning   

 Cognitive development  Conceptual learning 

 Is primarily about  Changes in kind of thinking available  Changes in knowledge represented 
 Depends upon  Largely under genetic control, but 

supported by normal experiences 
common to environments where 
humans develop 

 Limited by cognitive development, 
but dependent upon specifi c 
resources in the environment 

 Path  General nature is common 
for all human development 

 Highly contingent, leading to 
somewhat idiosyncratic outcomes 
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development and conceptual development, but it can sometimes be useful to actually 
distinguish between them by using the term development for one and learning for 
the other. 

        Thinking of Development as Under Genetic Control 

 A key distinction then between development and learning is that development can 
be understood to be largely a ‘normal’ process that humans will undergo so that in 
general terms we all follow much the same path of development. So neonates tend 
to have very similar cognitive abilities, and by adulthood these have generally 
developed in much the same way in nearly all of us, even if the extent of develop-
ment may be greater in some than others (see Chap.   14    ). There is a danger of tautol-
ogy here in suggesting that all normal individuals follow the same developmental 
path: whilst excluding from the category ‘normal’ anyone who does not. Some 
severely retarded individuals never fully develop normal adult thinking abilities, 
something that is understood to be due to genetic defi ciencies or some form of 
‘damage’ to the cognitive apparatus - such as, for example, might be due to insuffi -
cient oxygen reaching the brain during a problematic birth. 

 We might think of development being ‘under genetic control’ in the sense that all 
‘normal’ (sic) humans have the genetic resources to facilitate a particular general 
developmental path subject to typical environmental conditions – where ‘oxygen 
starvation’ would represent an atypical environmental condition for human devel-
opment. So this is certainly not to say that the environment does not play a major 
role in development, but rather that the necessary features of the environment 
required to support ‘normal’ development tend to be common enough not to be a 
limiting factor, and that, in particular, there is considerable redundancy in the pre-
cise stimuli and experiences which are able to provide such support. The developing 
child needs experience of objects to push and pull and squeeze and so forth to sup-
port normal development, but a small selection of the wide range of particular 
objects potentially available would suffi ce to do the job.   

        Thinking of Learning as Learning 
Environmentally Contingent 

 By contrast, we can think of learning as being primarily contingent upon specifi c 
learning opportunities. Whereas acquiring certain cognitive abilities is supported by 
a wide range of environments, learning Newton’s laws of motion or orbital models 
of atomic structure, or the theory of natural selection, is much less likely to happen 
to occur ‘by chance’ and is indeed only likely to occur in particular cultural contexts 
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where environments are especially engineered to support this specifi c learning. And 
even then, as we have seen, acquired understanding will not necessarily match 
intended understanding. 

 Again, this is not to ignore genetic factors. Newtonian mechanics, atomic 
 structure and evolutionary theory will only be learnt by those who have developed 
suitable cognitive apparatus through the genetically driven processes of develop-
ment discussed above. Our orange tree would not make progress here and indeed 
nor would our orangutan. So in both the cases of cognitive development and con-
ceptual learning, genetics and environment are essential, but to a fi rst approximation 
we can identity situations where we can largely take one or the other as given.     
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                    Cognitive development is not about the specifi c conceptions we have acquired, but 
rather about the nature of our ability to process information. The assumption, and 
one which is rather well supported by the evidence, is that the difference in intel-
lectual capacity between a child and an adult is not simply that the adult has over 
time accumulated more knowledge of the world through experience, but rather that 
there is something qualitatively different in how an adult can build up new knowl-
edge and tackle problems compared to the child. However, the development of a 
wider base of knowledge and experience in a particular domain  is  necessary to 
facilitate the most developed styles of thinking in that domain. 

 According to currently infl uential models of cognitive development, this is not 
the only reason why cognitive abilities cannot be completely divorced from levels 
of knowledge: it is thought that development is itself in some ways facilitated by 
experience/learning. This is certainly the case when considering the best known 
theory of cognitive development, as proposed by Piaget. 

    Piaget’s Stage Theory of Cognitive Development 

 It is diffi cult to overestimate the importance to this area of scholarship of the work 
of Jean Piaget. Piaget set up a research programme of ‘genetic epistemology’, a 
choice of label that refl ected ‘a need to study the origins of knowledge’ (Piaget, 
 1972 , p. 15). Piaget’s background was as a biologist, and this informed a view of the 
developing child as an organism which needed to adapt itself to the environment. 
Piaget considered this quite different from just a simple ‘stimulus-response’ interac-
tion and rather saw the individual as  constructing  solutions to the challenges faced. 

 Such challenges were experienced as ‘tension or disequilibrium’ and motivated 
an active response that would bring about ‘a new form of equilibration’ (p. 54). 
A ‘new’ form, because in responding to environmental situations, the individual is 
actually changed. In Piaget’s scheme there can be ‘assimilation’ of new input from 
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the environment, but this has to be ‘accommodated’ to ensure good fi t, not just 
added by some form of accretion. So Piaget was a constructivist, who considered 
that the individual was building up an internal model of the world that was subject 
to ongoing modifi cation developed in response to new information. 

 Piaget was active in developing his research programme over several decades, 
and clearly his own ideas changed during this time, but central to much of his work 
was the notion that cognitive development took place through a series of discrete 
and invariant stages (i.e. a ‘stage theory’). 

 His scheme had various graduations, but the four main stages are labelled:

•    Sensorimotor  
•   Pre-operational  
•   Concrete operational  
•   Formal operational    

 According to Piaget, the newborn baby is in the sensorimotor stage of develop-
ment, which lasts for something like 2 years. As the name suggests, in this stage of 
development, children experience their world in terms of their senses and their 
actions in the world through use of their motor capabilities, that is, pushing, grab-
bing and sucking. 

 A model of the human cognitive system was presented in part II that suggested 
that people have components or modules within the nervous system supporting 
perception, motor action, etc. (e.g. see Fig.   4.7    ). It was also noted that as the 
individual is able to sense the environment in which they act, there is scope for 
feedback on the effect of actions (e.g. see the introduction to part “Modelling Mental 
Processes in the Science Learner”). We can consider the child in the sensorimotor 
stage to have the general components of the cognitive system discussed earlier in 
the book, so the  overall  model of cognition, when viewed at this level of generality, 
is no different here than it would be in a teenager or adult Nobel laureate (see Fig.  14.1 ). 
What is different, however, in this model is the actual processing possible within 
these components.

   A key point is that through sensing the environment, the child can begin to build 
up a model of the world as it is experienced, and that by action on the world informed 
by that model, the child gets feedback on how well the model fi ts experience and 
can so modify the model. This perspective  on learning  through experience refl ects 
the pragmatist philosophy of Dewey (Biesta & Burbules,  2003 ) and acts as a key 
source for constructivist notions of learning (Glasersfeld,  1989 ) – including the 
metaphor of the child as acting in the world as a kind of naive scientist (Driver, 
 1983 ) – which have been so infl uential in science education (Taber,  2009b ). 

 However, for Piaget, a key aspect of his constructivist thinking was that it applied 
to cognitive  development  as well as learning. So, for Piaget, it was not simply that 
we build up more nuanced and more extensively tested conceptual models, but that 
the very apparatus of cognition was built up through action in and on the world. So 
the experience of acting on the world and building up models using the neonate’s 
cognitive apparatus facilitated the development of new structures which provided 
more sophisticated cognitive apparatus that would then support a more powerful 
form of cognition. 
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 In terms of Fig.  14.1 , although the baby has the basic modules for cognition, it 
is – through its actions in and experience of the world – modifying the forms of 
processing that are possible within those component parts of the system, so that the 
nature of the processing possible becomes more sophisticated. So early in life, the 
initial ‘blooming, buzzing confusion’ of experience (to borrow a much-copied 
phrase from William James) resolves into recognisable objects in the visual fi eld, 
and hearing discriminations are tuned to the phonemes used in the human language 
spoken in the child’s environment. 

 According to Piaget, the child’s experience in the sensorimotor phase supports the 
development of new structures that allow transition into a qualitatively different phase, 
known as the pre-operational phase that might typically last from age 2 to 7 years. 
During the sensorimotor stage, the child is said to be egocentric, meaning that she or he 

  Fig. 14.1    Using feedback 
from the environment during 
the sensorimotor stage of 
development       
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is unable to consider another’s perspective but is tied to considering the world from his 
or her own position. This can be taken quite literally, so that the child cannot recognise, 
for example, that another person may not be able to see something that they can see 
from their position. When shown an incongruous object being hidden in a container, 
the child will expect that others not present when the object was hidden will know it is 
there. This was very signifi cant as the Piagetian perspective is that ‘an individual who 
was incapable of appreciating other points of view or of separating self from reality 
was thereby incapable of construing the world objectively, incapable of genuine deduc-
tion, effective communication, or truly moral judgement’ (Sugarman,  1987 , p. 5). 

 This egocentrism gradually weakens during the pre-operational stage, but the 
thinking of children at this stage is said to be ‘magical’ and they are considered not 
to be capable of logical thinking. Piaget put great emphasis on the inability of 
youngsters in this phase to conserve in such tasks as comparing sets of tokens that 
had different spacing so that one set appeared ‘larger’ in terms of its extent or under-
standing that volume is conserved when liquids are poured between vessels. (This 
is one area where Piaget’s work has been critiqued quite severely, and where some 
details of his reported limits on what youngsters of this age can achieve have been 
challenged, e.g. Donaldson,  1978 ). Piaget saw conservation as important, as ‘to 
appreciate the full class of conditions under which an object remains identical with 
itself is, in his view, to have a concept of object’ (Sugarman,  1987 , p. 149). 

 The child’s language undergoes considerable development during the pre- 
operational stage. The child’s experience in the world during this stage provides the 
basis for developing new structures that allow more sophisticated thinking, and the 
child moves into the concrete operational stage (e.g. from about ages 7 to 11). 

 Egocentrism no longer restricts the child once he or she has acquired concrete 
operations, as children in this stage are able to appreciate viewpoints other than their 
own. According to Piaget, the stage of concrete operations allows logical thinking, 
and the child at this stage can demonstrate that they conserve, for example, appreci-
ate that increasing the spacing in a line of counters does not increase the number of 
counters. However, the child is limited to undertaking mental operations relating to 
actual (‘concrete’) objects and cannot yet operate on the hypothetical and abstract. 
Again, however, Piaget’s notion was that experiences during the concrete operations 
stage support the further development of the cognitive apparatus to support the next 
stage, formal operations. 

 Formal operations were said to typically develop from about 11 years of age 
 during the secondary school years – although other studies suggest this may be 
optimistic for many populations – and to allow abstract reasoning. For Piaget 
( 1970 /1972, p. 47), the ‘chief characteristic’ of formal operational thinking was the 
‘capacity to deal with hypotheses instead of simply with objects’, as the learner at 
the stage of formal operations could carry out operations on operations themselves. 
According to Piaget (p. 47)

  It is this power of forming operations of operations which enables knowledge to transcend 
reality, and which by means of a combinatorial system makes available to it an infi nite 
range of possibilities, while operations cease to be restricted, as are concrete operations, to 
step-by-step constructions. 
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      A Constructivist Model of Cognitive Development 

 A key feature of Piaget’s stage theory was that he saw cognitive development in 
terms of the individual developing their own cognitive apparatus through their inter-
action with the environment: that each stage of development facilitated new types of 
thinking which enabled more sophisticated modelling of the world and so prepared 
the way for the next stage (see Fig.  14.2 ).

       Relevance of Piaget’s Theory 

 Piaget’s work has been widely criticised from various perspectives (Donaldson, 
 1978 ; Sutherland,  1992 ). Details of his scheme have been criticised – for example, 
in terms of limitations of the tasks he employed to give insight into what youngsters 
might be capable of, his focus on the individual working alone and the unrepresen-
tative nature of his sample as a basis for making pronouncements about the ages at 
which children reach different stages given that he was proposing a theory that 
claimed to be about human development regardless of national/cultural context. 
Despite this, Piaget’s programme was widely extended by others (Elkind & Flavell, 
 1969 ; Modgil,  1974 ), and his ideas have been very infl uential in science education 
(Bliss,  1995 ). 

  Fig. 14.2    Piaget’s model of cognitive development occurring in stages       
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 Piaget’s theory of development has very clear implications for science learning, 
as it suggests that learners are inherently limited in the types of thinking they can 
display, according to their ‘stage’ of development. So, for example, Shayer and 
Adey, using a more fi nely graduated version of Piaget’s scheme than the ‘fi rst order’ 
model discussed here, published a critique of the school-leaving examinations 
 curriculum for science in England arguing that many of the concepts that 14–16-year- 
olds were asked to study would seem to require cognitive development beyond that 
which students of that age would have reached (Shayer & Adey,  1981 ).  

    Piaget’s Theory and Models of the Cognitive System 

 One area where Piaget’s work has caused considerable discussion is the extent to 
which it implies that cognition is due to a set of capabilities that are independent of 
context. That is, whether the apparatus of cognition is a general purpose (content- 
free) processing apparatus that can be applied to any subject matter along the lines of 
the ‘science-as-logic’ notion of scientifi c thinking skills met in Chap.   7    . Piaget’s 
stage theory considered cognitive development to offer new structures of thought, 
which once attained could be applied in different areas, and so provided basic pro-
cessing capabilities that were not tied to specifi c areas of experience or knowledge. 

 However, a problem for Piaget’s theory in this regard was that when children 
were tested, they often demonstrated attaining a stage of development according to 
some tests, which was not initially refl ected in performance in parallel tasks set in 
different contexts. Yet similar levels of performance across contexts would be 
expected if cognition was primarily resourced by a general-purpose problem- 
solving apparatus. This phenomenon was referred to in the Piagetian programme as 
horizontal décalage (Flavell,  1963 ) which meant there was a temporal lag before 
new cognitive abilities could applied across all contexts. This was ‘horizontal’, as 
opposed to vertical décalage which referred to the time lag between the appearance 
of different cognitive abilities on related tasks; that is, a child learns to  recognise  
that an object when seen from different viewpoints is indeed the same object some 
time before it is able to mentipulate a representation of the object to  predict  how it 
will appear from other viewpoints. 

 An example of horizontal décalage was that when children were tested on con-
servation talks by being asked about a ball of clay that was then reshaped, children 
tended to be able to report that the amount of clay remained the same after reshaping 
as that in a reference ball, acknowledged to be the same before the reshaping, about 
a year earlier than recognising that the weight would be conserved under the same 
transformation (Morton & Munakata,  2002 ). 

 The issue of horizontal décalage suggests that it is not appropriate to see cogni-
tion purely in terms of a general purpose processing system that can operate on any 
data with similar effi ciency. This does not  necessarily  mean that there is not general 
purpose processing  as part of  the cognitive system, as horizontal décalage could 
refl ect differences relating to other stages of processing prior or subsequent to 
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processing within such general apparatus. However, this does mean that Piaget’s 
stage theory needs to be interpreted with care, as the implications of a child’s 
Piagetian stage for the tasks they can successfully complete unsupported are not 
always straightforward.   

    Beyond Formal Operations 

 Piaget’s programme of research was heavily focused on the development of  logical, 
mathematico-scientifi c thinking. The individual who has fully acquired formal 
operational thinking should be capable of understanding ‘fair’ testing, and so 
designing and interpreting experiments with controls, as well as following the 
logic of mathematical proof. However, arguably, logical thinking that does not go 
beyond what can be demonstrated through accepted premises or straightforward 
interpretation of unambiguous evidence is not the most sophisticated type of form 
of, and so ‘highest’ level of, thinking that people use – both within and outside 
scientifi c work. 

 Dealing with incomplete, uncertain and contested situations can be intellectually 
more demanding than solving logically closed problems. This is clearly signifi cant 
for science education. For example, it is just this kind of thinking which is needed 
when a science curriculum prescribes learning about the interactions between sci-
ence and societal issues (Levinson,  2007 ; Sadler,  2011 ). Sadler, Klosterman and 
Topcu ( 2011 , p. 48) refer to a construct they label ‘socio-scientifi c reasoning’ that 
involves:

•    Recognising the inherent complexity and multifaceted nature of socio-scientifi c 
issues  

•   Analysing issues from multiple perspectives  
•   Appreciating the need for ongoing inquiry related to such issues (n.b., current 

knowledge is not fi nal)  
•   Employing scepticism in the review of information presented by parties with 

vested interests    

 Some commentators have suggested that Piaget’s model needs to be extended to 
include ‘a fi fth stage’ of post-formal operations (Arlin,  1975 ; Commons, Richards, 
& Armon,  1984 ; Kramer,  1983 ). 

 Sternberg ( 2009a ), a leading intelligence theorist, has, for example, mooted the 
idea that wisdom, as ‘a very special case of practical intelligence, one that requires 
balancing of multiple and often competing interests’ (p. 363), could be viewed ‘in 
terms of post-formal-operational thinking, thereby viewing wisdom as extending 
beyond the Piagetian stages of intelligence…Wisdom thus might be a stage of 
thought beyond Piagetian formal operations’ (p. 357). Given the ages proposed by 
Piaget as associated with attainment of the main stages of his theory, it is perhaps 
not surprising that research suggests these (‘post-formal’) intellectual skills are not 
likely to be fully developed by many school-age learners.  
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    Perry’s Model of Intellectual and Ethical Development 

 A particularly signifi cant longitudinal study was carried out under the direction of 
William Perry ( 1970 ). Perry interviewed undergraduate students at the elite Harvard 
and Radcliffe colleges. He produced a scheme describing positions learners could 
take during ‘intellectual and ethical’ development, which has been widely recog-
nised as signifi cant for those undertaking university teaching, including in the sci-
ences (Finster,  1991 ). Perry’s scheme has the nature of a stage theory, similar to 
Piaget’s scheme, in the sense that

  The sequence of structures we observe in our data qualifi es as a ‘developmental’ pattern in 
the special sense originally derived from biology in that it consists of an orderly progress in 
which more complex forms are created by the differentiation and reintegration of earlier 
simple forms (Perry,  1970 , p. 48). 

   Perry’s scheme involved three parts, each of which involved three ‘Positions’ (as in 
Table  14.1 ). Unlike in Piaget’s theory, Perry saw possibilities for some variation in an 
individual’s route through his scheme – at least that individuals might avoid progress-
ing through the normal stages through processes he labelled ‘retreat’ and ‘escape’. 
One commentator explained that ‘he conceptualizes “backsliding” as a normal part of 
development’ (Mary Belen reported in Ashton-Jones & Thomas,  1990 , p. 287).

   Perry discussed how his scheme

  begins with those simplistic forms in which a person construes his [or her] world in 
 unqualifi ed polar terms of absolute right-wrong, good-bad; it ends with those complex 
forms through which he [or she] undertakes to affi rm his [or her] own commitments in a 
world of contingent knowledge and relative values. The intervening forms and transitions 
in the scheme outline the major steps through which the person, as evidenced in our stu-
dents’ reports, appears to extend his [or her] power to make meaning in success in confron-
tations with diversity (Perry,  1970 , p. 3). 

   Perry characterised the core changes in each of the three main parts (Perry,  1970 , 
pp. 64–65):

•    During the fi rst part, ‘a person modifi es an absolutistic right-wrong outlook to make 
room, in some minimal way, for that simple pluralism we have called Multiplicity’.  

   Table 14.1    The positions taken by learners in terms of the nature of knowledge, 
according to Perry   

 Part  Position 

 The modifying of dualism  1. Basic duality 
 2. Multiplicity pre-legitimate 
 3. Multiplicity subordinate 

 The realising of relativism  4. Multiplicity correlate or relativism 
subordinate 

 5. Relativism correlate, competing or diffuse 
 6. Commitment foreseen 

 The evolving of commitments  7. Initial commitment 
 8. Orientation in implications of commitment 
 9. Developing commitment (s) 
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•   During the second part, ‘a person accords the diversity of human outlook its full 
problematic stature, next transmutes the simple pluralism of Multiplicity into 
contextual Relativism, and then comes to foresee the necessity of personal 
Commitment in a relativistic world’.  

•   The three positions in the fi nal part ‘trace the development of Commitments in 
the person’s actual experience’.    

 Perry also described how his scheme could be considered to be centred on posi-
tion 5, as this was  preceded by  coming to accept relativism, and then  followed by  
responding to that relativism by developing personal commitments (as shown in 
Fig.  14.3 ).

   What is especially noteworthy about Perry’s research is that in working with 
some of the most gifted and/or educationally advantaged young men and women, 
Perry found many students struggled to deal with teaching that asked them to (a) 
consider multiple perspectives where there was no clear absolute ‘correct’ view-
point; and (b) move past a simple relativistic notion that given there is no clear 
‘right’ perspective, everyone is equally entitled to their own opinion, and all 
opinions are therefore of the same merit. The latter is necessary to be able to 
acknowledge the importance of context and one’s own stance, whilst still offer-
ing some form of argued evaluation of the merits of different perspectives – 
something that is the standard fare of areas as diverse as political debate and art/
literary criticism. 

  Fig. 14.3    Main themes in Perry’s scheme of intellectual and ethical development       
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    Perry’s Model of Development and Models 
of Cognitive Processing 

 Perry’s work, whilst clearly having some similarities with Piaget’s, cannot easily be 
seen as simply extending the Piagetian model. Piaget’s focus on logico- mathematical 
thinking assumed distinct stages in cognitive development that were invariant and 
resulted in transformation of the structures of thinking that were irreversible. That 
is, an adult who has passed through normal development is no longer able to revert 
to experience what it is like to be a child at the sensorimotor stage of development. 
Of course we can try and imagine what it must have been like, but we cannot actu-
ally experience the world that way – bypassing the higher structures of mind – as the 
apparatus which provided that childhood experience has itself been transformed 
through developmental processes. Indeed, in trying to imagine what it must have 
been like, we are calling upon cognitive resources that would not have been avail-
able to us when we were actually experiencing the world that way. This is why few 
of us report having clear memories from this early stage of our lives. 

 Perry, however, refers to ‘positions’ along a developmental path: language which 
seems to refl ect an element of choice and his notion of ‘retreat’ suggest that it is 
perfectly possible for us to adopt patterns of thinking which are less advanced than 
those we are capable of; in a sense the person makes a choice at some level not to 
engage in the most sophisticated forms of thinking available, at least with regard to 
certain aspects of our experience. Perry ( 1970 , p. 204) suggested ‘one may retro-
gress at any point or range of development in our scheme’. Arguably, the ‘decision’ 
to retreat, even if largely a result of preconscious thinking, itself refl ects quite 
sophisticated processing. However, the key difference with the Piagetian theory 
remains as in Perry’s scheme earlier positions remain available to the individual.  

    Other Studies 

 One criticism of Perry’s work is that his sample was disproportionately male. 
He interviewed more male students (from Harvard) than females (from Radcliffe) 
and largely drew on the data from male students to illustrate his scheme. Perry 
acknowledged that his ‘judges’ who rated the interview transcripts against the 
scheme “engaged in a lively discussion of the differences between men and 
women” but concluded that any “differences were evident in the content and 
manner of the students’ reports rather than in those structurings of experience rel-
evant to the developmental scheme” (p. 17): in effect these were seen as differences 
of style within a common overall developmental pattern. Despite this claim, the 
gender imbalance in the sample interviewed by Perry as well as in other studies by 
other researchers led to a programme of work seeking to explore what became 
known as ‘women’s ways of knowing’ (Hofer & Pintrich,  1997 ). Whilst this work 
revealed important patterns in women’s thinking (Ashton-Jones & Thomas,  1990 ), 
these could be seen as occurring in conjunction with the general pattern of devel-
opment found by Perry (Clinchy & Zimmerman,  1985 ). 
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 Another well-known and highly infl uential scheme describing the development 
of ethical and moral reasoning was developed by Lawrence Kohlberg, who like 
Perry found that development extended well beyond adolescence (Crain,  1992 ). 
Kohlberg was strongly infl uenced by Piaget’s work and built upon the work Piaget 
had undertaken on the moral development of the child (Piaget,  1932/1977 ). 

 Kohlberg’s scheme, like Piaget’s, involved a sequence of stages, which he saw 
‘as representing increasingly adequate conceptions of justice and as refl ecting an 
expanding capacity for empathy, for taking the role of the other’ (Kohlberg & Hersh, 
 1977 , p. 56). Kohlberg suggested that development continued well beyond the age 
at which students completed compulsory schooling with ‘new stages developing 
only in adulthood’ (Kohlberg,  1973 , p. 500). 

 Reviewing work related to development in thinking patterns, Deanna Kuhn 
( 1999 ) has argued that critical thinking should be understood in a developmental 
framework, and she proposed four stages:

•    Realist: where reality is directly knowable, and certain knowledge is acquired 
from an external source, and where assertions are copies of external reality  

•   Absolutist: where reality remains directly knowable, and certain knowledge is 
still acquired from an external source, but where assertions may be correct or 
incorrect, so people can have false beliefs  

•   Multiplist: where knowledge is generated by human minds (and so is uncertain), 
and individuals freely form their own opinions of the way things are  

•   Evaluative: where knowledge is generated by human minds (and so is uncertain) 
but where different assertions may be evaluated and compared by argument from 
evidence, using established criteria    

 The fi nal stage of Kuhn’s model clearly links to the modern (post-positivist) under-
standing of scientifi c knowledge and the key challenge to science education to teach 
scientifi c knowledge as capable of being simultaneously provisional and yet suffi ciently 
robust as to be able to inform rational decision-making. However, Perry’s work would 
suggest that many college students are still at the relativist ‘multiplist’ stage, where the 
loss of absolute knowledge is understood as necessitating intellectual anarchy. 

 Eastwood, Schlegel and Cook ( 2011 ) have reviewed development frameworks 
for college students and adults proposed by different researchers from a range of 
perspectives, with a view to considering how such schemes may inform the devel-
opment of socio-scientifi c reasoning. They suggest there are suffi cient ‘similarities 
among their fi ndings [to] reinforce and validate the existence of particular trends’ 
(p. 93). Eastwood and colleagues suggest that generally such schemes show (p. 93):

•    Early stages ‘characterised by conceptions of knowledge as absolute and derived 
from authority, understanding of reality as directly observable, and diffi culty rec-
ognising complexity or different perspectives’  

•   Middle stages ‘characterized by perception of complexity, uncertainty and mul-
tiple perspectives, although reasoning may be inconsistent and decisions or com-
mitment may be hindered by complexity’  

•   Highest levels where ‘knowledge is seen as complex, uncertain, and a product of 
inquiry. Individuals apply consistent criteria to form evidence-based decisions 
and recognize and incorporate multiple perspectives in their reasoning’    
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 All these various studies converge on the notion that thinking skills develop over 
time, with the caveat that many learners, especially school-age learners, may not be 
capable of readily demonstrating the types of thinking which may be necessary to 
fully engage with teachers’ expectations in science, particularly in terms of episte-
mological sophistication.   

    Social Processes in Cognitive Development 

 The notion of development implies a sense of programmed change, and indeed the 
Piagetian stage model and other similar schemes are considered to report normal 
stages through which people have the potential to pass through due to their common 
genetic inheritance. However, development occurs in a suitable environment and 
can be delayed or even brought to a stop if there is not suitable experience. In 
Piaget’s model, experience of acting in, and receiving feedback from, the environ-
ment is considered to be an essential part of the developmental process – providing 
the disequilibrium that was seen as the driver for internal changes. This has been 
commonly seen in terms of physical environment: experience with objects and 
materials leading to the acquisition of conservation rules, for example. 

 However, a sociocultural, or socio-historical, perspective emphasises the social 
and cultural environment that supports development. Vygotsky ( 1978 ), in particu-
lar, argued that the individual builds up internal structures of thought refl ecting what 
is experienced in the social plane. The individual has to experience these ways of 
thinking modelled by others before they can be internalised and so become avail-
able to be used independently. From this perspective, the rate, and even nature of 
development, is culturally dependent to the extent that different cultures may offer 
different resources for supporting development (Luria,  1976 ). 

 Bruner ( 1964 , p. 1) conceptualised cognitive development in terms of ‘a series of 
technological advances in the use of mind’ which were largely ‘transmitted with 
varying effi ciency and success by the culture’. Bruner, strongly infl uenced by 
Vygotsky, referred to ‘the role of heuristics in the growth of perception and problem 
solving’ that children ‘picked up’ from the culture and which acted as metaphorical 
‘crutches’ to support growth (Bruner,  1967b , p. xi). Bruner saw a key role for the 
forms of representation available to the developing child (cf. Chap.   11    ): initially just 
enactive through physically acting in the world, then through imagery (‘ikonic’), 
and then symbolically through forms of language (Bruner,  1967a ).  

    Modelling the Development of the Cognitive Apparatus 

 Bruner ( 1960 , p. 33) famously invoked ‘the hypothesis that any subject can be taught 
effectively in some intellectually honest form to any child at any stage of development’. 
In the context of the ideas reviewed in this chapter, this needs to be seen as advice for 
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the teacher to seek to match the level of teaching to the intellectual development of the 
learner, but without oversimplifi cation that loses the essence of what is being taught. 

 The ‘cognitive system’ model of the learner presented earlier in the book offers 
limited support for the teacher or science education researcher in this context, as 
cognitive development does not concern gross changes in the overall structure of the 
system such as the addition of major new system components. Rather development 
of the system through interaction with its (physical and social) environment refi nes 
its operation. New structures are built into the system, but at a fi ner level of detail 
than the gross system components represented in the fi gures used earlier in the book 
(e.g. Fig.   4.11    ). So to allow for stages of cognitive development within the model of 
the cognitive system, it would be necessary to work with a much fi ner grain model, 
which identifi ed more detailed features of processing and more specifi c processing 
units within the basic processing modules. 

 That will not be attempted here, as the current state of knowledge does not provide 
a fi rm basis for offering defi nitive models. Perhaps such fi ne grain models will prove 
diffi cult to devise at the system level of analysis, without blending somewhat into the 
neurological (physical, cf. Chap.   3    ) level. So, for example, Morton and Munakata 
( 2002 ) have used a neural network approach to consider how developments in parts of 
the prefrontal cortex allow children to overcome ‘perseveration’ – where previously 
appropriate responses continue to be made when no longer appropriate after a task has 
been changed. Although a child seems to understand the new task (e.g. sorting cards 
by shape) they seem unable to switch from previous task behaviour (e.g. sorting cards 
by colour). This is considered to be a problem due to ‘latent’ memory traces formed in 
posterior cortex taking precedence over the representation of the current task in the 
prefrontal cortex. It is argued that development of the prefrontal cortex provides the 
ability to better coordinate the ‘latent’ and ‘active’ memories and so offers the fl exibil-
ity to switch to the behaviour needed for the new task.  

    Domains of Cognition and Modularity of Mind 

 One topic of considerable interest is the question of the extent to which cognition 
may have domain-specifi c features refl ecting modular aspects at the fi ner-grained 
level of cognitive architecture (see Chap.   12    ). In the schematic models of the cogni-
tive system presented earlier in the book, different system components have been 
shown as blocks with the assumption that it is helpful to see cognition as based 
around apparatus made up of somewhat discrete components, such as working 
memory, for example, with information being routed between components during 
(cognitive) processing. However, it was also suggested that it was not always clear 
what comprised discrete components of the system: for example, research has sug-
gested that it is not appropriate to consider long-term memory (LTM) as a function 
of system components discrete from the parts of the system involved in interpreting 
and making sense of experience. That is, it may not be appropriate to think of an 
interpreter unit with draws upon a separate LTM store when interpreting 
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information from sensory units in the system. Rather, it is suggested that the functions 
of LTM and interpreting experience are more intimately connected (cf. Fig.   5.2    ), 
with memory being modifi ed in the process of interpreting new experience. 

 An analogy here might be made with the way coding takes place in research 
studies. In some studies, such as those with a confi rmatory purpose, looking to test 
some hypothesis, a formal coding system is developed to code data in advance and 
is used to interpret data and remains fi xed through the analysis process. The fi xed 
coding system may be seen as analogous to a memory of prior experience that is 
being used to make sense of current experience. By contrast, the iterative coding 
processes used in grounded theory (GT) methodology (i.e. the constant comparison 
method), for more open-ended research – discovery studies, where the existing state 
of knowledge does not provide a clear conceptual framework for making sense of 
data – may be seen as analogous to the way LTM acts in human cognition. In GT 
studies the coding system itself is constantly modifi ed as new data is considered: the 
codes are the GT analyst’s ‘memory’ of how previous data has been understood, but 
that memory is always in fl ux. Where the analogy breaks down is that in GT the 
analyst is required to constantly return to the previously coded data to reconsider it 
in terms of the modifi cations to the coding scheme. By contrast, in human cogni-
tion, the original (sensory) data is no longer available to the system, just the codings 
as they are  now  understood in terms of the shifting coding scheme. As pointed out 
in Chap.   5    , human memory appears to be adapted to make the best available sense 
of current experience rather than to keep accurate records of the past –  LTM is 
 primarily an organ of interpretation, not an organ of record . 

    To What Extent Are Our Minds Modular? 

 The question of the extent to which mind might be ‘modular’ was explored by 
Fodor ( 1983 ). For Fodor ( 1985 ) the notion of a module implies a system which is 
‘informationally encapsulated’ in the sense that it has access to its own ‘proprietary 
database’ to inform the processing of input, but not to knowledge in the wider sys-
tem outside of that database. The existence of modules in that sense can explain, for 
example, why we ‘see’ optical illusions despite knowing that is precisely what they 
are (see Chap.   4    ) – our perceptual system reports seeing a face in the clouds because 
it has matched sensory input to its database, and so we become conscious of seeing 
the face, although we also ‘know’ we are not seeing a face at all based on informa-
tion elsewhere in the cognitive system that the perceptual module cannot access. 

 In these terms, aspects of our preconscious processing, and the implicit knowl-
edge such processing accesses, can be modular, but this clearly does not apply to 
our explicit knowledge. For we have executive control over explicit knowledge that 
allows us to access it – at least in principle, if not always readily – and mentipulate 
it in working memory. Much human creativity, including in science, depends upon 
the non-modular nature of our explicit knowledge, allowing us to compare and 
make links between intrinsically very different areas of our knowledge base.  
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    Are There Inherent Domains of Knowledge? 

 Although our explicit knowledge is not encapsulated into bound modules, there 
have been claims that human cognition is structured through domains – in that our 
cognitive architecture recognises different areas of experience that to some extent 
can be considered as discrete. This can be understood to have some evolutionary 
basis in at least two possible ways. 

 One possibility is that there may have been some selective advantage in recognis-
ing different areas of experience and to some extent partitioning them in mind. 
There could be effi ciency advantages, for example, in restricting a search for rele-
vant information if the entire knowledge base does not need to be searched, and it 
may be easier to select between different ways to process information if different 
aspects of experience can be readily classifi ed as falling under particular domains. 
We can consider that there may be a trade-off here between greater effi ciency and 
reduced creativity. 

 Alternatively, there may be no or limited selection advantage to domain-based 
cognition, but it could be an artefact of evolutionary history: that is, domains in 
human cognition that we have now could be contingent upon encapsulated modules 
acting in preconscious thinking upon which conscious cognitive processes have 
built during evolution. Certainly a number of such domains have been proposed: 
there is commonly considered to be at least the three domains relating to common- 
sense mechanics, to folk biology and to theory of mind (folk psychology). These 
would each deal with different areas of experience – the mechanical properties of 
objects in the environment, the classifi cation and properties of fauna and fl ora and 
social relationships within the tribe, family group or other community – and could 
each relate to the development of a largely discrete knowledge base.  

    Demetriou’s Model of the Mind 

 One model of mind which has been informed by much research and includes both 
general and possible domain-specifi c features has been developed by Demetriou 
and colleagues and summarised by Demetriou and Mouyi ( 2011 ). This model con-
siders there to be three ‘functionally distinguished levels’ (p. 70):

•    A basic ‘processing potentials level’ that determines such matters as speed of 
processing and working memory capacity and constrains the operation of the 
other levels  

•   A hypercognitive system (with consciousness as an integral feature) concerned 
with self-monitoring, self-representation and self-regulation  

•   A number of specialised domains of thought concerned with aspects of the indi-
vidual’s environment    

 The term ‘hyper’-cognition is considered more appropriate than the more usual 
metacognition (cf. Chap.   7    ) as it implies a level that overlays cognition. 
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 For Demetriou and Mouyi, the domains ‘specialize in the representation and 
processing of a particular type of information and relations’ (p. 72) and so involve 
specialised mental operations and processes relating to the particular feature of 
experience concerned. Their mooted domains are:

•    The categorical system (for identifying similarities and differences; classifying)  
•   The quantitative system (dealing with numerical processing)  
•   The causal system (identifying cause and effect)  
•   The spatial system  
•   The propositional system (considering logic)  
•   The social system    

 These domains are themselves considered to be comprised of three levels: 
(1) core processes; (2) mental operations, processing skills and principles; and 
(3) acquired knowledge and formulated beliefs. 

 The core processes are considered to be innate, or to develop early in life, having 
evolved through natural selection, and to be encapsulated so that no further learning 
at this level of processing is possible once they are formed. They support the devel-
opment of the other two levels. 

 The system accumulates knowledge through an iterative process (cf. Chap.   5    ):

  Each system involves knowledge accumulating over the years as a result of the interactions 
between a particular system and its respective domain and beliefs formulated as a result of 
the exposure to and the experiences from the domain with which it is affi liated (Demetriou 
& Mouyi,  2011 , p. 73) 

   The systems are considered to be both domain specifi c in terms of the areas of 
experience addressed and ‘symbolically biased’ in that they each use symbolic sys-
tems ‘most conducive to the representation of the domain’s own elements, proper-
ties and relations’ (p. 72). 

 The systems are also considered to be ‘procedurally specifi c in the sense that 
they involve mental operations and processes which refl ect the peculiarities of the 
elements and the relations that characterize a specifi c part of reality’ (p. 72). These 
operations develop from the interaction of the core processes with experience of the 
domain. They are considered to ‘emerge as a process of differentiation and expan-
sion of the core processes’ (p. 73) when those core processes are considered inade-
quate to support understanding of experience and problem-solving within the 
domain. This intermediate level remains open to further change, with processes 
being modifi ed in response to new knowledge to both more effi ciently process new 
information from the domain and better handle the knowledge from the domain 
already represented in the system. 

 These changes are supported by the hypercognitive system, which allows refl ec-
tion on, and monitoring of, aspects of cognition. Demetriou and Mouyi divide this 
system (p. 77) into what they call ‘working hypercognition’ – which is involved in 
directing attention, formulating plans, monitoring progress and feeding back based 
on discrepancies between current and desired situations and overall evaluation – 
and ‘long-term hypercognition’ which retains representations of past cognitive 
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experiences (mediated by working hypercognition) as a knowledge base for 
informing future hypercognition. There is a hypercognitive process Demetriou and 
Mouyi label ‘metarepresentation’ (p. 91) which acts to classify, compare and model 
different mental experiences and which is considered to contribute to enhancing 
understanding and improve problem-solving. 

 Demetriou and colleagues’ system therefore comprises both innate features and 
contingent features that are ‘bootstrapped’ on the innate features and the interaction 
of domain-specifi c and general cognitive operations – with a hypercognitive system 
having a major integrating role. Their research has found evidence of phases of 
development in aspect of hypercognition occurring typically over the age ranges 
3–7, 8–12 and 13–18 years. This seems reasonably consistent with the Piagetian 
stages of pre-operational, concrete operational and formal operational cognition 
discussed earlier in the chapter.  

    Refl ecting on the Demetriou Model 

 The Demetriou model is an example of an attempt to characterise the human cogni-
tive system, supported by a programme of research (Demetriou & Mouyi,  2011 ). A 
key feature of the model, according to its developers, is that it provides a basis for 
taking a position on the long-standing debate in intelligence theory over whether 
intelligence is primary a general function of processing underpinning a person’s 
cognition or rather is better understood as having quite discrete facets that develop 
and act largely independently (Gardner,  1993 ; Lawson,  1985 ; Sternberg,  1980 , 
 2009b ). According to Demetriou and Mouyi (p. 98), their studies support neither the 
case for a general factor of fl uid intelligence which is primarily responsible for an 
individual’s intelligence nor the notions of a set of largely discrete intelligences in 
different areas of experience, but rather something more complex with both com-
mon features that act across all aspects of cognition and more specialised domains 
that develop independently in the individual. 

 The Demetriou model is of particular interest, as it seems to link well with a wide 
range of other research and scholarship that could inform research in areas such as 
science education. It therefore offers an example of what a more detailed model of 
human cognition, suitable for informing educational work, might look like. It 
includes innate elements, refl ecting much evidence that aspects of human cognition 
are in effect ‘hardwired’ (e.g. see Chap.   11    ). Yet it also fi ts with a broad constructiv-
ist notion that development involves iterative stages, where the current capabilities 
of the cognitive system provide a based for interpreting experience of the world in 
ways that facilitate cognitive development. Indeed, as noted above, the age ranges 
suggested for the cycles of hypercognitive development seem quite well matched to 
Piaget’s stages of pre-operational, concrete operation and formal operational 
thought, as discussed earlier in the chapter. 

 Moreover, the model proposed by Demetriou and Mouyi includes both system 
components which operate in a largely automatic way (i.e. the core processes, could 
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be candidate mechanisms to explain p-prims and intuitive rules; see Chap.   7    ) 
which are not open to conscious control or development and components which 
are accessible to consciousness and which can be developed through experience. 
Demetriou’s model also includes a number of distinct domains of cognition, 
including a social domain that would seem to link with the development of ‘theory 
of mind’ (see Chap.   2    ).   

    Domains of Cognition 

 Demetriou and Mouyi’s ( 2011 ) model does not however include specifi ed domains 
relating to physics/mechanics or natural history/folk biology that have commonly 
been mooted and which would seem to be of particular potential signifi cance to sci-
ence education. The possibility of there being some inherent aspects of common 
alternative conceptions in science, in that these may be linked to some aspect of 
normal cognitive development, could be of importance in considering how teachers 
should plan for and respond to some of the alternative conceptions students com-
monly acquire. Certainly, these two areas in particular, folk physics and folk biol-
ogy, offer common ways of thinking that are distinct from the canonical scientifi c 
concepts and which seem to occur in different cultures. 

    Folk Physics 

 Research has found that aspects of mechanics are counter-intuitive to most learners, 
and the same common alternative conceptions seem to be very widespread. In par-
ticular, a way of thinking refl ecting the Aristotelian notion of impetus seems to form 
the basis for a very common alternative conceptual framework (Gilbert & 
Zylbersztajn,  1985 ). People tend to expect moving objects to soon exhaust whatever 
gives them motive power, quite in disregard of Newtonian principles. Arguably this 
could just derive from common experience: all humans soon discover that in prac-
tice an inanimate object does not usually start to move unless acted upon, and then 
it will soon stop moving, depending upon how much effort one puts into bringing 
about the movement. However, there is an also an argument that this pattern is so 
common that natural selection might have acted to select for the development of 
innate cognitive elements that in effect have ‘knowledge’ that this is how objects 
behave. Although this is not recognised as a discrete domain in Demetriou’s model, 
folk physics could be considered from that perspective to have in part at least devel-
oped with support of the mooted ‘causal system’, which identifi es links between 
cause and effect. 

 Another common feature of everyday thinking about physics, or folk physics, is 
the expectation that an object moving in a circular path will continue to do so; 
that is, that there is a sense in which circular motion is a form of ‘natural’ motion. 
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This is a little more diffi cult to explain in terms of everyday experience – an object 
swung in an arc clearly does not continue to orbit when we cease holding it – or the 
discus and hammer competitions at athletics events would certainly be very differ-
ent. However, if this is not easily explained as due to common human experience in 
the world, it seems just as diffi cult to imagine how it was selected for to become part 
of an innate mechanics module that would support a somewhat distinct domain of 
cognition. 

 Indeed, there is some evidence that expectations of continued circular motion 
in the absence of an accelerating force are actually greater among school stu-
dents than pre-school-age children (Kaiser, McCloskey, & Proffi tt,  1986 ). 
However, that does not rule out this common conception as being due to the 
activation of an innate mechanism that was selected for some other reason. For 
example, there could be evolutionary value in a mechanism which spots patterns 
in movement and predicts future positions of a moving object based on those 
patterns.  

    Folk Biology 

 Another area of science where there is suggestion of innate mechanisms at work 
is that of natural history: the classifi cation of the biota. Human societies tradition-
ally had good reason to pay careful attention to the similarities and differences 
between living things in their environments when different species might be pred-
ators or prey, food plants or sources of toxins. It might therefore make sense that 
natural selection would operate to support a strong ability to classify organisms 
into different species. We certainly fi nd that the recognition of ‘natural kinds’ of 
living things (Keil,  1992 ) seems to impede an acceptance that species have evolu-
tionary origins and actually blend into each other over geological timescales 
(Taber,  2013g ). Generally recognised natural kinds are often not actually species 
(although they can be, or even varieties, in some cases) but less distinct groupings 
from a biological perspective (Medin & Scott,  1999 ). Nonetheless, the general 
idea that individual living things belong in distinct ontological groupings, each 
refl ecting some specifi c ‘essence’, seems very strongly ingrained in our thinking 
(Gelman,  2009 ; Keil). 

 However, the evidence is that such innate mechanisms may go beyond the 
existence of a kind of a discrete categorical system as recognised in the Demetriou 
model. Rather, it seems that humans the world over seem to classify living things 
in remarkably similar ways considering that the actual sample of biota met and 
considered signifi cant varies with the local ecology as well as cultural traditions. 
Despite such differences in salience, there seem to be strong commonalities in 
how people from different parts of the world recognise natural kinds. Hirschfeld and 
Gelman ( 1994a , p. 19) report that ‘the basic principles of classifi cation of biological 
kinds are extremely stable over signifi cant differences in learning environment 
and exposure’.  
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    Development of Domains 

 There seems to be a lot more to be learnt about this aspect of cognition: in particular, 
the precise commonalities and extent of innate aspects of specialised processing. 
One question concerns the number of domains that may have some sort of innate 
basis. It is also important to understand how the existence of such innate tendencies 
might infl uence knowledge representation and the ability to integrate knowledge 
across domains and so seek greater coherence across the knowledge represented 
within any particular individual’s mind. That is, key questions for research would 
include (1) to what extent is any person’s knowledge of the world a matter of devel-
opment and (2) how do features of development channel and constrain individual 
learning – so that the individual can form knowledge based on their own personal 
experiences in the world.                                                                
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                      The ‘learning paradox’, as it has come to be called…poses a fundamental problem for 
constructivism: If learners construct their own knowledge, how is it possible for them 
to create a cognitive structure more complex than the one they already have?…The only 
creditable solutions are ones that posit some form of self-organization…At the level of the 
neural substrate, self-organization is pervasive and characterizes learning of all kinds…
Explaining conceptual development, however, entails self-organization at the level of 
ideas – explaining how more complex ideas can emerge from interactions of simpler ideas 
and percepts. (Scardamalia & Bereiter,  2006 , p. 103) 

   Theories of cognitive development discussed in the previous chapter focus on the 
way the apparatus of cognition develops (Leslie,  1984 ), rather than on how specifi c 
learning occurs. Although research on cognitive development has certainly been of 
interest to science educators (Bliss,  1995 ; Shayer & Adey,  1981 ), in recent decades 
there has been more interest in issues of specifi c learning and – in particular – concep-
tual change (Vosniadou,  2008b ). In part this refl ects an understandable division of 
labour, with developmental psychologists and other cognitive scientists primarily inter-
ested in development and mechanisms of learning and science teachers and science 
education researchers primarily interested in building up a body of knowledge that can 
inform science teaching. In that context, the work of Piaget and Perry (see the previous 
chapter) may seem to largely illuminate constraints on learning and so perhaps inform 
sensible choices of curriculum aims for different learner groups, rather than offer guid-
ance on how to develop effective subject pedagogy in the science disciplines. 

 As I have discussed elsewhere (Taber,  2009b ), from the late 1970s a research 
programme developed in science education commonly identifi ed as ‘constructiv-
ism’ or the alternative conceptions movement (Gilbert & Swift,  1985 ), which 
focused on the contingent nature of learning, and in particular how new learning is 
shaped by current knowledge (Gilbert, Osborne, & Fensham,  1982 ). Piaget’s theo-
ries were certainly constructivist, in the sense that he considered the operational 
stages of development to refl ect structures of thought that were built upon and 
through earlier stages, and which provided the apparatus for developing new ways 
of thinking that could allow higher levels of thought to emerge (see the previous 
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chapter). Such a model might seem to suggest that science teaching should be 
straightforward as long as the material to be taught was delayed until students 
reached the necessary level of operations. Given this, careful conceptual analysis 
could determine the sequencing of instruction that would facilitate attentive stu-
dents to acquire canonical knowledge. 

 Yet it was well recognised, and has become increasingly well documented since, 
that carefully designed instruction given to apparently ready and suitably motivated 
learners often led to learning that was at odds with what was taught. Knowledge is 
not just information that can simply be transmitted as long as transmitter and 
receiver are functioning well and clear lines of communication have been estab-
lished (see Chap.   9    ) – the student can see and hear the teacher and they speak the 
same native language. 

 Such a learning-as-information-transfer model is simplistic and does not refl ect 
classroom experiences. Thus, earlier in this book (see Chap.   4    ), a model was set out 
of how we publically represent our knowledge in the public space using various 
symbolic systems (speech, writing, drawing, gesture, etc.) and others then have to 
not only sense those representations but interpret them (perceive them) in terms of 
their own sense-making resources. Thus, Ausubel’s ( 1968 , p. vi) dictum that ‘the 
most important single factor infl uencing learning is what the learner already knows’. 

 Time and again research (e.g. as outlined in Taber,  2009b ) has suggested that often:

•    Learners’ pre-instructional ideas can be stable despite being contradicted during 
instruction.  

•   Learners’ acquired versions of taught concepts are distorted compared with what 
was intended, in senses that refl ect aspects of their pre-existing thinking.    

 This is certainly NOT always the case (Gilbert et al.,  1982 ), but it is very com-
monly so. From the perspective of Ausubel’s theory of meaningful learning, this is 
not surprising:

  …the most important factor infl uencing learning is the quantity, clarity, and organisation of 
the learner’s present knowledge…which consists of the facts, concepts, propositions, theo-
ries, and raw perceptual data that the learner has available to him [or her] at any point in 
time…The second important focus is the nature of the material to be learned. (Ausubel & 
Robinson,  1971 , pp. 50–51) 

   Meaningful learning is a process whereby learners relate new information to 
existing conceptual structures, and so those pre-existing conceptual structures are 
inevitably critical for what will be learnt, as they determine the nature of new con-
ceptual knowledge constructed. 

    Is There a Learning Paradox? 

 Earlier in this volume (Chap.   4    ), perception of objects and events in the world was 
considered, and it was suggested that after the stage of external stimuli triggering an 
initial sensory response, there is then a further process of ‘processing’ of the sensory 
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signal before it is (sometimes) presented to consciousness: so that perceptions are 
usually considerable  interpretations  of raw sensory data. That is, we normally actu-
ally perceive objects and events rather than experience the ‘blooming buzzing con-
fusion’ that William James ( 1890 ) suggested would comprise the newborn’s 
experience of the world. This interpretation is an automatic part of the processing of 
information in the brain, before it reaches the stage at which the perception enters 
consciousness. A good deal of our experience is of this form. 

 However, this is not always the case. Sometimes we perceive objects or events in 
the world  without  recognising what they are. In these situations we may feel uneasy, 
or at least curious, and may actively seek more information – perhaps turn on the 
light, move closer, change our angle of view, clap our hands or wave our arms to see 
if there seems to be a response. Usually the perception resolves and we feel more at 
ease and sometimes foolish at not recognising something that now seems perfectly 
familiar. During such periods when we are unsure what we are sensing, we may 
consciously attempt to identify the object or event by a logical process of reviewing 
the information available (size, colour, etc.), although whether this plays a role in 
solving the ‘problem’ rather than simply helping us feel in control whilst the usual 
subconscious processes continue to search for an interpretation to present to con-
sciousness is less clear. 

 On other occasions we experience phenomena that do seem to require us to 
actively (consciously)  make sense  of them. Here we are talking about something 
more than perception in the usual meaning. We may recognise the events and objects 
in our surroundings quite clearly – for example, who did what to whom and with 
what. However, we may seek a deeper form of understanding – perhaps to under-
stand why something happened, what motivated certain behaviour, who was to 
blame for particular events, etc. This may require something more than perception 
in the sense of the interpretations that are presented to consciousness. In such situa-
tions we create a mental model to explain what we have perceived (see Chap.   11    ). 

 In the motto at the head of this chapter, Scardamalia and Bereiter ( 2006 ) raise the 
issue of the ‘learning paradox’, which – put simply – asks how we can teach our-
selves things we do not already know. Under the traditional, folk pedagogy, notion 
of teaching as ‘transmission’ of knowledge, it was assumed there is a more advanced 
knower such as the teacher or the textbook author who can impart knowledge to the 
less advanced learner. Yet, if constructivists argue that each learner has to construct 
knowledge anew, then this creates the question of how it is possible to build up more 
advanced learning based only on existing less advanced knowledge. 

    There Is No Viable Alternative to Construction 
of Conceptual Knowledge 

 Hopefully, readers who have read this far into the book will appreciate two points 
about this alleged paradox. The fi rst is that the paradox exists whether one is a con-
structivist or not, unless one accepts that conceptual knowledge exists in the world 
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independently of minds in a form which allows us to acquire it. In this book it has 
been strongly argued that conceptual knowledge can only exist in minds. 

 The qualifi cation ‘conceptual’ is important here. If we consider knowledge more 
generally as a kind of ‘know-how’ then there is plenty of knowledge around that 
does not rely on minds (Collins,  2010 ). Trees ‘know-how’ to grow taller than 
humans, and some species can commonly manage to outlive us without apparently 
ever forming any conceptions. Every cell has the ‘know-how’ to control a complex 
set of chemical processes; viruses have the ‘know-how’ to invade cells and make 
use of their resources; a zygote has the know-how to become a fully developed per-
son (environmental conditions allowing). Yet the physical world itself has no con-
ceptual knowledge of trees or metabolism or epigenesis in any helpful sense. A 
world without people would continue to have the ‘know-how’ for trees to grow and 
reproduce, but this is not conceptual knowledge. Conceptual knowledge is not out 
there waiting for humans to absorb it, but must be constructed through concept for-
mation within a cognitive system. 

 If we accept that conceptual knowledge must be constructed then, the learning 
paradox exists regardless of whether we accept that once formed such knowledge 
can somehow be transferred or, better, reproduced, from person to person, or not. In 
this book, it has been argued that a person’s conceptual knowledge cannot be repro-
duced in a strict sense, only represented, allowing those representations to be used 
as information sources for others to construct their own knowledge. But regardless 
of this, somewhere along the line, someone formed a conception of ‘atom’, of ‘elec-
tromagnetic fi eld’, of ‘chromosome’, etc. when such concepts had never existed 
before. This is not just the case for scientifi c concepts; of course, the same applies 
to the concepts of ‘infl ation’, ‘prison’, ‘symphony’, ‘irony’, ‘ismism’, etc. 

 So if we reject the existence of some platonic world, where concepts have an 
independent existence  but are able to be accessed by people , we must acknowledge 
that all concepts are constructed, that is, invented. The common misconception 
that Newton discovered gravity a few centuries ago (Pugh,  2004 ) is absurd, but 
although the detail is certainly wrong, some human being, or possibly protohu-
man, somewhere fi rst refl ected on regularities in their environment and conceptu-
alised them in terms we might recognise as gravity. Since then, millions of others 
have constructed their own versions of a gravity concept: partly through their 
direct experience of the world and partly mediated through representations pro-
duced by teachers or through media such as textbooks of how others conceptual-
ise gravity – often including representations of their teachers’ conceptualisations 
of how Newton conceptualised gravity.  

    Emergence Is a Widespread Phenomenon 

 The second point we might make about the learning paradox is that our experience 
of the world  is  that more complex structures do commonly emerge. Whether we 
consider the structure of galaxies, the earth, the ecosystem or individual living 
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organisms, we fi nd that the forces of nature bring about structures that did not 
 previously exist. This is especially clear in the case of living things, where evolution 
has allowed the construction of incredible complexity. Incredible, literally, because 
it intuitively seems to most of us that the variety of living things, with their myriad 
special features, can only be the outcome of providence – that is guided by some 
higher intelligence capable of foresight in planning such complicated systems 
(Taber,  2013g ). 

 Indeed, over 150 years after Darwin ( 1859/1968 ) published on the origin of spe-
cies, some scholars continue to argue that the complexity of living organisms 
requires the involvement of an intelligent designer at least at some points in the 
process (Behe,  2007 ). Yet the theory of natural selection posits that, given enough 
time, such high degrees of complexity are possible through a combination of mod-
est natural processes and an environment that in effect (i.e. without any sense of 
purpose or deliberation) selects those outcomes that better ‘fi t’ in some way. 

 Emergence means that when a system is formed from several component parts 
that can interact, the system has new properties. Fully describing the system cannot 
be achieved by simply cataloguing the characteristics of the components as there are 
now interactions that were not present before, and so characterising the system 
requires including the relationships between components as the well as the compo-
nents themselves. 

 There is of course nothing mystical about this. Arguably, if we want to fully 
characterise a single entity, which could become a system component, we should 
detail its behaviour in all potential contexts. A chemical analogy might be helpful 
here: to fully characterise an element (e.g. oxygen) we report its chemical  as well as  
its physical properties. That is, we describe what happens to a sample of the element 
when it is warmed, cooled, pressured, subject to a potential difference, etc. and also 
what classes of substance it reacts with, under what conditions and which products 
are formed in each case. 

 If we react oxygen with hydrogen it demonstrates specifi c behaviour that is not 
due to the oxygen itself but rather is a restricted part of its potential behaviour when 
we select from all its possible potential behaviours by structuring the conditions 
under which we observe the oxygen. Any particular sample of oxygen cannot realise 
all of these potentials – once it has reacted with sodium it is not present in an ele-
mental form to demonstrate its reaction with phosphorus. From  this  perspective, 
emergent behaviour is not something additional, but rather the narrowing of the vast 
potential fi eld of interactions by the selection of a specifi c confi guration. 

 This perspective can also be applied to conceptual development. We might con-
sider, as an example, the concept of electromagnetism, which may be considered to 
be built from pre-existing concepts of electricity and magnetism. These previously 
distinct concepts came to be seen as related (as creative discovery, cf. Chap.   7    ), and, 
over time, as elements of an overarching concept of electromagnetism. This exam-
ple is historical, but one that senior school and college students are often expected 
to recapitulate when studying physics. 

 The ‘new’ concept of electromagnetism is more than simply the concept of elec-
tricity ‘plus’ the concept of magnetism, as it also inherently involves the ways in 
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which electricity is considered to be related to magnetism within a recognisable 
overall pattern. Yet these new relational features were always  potentially  present 
even if not actually formed before links were made. This is purely an argument 
about what can be conceptualised and is not referring to the nature of reality: the 
potential for phlogiston to be conceptualised existed both before it was accepted as 
a useful scientifi c notion and after it had been discredited. Learners demonstrate that 
all kinds of conceptualisations are potentially possible through the range of concep-
tions they develop about natural phenomena – whether it be orbital motion not 
requiring any force, atoms seeking to fi ll electron shells or trees that induce preg-
nancy if one takes advantage of their shade. 

 That is, inherent in the concept of electricity was the potential for it to be linked 
to the concept of magnetism in certain ways, and vice versa. So the formation of the 
new subsuming concept of electromagnetism brings ‘new’ features to light – and 
indeed facilitates a conceptual link with the concept of light! The recognition of 
these new features justifi es the re-conceptualisation of electricity and magnetism 
under the subsuming concept of electromagnetism – there is no learning paradox 
here providing the cognitive apparatus supports the ability to (a) form concepts, 
(b) seek relationships between concepts and so (c) reconceptualise these existing 
concepts in terms of new identifi ed/mooted propositional links. 

 Of course this example is meant purely for illustration. The logic of earlier chap-
ters in the book suggests the example cannot refer to ‘the’ concepts of electricity, 
magnetism and electromagnetism, but rather particular instances of knowledge rep-
resentations within particular minds, that is, the concept ions  of individuals. That is, 
there are a great many potential ways one could fi nd to relate the concepts of elec-
tricity and magnetism, not all of which would match the canonical science perspec-
tive which itself is informed and constrained by the interpretation of empirical 
evidence. Particular learners will have reasons for conjecturing certain relations to 
be possible and of potential importance – often informed by teaching, reading and 
their own experience of relevant practical work – but as we have seen that does not 
necessarily mean their knowledge is a ‘true’ account of the world. 

 Two provisos should be highlighted here. It is not implied that the pre-existing 
concepts of electricity and magnetism are unchanged by this process. They are cer-
tainly changed in acquiring new links, but also the formulation of the overarching 
concept, the new system of concepts, may lead to inconsistencies or absurdities that 
can motivate changes in the ‘original’ conceptions, that is, the features the distinct 
subsumed conceptions were assigned before the re-conceptualisation. This point is 
picked up below. 

 The second point to be addressed is a possible objection that my statement ‘new 
relational features were always potentially present even if not actually formed 
before links were made’ could be seen as acknowledging that the concept of elec-
tromagnetism does indeed already exist in some Platonic sense prior to its discovery 
by our hypothetical learner here or indeed any ‘knower’. As so often, that depends 
how we defi ne and understand our terms. 

 Given the existence of (e.g. human) minds able to develop conceptions, we can 
imagine a kind of conceptual phase space of the different conceptualisations that 
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could exist. Within that conceptual space must, by defi nition, occur the concept of 
electromagnetism as developed by my hypothetical learner, and indeed that space 
must include ALL the conceptualisations of electromagnetism (as well of course 
anything else) that have ever formed in minds or ever will. Moreover, a vast, if not 
infi nite, set of other conceptualisations that could be produced by relating electricity 
and magnetism also potentially exist in this space even if they will never be con-
ceived in any mind. If that is what we mean by concepts having independent exis-
tence, then it is a trivial sense – and indeed relies for its existence on someone 
having a mind to conceptualise the conceptual phase space itself. This is rather 
different from the notion of ideas having independent (‘World 3’, see Chap.   4    ) exis-
tence outside of (‘World 2’) minds.  

    The Task of Modelling Learning 

 This rather philosophical exploration of the learning paradox leads to my discount-
ing it as a serious problem for constructivist models of learning in science (or any 
other disciplines) providing that:

    1.    Learners have suitable apparatus to facilitate the concept construction process.   
   2.    Learners have suitable apparatus to evaluate and select between potential con-

ceptual constructions.     

 In modelling conceptual learning, then, we need to consider the mechanisms 
by which concept construction, modifi cation and evaluation can take place. The 
cognitive system modelled earlier in the book (especially Part   II    ) inherently 
offers that apparatus, so that we can agree with George Kelly ( 1963 , p. 75) who 
argued that ‘learning is not a special class of psychological processes. It is not 
something that happens to a person on occasions; it is what makes him [or her] a 
person in the fi rst place’.   

    Concepts and Conceptions (Revisited) 

 Chapter   11     offered an analysis of the main types of knowledge component that 
might be considered present in a learner’s cognitive structure. In that chapter it was 
suggested that the approach to understanding the terms concept and conception 
recommended by Gilbert and Watts ( 1983 ) would be followed there. The term 
‘concept’ was reserved for ‘formal meanings as part of public knowledge systems’, 
whereas ‘conception’ was used to refer to the personal understandings of 
individuals. 

 Ezcurdia ( 1998 ) suggests that people may be said to have acquired the same 
concept (e.g. metal, an example used below) but would each have their own particu-
lar conceptions (e.g. of metal). So from this usage we could refer to someone 
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acquiring a  concept  of metal – but their  conception  may not match the concept of 
metal held by others or some notion of the canonical concept. The terms concept 
and conception are therefore doing useful work in making the distinction between 
what is common and what is distinct: different people have the ‘same’ concept but 
their conceptions are different. 

 Similarly we could say that a person’s  concept  (e.g. of metal) may change over 
time because at different times they have different  conceptions . Again we can use 
the term concept to refer to what is considered to have continuity and conception to 
refer to the particular – here at a moment in time. It is the ‘same’ concept in the 
sense in which the reader is the same person they were as toddler or the way a 
mature tree in the garden is the same plant as the sapling planted there many years 
before. This sameness is a matter of identity rather than being identical: in the way 
a ship is the same ship after a major refi t or the way a political party or university 
department is considered the same party or department even after all the personnel 
have changed over time. 

 So the following parts follow the common usage of referring to individuals form-
ing concepts (rather than conceptions) and undergoing conceptual (not concep-
tional) change. However, in keeping with Chap.   11     the term conception will be used 
when either specifying the particulars of a concept that distinguishes it from another 
person’s conception of the ‘same’ concept or the sequences of different conceptions 
involved when an individual undergoes conceptual change (e.g. see Figs.  15.4 ,  15.5 , 
 15.6 ,  15.7  and  15.8 ).  

    Concept Formation: Developing Spontaneous Concepts 

 Concept formation seems to be a key attribute of the human cognitive system. We 
have innate tendencies to recognise certain regularities in our environment (see 
Chap.   4    ). The recognition of these patterns supports categorisations that have been 
in effect been tested for utility over human evolution. So, for example, we recognise 
‘natural kinds’ of living things and moreover do so spontaneously. Someone has to 
tell us that a particular type of living thing is called a ‘cat’ or a ‘horse’ in our local 
language community, but we are born with mechanisms for identifying such types. 

 Many other concepts may be formed spontaneously without needing to be innate. 
The ability to recognise repeated patterns and so develop what are in effect expecta-
tions that allow us to categorise experience is an intrinsic feature of the operation of 
the cognitive system (see Chap.   4    ). Spontaneous concepts are not based on refl ec-
tion upon experience, but the automatic working of the cognitive system in inter-
preting information from the environment. That is, such concepts are formed 
spontaneously because of the nature of our perceptual systems and the inherent 
pattern recognition mechanisms built into human cognition. 

 It is important to be clear that this neither means that we all spontaneously 
develop precisely the same conception of horse, nor that the conceptions we do 
develop are necessarily ‘correct’ in some technical sense such that any particular 
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conception will match a canonical scientifi c concept. But we do readily develop 
working concepts in this way. As we have substantial common genetic inheritance 
as humans, and as we often experience similar environments, we would expect there 
to be strong similarities in many of the spontaneous concepts we develop. 

 This is the basis of implicit knowledge, such as that represented in p-prims (as 
discussed in Chap.   11    ), which is often used to guide our behaviour without con-
scious control of attention. The advantages of speed and automation that implicit 
knowledge provides allow us to act on such knowledge without pausing to refl ect 
upon its nature or origins. 

    Introspection on Spontaneous Concepts 

 The implicit nature of this knowledge does not imply that we must completely lack 
self-knowledge in this regard. As was discussed in the last chapter, a key feature of 
human development is the acquisition of the ability to refl ect upon our own think-
ing: metacognition (see Chap.   7    ) – perhaps due to something like Demetriou’s 
hypercognitive system (Demetriou & Mouyi,  2011 , see Chap.   14    ) model. Although 
some aspects of the processing in human cognitive systems occur away from con-
scious awareness and control, we can still refl ect upon  the outcomes  of such think-
ing (e.g. I know I’m seeing it as a face, but actually it’s just a coincidental pattern in 
the clouds, cf. Fig.   4.6    ). 

 There has been a debate about the nature of our concepts (Gilbert & Watts,  1983 ), 
for example, whether they are based on membership criteria (if it is a large animal, 
with four legs, a mane, a particular head shape, etc.) or prototypes (if it looks like 
this mental image I have of a typical horse), etc. Such an argument may be unhelpful 
if the apparatus for forming spontaneous concepts is based on neural networks 
which become tuned to perceived regularities in the environment, as these types of 
cognitive components would inherently seek a match through an inbuilt feedback 
mechanism and not in any directly verbalisable manner (see Chap.   5    ). So we can 
 refl ect upon  how we know when we have seen a horse and might refer to the number 
of legs, the tail, the mane, the size of the beast, etc., but we do not actually know 
how we make the judgement using preconscious processing – we can only offer 
conjectures for how we know.  

    Forming ‘Refl ective’ Concepts 

 Scardamalia and Bereiter ( 2006 , p. 104) discuss how ‘a dynamic systems explana-
tion of conceptual growth posits (along with other kinds of interactions) ideas inter-
acting with ideas to generate new ideas’. So, as an example, I may, through a creative 
process (Chap.   7    ), coin a new concept I label as ‘supermarines’. My conception of 
supermarines is vessels that may be used for transport on the surface of the sea, and 
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I will include as examples boats, ships, rafts, dinghy, catamarans, canoes, yachts, 
seaplanes (fl ying boats), etc. 

 Karmiloff-Smith ( 1994 ,  1996 ) has argued that a key feature of the cognitive system 
is an ability she calls ‘representational redescription’, which allows the cognitive sys-
tem to form new types of representations of the information already represented: ‘to 
exploit internally the information that it has already stored, by redescribing its repre-
sentations or, more precisely, by iteratively rerepresenting in different representational 
formats what its internal representations represent’ ( 1994 , p. 699). In general, 
Karmiloff-Smith argues, this process allows knowledge to be represented at increas-
ingly explicit levels. So, an implicit knowledge element such a p-prim might become 
re-represented at a level at which  the new representation  can be consciously accessed 
and refl ected upon, perhaps in an iconic form, or perhaps as a verbalisable concept. 

 That is, in terms of our typology of knowledge elements discussed in Chap.   11    , 
elements of conceptual knowledge which fall under the ‘implicit’ branch of Fig. 
  11.1     are not, and cannot themselves be, promoted to an explicit status but can 
 become represented  elsewhere within the system by a new representation formed 
within a category on the ‘explicit’ branch – which allows us to consciously access 
and operate with (not the original implicit knowledge element itself but) the explicit 
representation of the implicit knowledge element.   

    Acquiring Academic Concepts 

 A key distinction made by Ausubel ( 1968 ,  2000 ) was between ‘rote’ learning, which 
is learning material so it could be recalled verbatim without understanding, and 
‘meaningful’ learning where the material to be learnt was subsumed within existing 
conceptual structure (see Chap.   5    ). Although it will be suggested that this should be 
considered a matter of degree rather than a dichotomous classifi cation, it is a com-
monly used distinction and one of practical importance in teaching and learning. 

    Learning by Rote? 

 Learning that is  purely  ‘by rote’ may seem to offer the strongest example of the 
learning paradox, as it seems to suggest learning of material for which there is no 
relevant existing structure within the cognitive system to provide interpretation or 
linkage. However, when discussing rote learning, we are normally considering 
learning of verbal material, and so learning which is supported by the language 
‘modules’ that we know are part of the normally developing cognitive apparatus of 
all humans (see Chap.   6    ). So if we learn some lines of poetry without understanding 
their meaning, they are still likely to include some familiar words and to follow a 
familiar grammatical form. Even ‘nonsense’ poetry follows grammatical rules and 
uses the phonemes of the local language. 
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 Rote learning used to be very common in formal instruction and indeed still 
is in some national traditions (Boyle,  2006 ; Eickelman,  1978 ). In extreme form, 
this might mean reciting phrases such as ‘the square of the hypotenuse in a 
right-angled triangle is equal to the sum of the squares of the other two side’ or 
‘the rate of change of momentum of a body is directly proportional to the applied 
force and occurs in the direction of the applied force’ as if being able to produce 
the statements accurately at will is itself a worthwhile learning goal. Learning 
by rote is nowadays generally considered poor educational practice, and in sci-
ence teaching we seek meaningful learning as far as possible: that is, learning 
that makes sense to the learner though being related to an existing conceptual 
structure (Ausubel,  2000 ). 

 Rote learning clearly works in one sense, in that people  can  learn material by 
rote and for some material this may be useful or even necessary. An example 
might be when acting in a play – although, even there, performance based sim-
ply on memorising a text is unlikely to be of high quality. Generally, rote learn-
ing by itself is not very useful if it does not lead to understanding, but rote 
learning may sometimes be  part of  the process leading to understanding (Tavakol 
& Dennick,  2010 ) or may at least allow the learner to enter into discourse with 
others about what they have learnt. 

 The potential for rote learning seems consistent with the types of mechanisms 
responsible for implicit knowledge elements, in the sense that repetition provides 
repeated experience of the same pattern which at the physical level, see Table   3.4    , 
can presumably lead to sequenced fi ring of the same neural components, leading in 
turn to strengthening synaptic connections; that is, the tuning of neural circuits that 
will more readily be activated.  

    Conceptual Growth: Subsuming Learning 
Under Existing Conceptual Structures 

 We can learn that Paris is the capital city of France, that sodium has atomic number 
eleven, that Equus refers to horse and a great deal of other apparently arbitrary 
information. This information is arbitrary when  to the learner  there is no obvious 
rationale for why Paris is called Paris rather than something else. Such items would 
need to be learnt by rote when they cannot be understood in terms of existing con-
ceptual structure, although this is always a matter of degree. 

 Someone who did not speak English and learnt to recite that ‘Paris is the capital 
city of France’ without knowing what the terms France, Paris or capital city referred 
to would have learnt by rote to a much greater extent than an English speaker who 
knows of France and already had a concept of capital city. The challenge of the rote 
learning for this latter person is largely remembering the name of Paris, whereas for 
the non-English speaker the task is to learn an incomprehensible string of sounds. 
That is, for the person who has acquired the concept of capital cities, the new knowledge 
element, the meaning associated with the name Paris, fi ts within an existing schema 
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(see Chap.   11    ) in which capital cities have a particular relationship with countries 
and where a number of existing examples are likely known, for example:

 Country  Capital 

 England  London 
 USA  Washington, DC 
 France  [slot for the name of the capital city of France] 

   A lot of learning involves these kinds of processes – learning new examples or 
properties that can be added to our existing ‘conceptual map’ of the world. Mnemonics 
used as memory aids work in a similar way, by making links with material already 
present in conceptual structure. So, a learner who knows that gold and iron and cop-
per are metals might add additional examples such as sodium and uranium (this 
example is developed further below). Indeed, this type of learning can be represented 
by showing additional propositions added to a concept map (see Chap.   12    ).   

    Learning ‘Academic’ Concepts 

 Vygotsky ( 1934/1994 ) referred to ‘scientifi c’ or ‘academic’ concepts, which are 
only acquired through formal instruction – and so are ‘the purest type of nonspon-
taneous concepts’ (p. 365) – as opposed to what Piaget had called ‘spontaneous’ 
concepts that the individual can acquire through their direct action in the physical 
world. Those spontaneous concepts (i.e. conceptions) derive from everyday experi-
ence, and although they do not necessarily remain tacit, this origin is signifi cant:

  The child becomes conscious of his spontaneous concepts relatively late; the ability to 
defi ne them in words, to operate with them at will, appears long after he has acquired the 
concepts. He has the concept (i.e., knows the object to which the concept refers), but is not 
conscious of his own act of thought. The development of a scientifi c concept, on the other 
hand, usually begins with its verbal defi nition and its use in nonspontaneous operations – 
with working on the concept itself. It starts life in the child’s mind at the level that his 
spontaneous concepts reach only later. ( Vygotsky, 1934/1986 , p. 192) 

   Figure  15.1  represents the difference between spontaneous and academic con-
ceptions using the form of representation adopted earlier in the book. In the fi gure, 
the student is shown directly perceiving an object, a plant, and being taught about 
the concept of ‘primary producers’.

      Academic Concept Formation 

 Spontaneous concepts are likely to derive from the cognitive system’s inherent pat-
tern recognition ability, when experiences that seem similar lead to the formation of 
a knowledge element for that pattern of experience. For example, certain types of 
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objects in the environment, which are green, anchored in the soil, have laminal 
structures, etc. come to be seen as a class of things. 

 Academic concepts are usually presented through language, which is analysed in 
specifi c areas of the brain where specialised interpretative apparatus has evolved to 
handle this type of input (see Chap.   6    ). This might seem to  ‘ short-circuit’ the 
 learning process by allowing the individual to develop concepts without extensive 
personal experience of the referents (Karmiloff-Smith,  1996 ). However, as sug-
gested above, such concept learning is only meaningful when it can be interpreted 
as making sense in terms of existing conceptual structures – which ultimately means 
it depends upon direct experience of the world (Lakoff & Johnson,  1980b ). Thus, 
verbal learning can occur providing both the apparatus and some relatable concep-
tual substrate are available to the learner. From this perspective what is learnt has 
the meaning imposed by being related to an existing conceptual structure and will 
not necessarily acquire the meaning intended by a teacher. This is a premise of the 
constructivist perspective on learning (Taber,  2009b ).   

    Concept Modifi cation 

 Earlier in the book (see Chap.   11    ) the knowledge components that were tacit were 
compared with those, such as a learner’s conceptions, which they can directly access 
and refl ect on. Once conceptual knowledge has been formed, there is the potential 

  Fig. 15.1    The origins of academic and spontaneous concepts       
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for it to be modifi ed within the conceptual system. Caravita and Halldén offer a 
view of learning, where:

  [learning is not seen] as an event of mere replacement of old ideas by new ones, but as a 
process which occurs in a system where conceptions of specifi c phenomena are only one of 
the components. Organization, refi nement and differentiation among contexts are other 
important and observable aspects which continuously enlarge the power of the system to 
perceive and interpret reality. (Caravita & Halldén,  1994 , p. 90) 

   Whereas tacit knowledge components such as p-prims are encapsulated, so that 
once established in the system, they remain stable and unchanged, conceptual 
knowledge has the potential to be related, compared and interlinked in various 
ways. Various types of modifi cations are possible. 

 Piaget ( 1970 /1972) saw a process whereby experience provided new material to 
be incorporated into conceptual structure (assimilation), sometimes leading to 
inconsistencies in the system (disequilibrium), which could be fi xed by modifying 
existing knowledge (accommodation) to bring the system back to coherence 
(equilibrium). 

 Disequilibrium only occurs when we notice something that does not fi t with 
existing ideas, whereas the nature of the perceptual system is such that most com-
monly we manage to  interpret  new information in ways that are consistent with our 
existing conceptual structure (see Chap.   4    ). Therefore, only when a new learning 
experience cannot be made sense of in terms of current knowledge are we likely to 
experience the ‘cognitive dissonance’ (Chapanis & Chapanis,  1964 ; Cooper,  2007 ) 
produced by something that confounds our expectations and therefore cannot be 
perceived in terms of existing knowledge. 

 We might envisage one type of conceptual development as simple growth in the 
range of application of a conception as more examples that can be subsumed are 
discovered. So a student who has a conception of metal that includes knowing that 
iron and copper are metals may go on to learn that manganese and zinc are addi-
tional examples of metals, without substantially changing their existing conception 
of what a metal is. 

 We can also envisage conceptual development that brings about more fundamen-
tal changes in the nature of the learner’s conception – such as when the everyday 
notion of what it is to be a metal is related to new learning about the canonical 
chemical concept of metal. Sometimes there may be potential for ‘changing one’s 
mind’ such that existing conceptions are found to be inadequate, requiring changes 
in aspects of existing understanding. A conception of metals, for example, incorpo-
rating lifeworld ideas that metals are magnetic, metals are hard and metals are solids 
may be challenged by new learning (this example is developed below). 

 It would seem that characteristics of progression in learning might be 
understood as:

•    Increasing integration of conceptual knowledge by identifying links between 
conceptions  

•   Increasing coherence of knowledge by identifying apparent inconsistencies and 
seeking to interpret them    
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 Interpretation may involve resolving the apparent inconsistency (as, e.g. recognising 
it as due to alternative models of the same target) or recognising an apparent fl aw in 
personal knowledge that requires attention. 

 It is known that the human cognitive system has inbuilt mechanisms for seeking 
greater integration of knowledge that do not rely on conscious interrogation of a 
person’s knowledge base (see the discussion of memory consolidation in Chap.   5    ); 
however, metacognition – conscious interrogation of and refl ection on one’s own 
knowledge (see Chap.   7    ) – also plays an important role in identifying apparent 
inconsistencies between different (explicit) knowledge components. 

    Vygotsky’s Notion of Concept Development 

 Vygotsky’s model of conceptual development involved interaction, and a kind of 
convergence or hybridisation, between spontaneous and academic concepts. 
Vygotsky suggested that in effect spontaneous concepts allow academic concepts to 
be meaningful and academic concepts provided the framework for making sponta-
neous concepts explicit. Vygotsky ( 1934/1986 , p. 148) described this process using 
a spatial metaphor involving ‘two different paths in the development of two differ-
ent forms of reasoning’. Vygotsky talks of academic or scientifi c concepts being 
formed higher in the system than spontaneous concepts, as ‘a scientifi c concept…
starts its life in the child’s mind at the level that his spontaneous concepts reach only 
later’ (p. 192). This is possible because such concepts are ‘mediated’ (p. 194). 

 The two types of concepts interact and converge: the academic concepts moving 
‘downward to a more elementary and concrete level’ (p. 193) and the spontaneous 
concepts moving upwards. That is, they ‘develop in reverse directions: starting far 
apart, they move to meet each other’ (p. 192):

  In the case of scientifi c thinking, the primary role is played by initial verbal defi nition, 
which being applied systematically, gradually comes down to concrete phenomena. The 
development of spontaneous concepts knows no systematicity and goes from the phenom-
ena upwards towards generalizations. ( Vygotsky, 1934/1986 , p. 148) 

   This spatial metaphor, of vertical movement towards convergence, is repre-
sented in Fig.  15.2 . This metaphor, focusing on shifts along a concrete-abstract 
dimension, however, oversimplifi es the process Vygotsky describes. For 
Vygotsky, the shifts that occur in these initially quite distinct types of conception 
are facilitated though being related to concepts from the other category, through 
a kind of mutual development:

   In working its slow way upward, an everyday concept clears a path for the scientifi c concept 
and its downward development. It creates a series of structures necessary for the evolution 
of a concept’s more primitive, elementary aspects, which give it body and vitality. Scientifi c 
concepts, in turn, supply structures for the upward development of the child’s spontaneous 
concepts toward consciousness and deliberate use. Scientifi c concepts grew downward 
through spontaneous concepts; spontaneous concerts grow upward through scientifi c con-
cepts. ( Vygotsky, 1934/1986 , p. 194) 
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   Vygotsky was writing the best part of a century ago, and parts of his description 
may now seem outdated. He notes that spontaneous concepts appear before the 
learner is aware of them or is able to defi ne them or to consciously apply them at 
will (p. 148). That is, this type of knowledge is initially implicit. Vygotsky suggests 
that scientifi c concepts facilitate the shift to explicit knowledge. This, however, need 
not be the case: the presence of something like the hypercognitive system (see Chap. 
  14     and the discussion of metacognition in Chap.   7    ) allows us to  become aware  of at 
least some of our initially implicit knowledge (e.g. personal constructs; see Chap. 
  11    ) and so make them explicit. This need not require the mediation of academic 
(taught) concepts but can occur through the process of representational redescrip-
tion discussed above. 

 Even if the formation of what might be termed ‘refl ective’ concepts, that is, con-
cepts open to conscious refl ection, from initially tacit spontaneous concepts may 
not require the mediation of taught academic concepts as Vygotsky suggests, once 
the refl ective concepts have themselves been formed, there is a question of their 
relationship with academic concepts acquired through language and social pro-
cesses (e.g. teaching). 

  Fig. 15.2    A representation of Vygotsky’s spatial metaphor for conceptual development       
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 As noted earlier (see Chap.   12    ), some commentators have suggested that  concepts 
derived from everyday experience largely form a discrete system represented sepa-
rately in conceptual structure from taught concepts (Claxton,  1993 ; Solomon, 
 1992 ). From this perspective, the task of relating these two systems is seen as chal-
lenging for the learner. Vygotsky’s research, however, led him to conclude that ‘the 
development of spontaneous and academic concepts turns out as processes which 
are tightly bound up with one another and which constantly infl uence one another’ 
( 1934/1994 , p. 365). 

 Rather than forming somewhat isolated categories of thought, Vygotsky argued 
that the two ‘types of concept are not encapsulated in the child’s consciousness, are 
not separated from one another by an impermeable barrier’ but rather that ‘the 
dividing line between these two types of concepts turns out to be highly fl uid, pass-
ing from one side to the other side an infi nite number of times in the actual course 
of development’ (p. 365). According to Vygotsky, our spontaneous and academic 
concepts ‘do not fl ow along two isolated channels, but are in the process of contin-
ual, unceasing interaction’ (p. 356). 

 This does not seem consistent with Solomon’s ( 1983 ,  1992 ) notion of life-
world knowledge being a separate domain to school learning of concepts. 
However, if Solomon’s notion of there being distinct domains of knowledge is 
understood in terms of the topography of learners’ cognitive structures – there 
being separate systems for representing lifeworld and school science concepts 
in different locations – then it runs into diffi culties as her distinction does not 
seem to fi t well with the actual distinctions between different types of knowl-
edge elements elicited from learners (as discussed in some detail in Taber, 
 2009b , pp. 241–251). Solomon’s ideas may be better understood in terms of 
students having to learn to participate in different discourse practices in science 
classes (Gunckel, Mohan, Covitt, & Anderson,  2012 ), rather than being about 
the representation of conceptual knowledge itself. This point is developed later 
in the chapter. 

 Vygotsky’s model then refers to a high level of interaction between spontaneous 
and academic concepts and the development of each of these types of concepts 
towards a more hybrid state: spontaneous concepts deriving from concrete experi-
ence acquiring abstract nature and academic concepts acquiring concrete referents.  

    Melded Concepts 

 Vygotsky’s description of this process maintains the labels of spontaneous and aca-
demic for the different types of concept that are interacting. Yet the implication of 
his account is that this distinction cannot be fully retained. Rather, by relating the 
academic concepts mediated through social processes to the spontaneous concepts 
developed through direct experience of the natural world, new conceptual structures 
form that subsume both. Through such a process people develop concepts that are 
hybrid forms: melded concepts. 

Concept Modifi cation

http://dx.doi.org/10.1007/978-94-007-7648-7_12


294

 This suggests that the distinction between spontaneous and academic concepts 
relates primarily to  the origins  of concepts, but due to the dynamic nature of 
memory this distinction may afterwards be broken down by the interactions 
Vygotsky describes. In some cases there might be considerable integration of 
what begins as a purely spontaneous concept with what has been learnt through 
verbal instruction. Through what might be termed ‘interconceptualisation’, what 
were originally discrete spontaneous and academic concepts evolve into a melded 
concept that draws upon both an experiential base in direct experience of the natu-
ral world  and  culturally mediated learning relying on communication through a 
form of language. Certainly it would seem this is often the ideal we look for in 
teaching science. 

 We might therefore reconceptualise Vygotsky’s description as something more 
like Fig.  15.3 , where both spontaneous concepts and academic learning are pro-
cessed initially through perceptual apparatus, before becoming represented as 
explicit knowledge in conceptual structure, allowing the potential for linking, and 
possibly some level of integration.

  Fig. 15.3    A modifi cation of Vygotsky’s scheme: the development of melded concepts       
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   Here, in Fig.  15.3 , an alternative spatial metaphor is employed, where rather than 
spontaneous and academic concepts moving up and down (respectfully) to meet 
each other, both are originally represented near the periphery of conceptual struc-
ture, but through being linked and used to interpret each other, come to occupy a 
more central position. This representation borrows from the metaphor of surface 
and deep learning (Chin & Brown,  2000 ). That is, conceptual structure is here con-
ceptualised spatially not in relation to physical location within the cortex, but in 
terms of connectedness, with more connected material seen as more central. 

 This process highlights the value of language and social mediation in human 
learning. Without such mediation, the individual learner would only form con-
cepts based on interpretation of direct experience. Refl ective concepts could cer-
tainly form, and be modifi ed by new experience in the sense Piaget describes. 
Moreover, the inbuilt tendencies of the cognitive system to relate the contents of 
conceptual structure, notice inconsistency (disequilibrium) and modify the sys-
tem of concepts towards greater coherence would act on spontaneous concepts – 
but would always be limited to the data provided by perceptions of personal 
experience of the world. 

 Vygotsky points out how cultural mediation through language allows us to also 
develop what are initially spontaneous concepts not only through refl ection upon 
our own experiences but also through our interpretations of the public representa-
tions of the refl ections of others. Sometimes, of course, this process involves many 
stages of iteration such that we can consider there to be, at least in principle, canoni-
cal versions of concepts (see the discussion of public knowledge in Chap.   10    ). 

 As Vygotsky recognised, academic concepts can only be meaningful through 
being related to existing concepts that ultimately are grounded in spontaneous con-
cepts formed through personal experience and this inevitably means that academic 
concepts may be acquired in idiosyncratic ways. Moreover, the possibility of form-
ing melded concepts opens up the conceptual system of any learner to a potentially 
vast sources of ‘secondary data’ based upon the public representations of the knowl-
edge of other members of the community. In a global society with books, radio, 
television, the Internet, etc., this in effect means that every learner can be part of a 
network of billions of people able to represent their personal knowledge in the pub-
lic space where it can be perceived and interpreted by others.   

    A Hypothetical Example of Concept Development 

 It certainly seems that conceptual development involves a number of distinct types 
of changes to conceptual structure. This can be illustrated by using the example of 
a student’s learning about the ‘metal’ concept. The example here is hypothetical, 
designed to highlight some of the different aspects of concept development, but 
refl ects the kinds of changes reported in studies. 

 Figure  15.4  represents a hypothetical student’s concept of metals before formal 
instruction in the topic in middle or secondary school science. Most students will 
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have acquired a concept of metal from a combination of their spontaneous experience 
of materials, and the tendency to fi nd patterns in and categorise experience, and the 
way the term metal is used in lifeworld contexts. So an initially spontaneous  concept 
will have acquired explicit representation in verbalisable form through exposure to 
many references to metal and to common examples of metals.

   We would expect a young learner to typically consider metal to be a category of 
material, which includes some common types (iron, copper, etc.) and which has some 
common properties which are related to common uses of metals that are regularly 

  Fig. 15.4    Conception 1. Representation of a hypothetical pre-instruction conception of ‘metal’       
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experienced (such as coinage and knives). As a lifeworld concept, the notion of metal 
overlaps with, but is not entirely consistent with, the scientifi c concept. 

 So metals in everyday discourse are materials with certain useful properties that 
make them suitable for being formed into materials. So, for example, metals are 
hard and strong solids, allowing us to use them to make bridges that span rivers. It 
is also quite possible that our hypothetical learner will have acquired the common 
alternative conception that metals are (i.e. generally) magnetic (Hickey & Schibeci, 
 1999 ) in the sense that they ‘stick’ to a magnet. 

 When our learner meets the concept of metal formally in science class, they are 
likely to make sense of teaching about metals in terms of the pre-existing concep-
tion of metals. When the teacher refers to metals, this will be recognised as a 
reference to the types of materials the student already understands metals to be. 
Meaningful learning involves making sense of teaching in terms of existing con-
ceptual structure, and references to metals will be interpreted through existing 
understanding of that concept. 

 Some modifi cations to existing conceptual structure can be seen as little more 
than additions to the existing conception, so Fig.  15.5  refl ects that, for example, the 
learner may do some school practical work to show the electrical conductivity of 
metals – something commonly included in lower secondary courses. Probably, only 
a few examples will be investigated, but this is likely to be enough to acquire the 
generalisation that all metals conduct electricity, just as previous experience with 
magnets might have suggested that metals were generally magnetic.

   Where new examples of metals are encountered either physically in the school 
laboratory (e.g. perhaps zinc) or mentioned by the teacher (e.g. perhaps manganese) 
these can be readily subsumed under the existing conception of metal – especially 
when they seem from the way they are discussed to fi t the prototype of solid, hard 
materials useful for forming into structures. New properties of metals may be 
encountered, so, for example, our learner may be taught that metals have a property 
of being ‘sonorous’, which may be linked to new applications such as being formed 
into bells. 

 However, not all new learning can be fi tted into existing conceptual structures so 
readily (see Fig.  15.6 ). The learner may be taught that actually most metals are not 
magnetic, and that only three common metals have this property: iron, nickel and 
cobalt. Indeed, if our learner sticks with the physical sciences long enough, this can 
change again when the magnetism concept expands to represent various forms of 
magnetism – paramagnetism, diamagnetism, antiferromagnetism – and it will tran-
spire that the everyday notion of magnetism only refers to one type: ferromagnetism. 
At that point the magnetism concept would be some way removed from the simple 
notion of what a magnet can pick up.

   Our hypothetical learner may also be taught that metals are considered a major 
category of the chemical elements. However, this may be accompanied by the start of 
a shift in the concept or perhaps a sense that the metal concept is ambiguous and has 
several foci; see below. So some of the examples of metals that were already familiar, 
such as steel and bronze, are not elements, but rather mixtures of elements and so 
perhaps not actually chemically metals, but something else: alloys. Our learner 
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will also be taught about new examples of elements considered metals, which do not 
fi t the stereotypical metallic properties – so sodium is a soft metal that reacts vigor-
ously with water, and mercury is considered a metal whilst being a liquid at room 
temperature. This rather different, chemical, notion of the metal can undergo further 
development as study continues, as is suggested in Fig.  15.7 .

   So the primary properties of a metal  from a chemical perspective  relate not to its 
physical characteristics but its chemical behaviour: that is, to the nature of the 

  Fig. 15.5    Conception 2. Some new information may be assimilated by being subsumed into the 
existing structure – new examples, new properties       
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reactions it undergoes. So the existing (lifeworld) notion that metals commonly 
tarnish will be related to a new idea that metallic elements may commonly be 
 oxidised – and so linked to a more general chemical concept of oxidation. This will 
be accompanied by a shift in focus from how this affects the appearance of the metal 
to the nature of the product: an oxide that is basic or amphoteric, so potentially 
linking to developing concepts of acidity and alkalinity. Similarly, metals will produce 
salts when reacted with acids and will be classed as electropositive elements. 

  Fig. 15.6    Conception 3. Some new information assimilated into the structure may lead to incon-
sistencies with existing aspects of conceptual knowledge       
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This latter property may be explained in terms of submicroscopic models of atomic 
structure, which may also be used to characterise the crystalline structure of metals 
and the form of bonding found in metals. At this point our hypothetical learner’s 

  Fig. 15.7    Conception 4. Some new information assimilated into the structure may be accommo-
dated by modifi cations of previous understanding and may offer potential for new linkages       
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concept of a metal will have shifted quite considerably and will have become fi rmly 
embedded within a network of chemical concepts (see Fig.  15.8 ).

       The Challenge of the Separate Domains Model 
to Conceptual Development 

 This form of representation (Figs.  15.4 ,  15.5 ,  15.6 ,  15.7  and  15.8 ), albeit here 
 demonstrating a hypothetical case, seems to suggest that there  is a single conception  
of metal that is evolving. Yet arguably this oversimplifi es the nature of conceptual 
change. Caravita and Halldén ( 1994 , p. 90) argue that ‘organization, refi nement and 
differentiation among contexts are other important and observable aspects which 

  Fig. 15.8    Conception 5. Ongoing evolution of the concept within conceptual structure may lead 
to a shift in the nature of the concept (e.g. metal as everyday category to metal as a chemical cat-
egory) and offer potential for extensive new linkage with other parts of conceptual structure       
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continuously enlarge the power of the system to perceive and interpret reality’. 
Commentators such as Solomon ( 1983 ) and Claxton ( 1993 ) have argued that systems 
of lifeworld concepts exist  alongside  formally taught concepts (see Chap.   12    ), with 
successful learners discriminating from context which set of concepts may be 
appropriate for particular discourse. Yet, if (as Vygotsky suggested) spontaneous 
concepts evolve with the learning of academic concepts, then arguably the initial 
spontaneous concept is no longer present as it has been modifi ed through the con-
struction of a hybridised, more developed, melded concept (cf. Fig.  15.3 ). 

 Solomon ( 1992 ), after detailed work looking at how children used the energy 
concept both in and outside formal school contexts, suggested that people maintain 
two separate systems of concepts. If that also applied across other topic areas such 
as metals, then they would be expected to retain a lifeworld notion of metal in one 
domain of conceptual structure, whilst building an alternative school chemistry con-
cept of metal in a separate domain of academic concepts. 

 Energy is an abstract concept that is often understood by young people in quite 
different ways from the formal physics concept, because of the way the term is com-
monly used in social discourse – and the formal physics concept is somewhat 
counter- intuitive in that energy does not refer to anything directly observable but is 
used more like a formal accounting device (Feynman, Leighton, & Sands,  1963 ). In 
effect, Solomon’s model suggests that there are synonymous energy terms and stu-
dents are expected to use the context of any reference to know which energy concept 
is being referred to. So the learner is meant to appreciate that in the lifeworld con-
text, a person can  raise  their energy levels by some moderate exercise, whereas in 
the physics classroom the same activity would be understood as a process of transfer 
of conserved energy  from  the chemical stores associated with blood sugar and oxy-
gen through processes of working and heating the environment. Confusion might be 
best avoided here if these two ways of thinking and talking about energy are not 
considered to refer to ‘the same thing’. 

 So whereas the simplistic conceptual change notion might suggest that school 
science should challenge an existing alternative concept of energy and seek to 
replace it by a more scientifi c conception, in the example of ‘energy’ there might be 
a good case for arguing that the role of school science is actually to help students 
form a distinct new (canonical scientifi c) energy concept, to be maintained in paral-
lel with the existing lifeworld concept. The latter would be technically inadequate 
but arguably remains more useful in everyday social discourse. 

 Claxton ( 1986 ) has argued that given the diffi culties in getting learners to shift 
from their pre-formal alternative conceptions of scientifi c ideas to new conceptions 
refl ecting the scientifi c concepts, it is ineffective to try to start from their existing 
ideas and expect them to substantially modify these, and it might be better to look 
to build new concepts completely independently. In the case of energy, this seems a 
sensible suggestion: if we expect students to build the formal concept of energy 
from their existing lifeworld notion, then the task will be challenging. 

 In this case Vygotsky’s notion of the spontaneous and academic concepts coming 
together is inevitably going to be problematic when ‘lifeworld energy’ can be gained by 
eating sweets and running around, and can be readily used up, and ‘school physics 
energy’ is never created nor destroyed. The logic of Solomon’s research is that effective 

15 Modelling Conceptual Learning

http://dx.doi.org/10.1007/978-94-007-7648-7_12


303

students do create a new school science energy concept that they keep separated from 
their lifeworld concept and know when to use each in science classrooms and examina-
tions versus in everyday discourse. By contrast, less successful students mistakenly 
attempt to make sense of school science tasks with their existing quite different life-
world concept of energy. Arguably here, there is a good case for even avoiding the 
confusion of terms and basing teaching around free energy, given a suitable new label, 
rather than energy itself. As Fig.  15.9  suggests, the nature of these two concepts is quite 
different, as they have very different central concerns and core properties.

      Multiple Conceptions or Manifold Conceptions 

 There is a signifi cant challenge here for the research programme. In the case of 
energy, it seems the scientifi c concept is quite unlike the everyday notion, and 
Solomon’s ( 1992 ) suggestion that conceptual development here is best understood 

  Fig. 15.9    The school science concept of energy ( bottom  scheme) is quite different in nature to the 
most common way the idea of energy is used in everyday discourse ( top  scheme)       

 

The Challenge of the Separate Domains Model to Conceptual Development



304

as the formation of a new canonical energy concept in parallel to the existing 
lifeworld energy concept would seem credible and to avoid the issue of how people 
operate with a single energy concept which has quite different properties, and asso-
ciated rules, depending upon context. 

 However, unlike in the case of energy, the lifeworld concept of a metal is not 
completely distinct from the formal chemical concept of metal – and indeed is quite 
close to how the term is commonly used in engineering contexts. There are many 
examples of metals – iron, copper, zinc, aluminium, etc. – that fi t ‘both’ the life-
world and the chemical use of the term. It seems much more credible here that the 
chemical concept of metal is not constructed separately from the everyday usage, 
but rather that the learner builds upon and modifi es the spontaneous concept whilst 
learning the scientifi c nature of the concept. 

 This distinction would make sense in terms of the work of Chi and her colleagues 
(Chi,  1992 ,  2008 ; Chi & Slotta,  1993 ; Chi, Slotta, & de Leeuw,  1994 ). Chi has 
looked at student conceptual learning in terms of the way people build up their 
understanding of the ontology of the world. In particular, Chi has argued that such 
an ontology has distinct major trees of concepts and that a range of common learn-
ing diffi culties in physics relate to students misidentifying scientifi c concepts that 
fundamentally refer to processes (e.g. heat) as material substances (Reiner, Slotta, 
Chi, & Resnick,  2000 ). So, for example, learners commonly think of heat more like 
the historical caloric (Cajori,  1922 ) than as a process of energy transfer due to tem-
perature differences. 

 According to Chi, although conceptual change can bring about modest changes in 
the understanding of the nature of entities through modifi cations of a learner’s onto-
logical trees, it is not viable to switch a concept completely from one tree to another. 
So, for example, Chi would not think a student with a substance notion of heat can 
modify that to a process-based notion, but rather the learner would have to form the 
scientifi c concept of heat quite separately from any existing substance based notion. 
This ties in with Solomon’s description of what happens in learning about energy in 
school and Claxton’s prescriptions for avoiding attempts to build scientifi c concepts 
from students’ own ideas where they are at odds with target knowledge. 

 From this perspective, teaching for conceptual development involves providing 
learners with alternatives to their existing concepts and supporting them to learn to 
access and apply the new school-learned concepts, rather than their prior concep-
tions, which remain unchanged. This will leave learners with multiple conceptions 
of energy, and heat, etc., each with different ranges of application. We might rep-
resent conceptual development in such as case as in Fig.  15.10  as an addition of a 
new concept.

   If these two concepts are genuinely distinct, but just synonymous, then the 
 context of a reference would be expected to activate one or other concept: just as 
references like ‘Napoleon has been bringing home dead birds again’ and ‘Napoleon 
was an effective military leader’ are likely to be recognised as referring to a family 
pet and a historical leader who share the same label. However, the example of devel-
oping the chemical concept of metal seems quite different, with the ‘same’ concept 
is incrementally modifi ed over time. This would seem to be better represented by a 
scheme like that shown in Fig.  15.11 .
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   In this case, our hypothetical learner will be able to work with a multifaceted 
metal concept, such that the term ‘metal’ can be understood differently in different 
contexts. So our learner will come to appreciate that, in the chemistry laboratory, 
sodium, potassium and mercury will be included in references to metals, but not say 
bronze or steel, whereas in the craft workshop the situation is reversed. Whilst it is 
simple enough to draw such fi gures, they do not explain how context provides the 

  Fig. 15.10    Conceptual development of the scientifi c energy concept alongside a spontaneous con-
cept (cf. Fig.  15.9 )       

  Fig. 15.11    Conceptual development of the scientifi c conceptions of metal (cf. Figs.  15.4 – 15.8 )       
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cues for different facets of the ‘same’ concept to be foregrounded in different 
 circumstances. This presumably refl ects extensive levels of interconnection between 
the different nodes of a fi gure such as Fig.  15.7 , with various connection strengths, 
such that different patterns of activation across the concept become possible (such 
as in Fig.  15.12 ). This is an interesting area, but one which has not been explored 
within science education yet.

   One promising idea that has been taken up for workers adopting a social con-
structivist perspective on teaching and learning concerns the notion of discourse 
practices. Although Solomon referred to different domains, an alternative way of 
understanding her fi ndings is to think in terms instead of the different discourses 
that learners partake in. So it has been suggested that we all initially learn a particu-
lar discourse, with its norms and rules, in the home as infants. Later we enter other 
contexts, where new discourses become appropriate. From this context, learning 
progressions in school science involve switching from describing phenomena in 
terms of the ‘home’ discourse, to the more technical discourse of school science 
(Gunckel et al.,  2012 ). The kind of cultural border crossing posited as a metaphor 
for learners entering the science classroom (Aikenhead,  1996 ) becomes a crossing 
into a different discourse community.  

    Multifaceted Conceptions in Science and Science Learning 

 The two examples of concept areas considered above, of energy and of metals, are 
quite different then in two important respects. The two energy concepts refer to dif-
ferent kinds of things, and have very different properties, and so it seems feasible 
that they may be quite distinct in cognitive structure as there is little basis for form-
ing any coherent account drawing on both notions. The scientifi c metal concept 
refers to a material substance, just as the lifeworld notion does, and there is 
 considerable overlap in how these two facets of the metal concept can be understood, 
including a range of common examples. In that case a melded hybrid concept 
incorporating both spontaneous and formally taught aspects seems more feasible. 

 The example met in Chap.   12     of a student having several different ways of think-
ing about chemical bonding (see Fig.   12.4    ) would at fi rst sight seem to be an inter-
mediate case: drawing upon both scientifi cally valid and alternative notions of the 
target concept. Yet, in practice it is much closer to a melded concept as the different 
narratives the student drew upon were, to his thinking at least, all based upon under-
standing of formally taught chemistry. These explanations were all offered in a dis-
course context of a student answering questions posed by a researcher who was also 
his teacher in the physical location of the college he attended. There is no lifeworld 
notion of chemical bonding, as the idea only has currency in academic settings, and 
although the idea that bonding forms so that atoms can fi ll their electron shells has 
no scientifi c validity, it was an interpretation of school learning and not an idea met 
outside of school science. 
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  Fig. 15.12    Different patterns of activation of complex, multifaceted, conceptions (such as ‘metal’) 
seem to be triggered in different contexts       
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 Whilst at fi rst sight it might seem strange that a scientifi c concept taught in 
school could have such quite different manifestations, this is actually not so unlike 
a number of other concepts met in school and college chemistry. So the student of 
chemistry will meet sequences of defi nitions and models relating to such areas as 
acidity, oxidation and atomic structure. As with the student’s multifaceted notion of 
chemical bonding discussed in Chap.   12    , students are likely to develop conceptions 
in these other areas of chemistry which include inconsistent, alternative ways of 
understanding the concept due to the range of different models used in chemistry in 
these areas (see Fig.  15.13 ).

   In three of the four cases the alternatives are all sanctioned within the curricu-
lum and so are alternative conceptions of a scientifi c concept that are all in a sense 
canonical in they could be the ‘right’ answer in the context of certain questions that 
might be posed in the classroom. If we expect students to accept and distinguish 
between alternative scientifi c models for some scientifi c concepts met in their 
study, we should not be surprised if they develop a promiscuous conceptualisation 
of other concepts, especially when they consider they are adopting ideas presented 
in instruction. 

  Fig. 15.13    Students’ conceptions of chemical ideas may often be manifold       
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 Petri and Niedderer ( 1998 ) explored one student’s learning about atomic structure 
in a German physics class, as he, ‘Carl’, met different models of the atom. They 
concluded that

  Carl’s statements in interviews, questionnaires and written tasks near the end of the instruc-
tion can be explained if we assume that the fi nal state of Carl’s cognitive system is an 
association of co-existing conceptions. To clarify, an association is when several concep-
tions co-exist and are connected to form different layers of the cognitive system, with a 
metacognitive layer on top. (Petri & Niedderer,  1998 , p. 1083) 

   So Petri and Niedderer consider these different facets of a manifold conception 
to exist as distinct but connected ‘layers’ of the cognitive system. In Fig.  15.3  I have 
represented conceptual structure as a two-dimensional conceptual ‘space’, but Petri 
and Niedderer suggest an additional dimension is needed, allowing different facets 
of a complex concept to overlay each other. 

 This is refl ected in Fig.  15.14 , which suggests that each facet, or ‘layer’, of a 
manifold conception will draw upon both aspects of implicit knowledge and learn-
ing form others (e.g. teaching). Generally, different aspects of tacit knowledge may 

  Fig. 15.14    Development of manifold conceptions       
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be drawn upon to provide the experiential basis of different facets. So, for example, 
it might be conjectured that the three facets of the acid concept suggested in Fig. 
 15.13  could possibly draw upon implicit knowledge (i.e. something like p-prims; 
see Chap.   11    ) related to extent (pH < 7), ejecting (generation of hydrogen ions) and 
engulfi ng or taking in (accepting electron pairs). This example is speculative, 
intended to illustrate the kinds of general patterns likely to be abstracted from expe-
rience at the level of phenomenological primitives. Establishing such links would be 
a matter for empirical research.

   By comparison, the formation of distinct alternative conceptions, as suggested in 
the case of energy, whilst also drawing upon both linguistic information and implicit 
knowledge elements (e.g. relating perhaps to  balance  in one case and  conservation  
in the other), would, it is suggested by Solomon’s ( 1983 ) work, be represented quite 
separately in conceptual structure, as indicated in Fig.  15.15 .

        Revolutionary and Evolutionary Conceptual Change 

 It would seem we have three quite distinct models of how learners’ conceptions of 
scientifi c concepts can develop. Vygotsky’s argument that academic concepts draw 
upon spontaneous concepts allows the possibility of several largely independent 

  Fig. 15.15    Formation of discrete alternative conceptions       
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conceptions developing in response to quite different discourses in different contexts 
and therefore being activated and applied in different contexts. So, arguably, for 
many learners, a conception of the folk world energy concept and a conception of 
the school science energy concept may be constructed largely independently. 

 However, much focus in science education (Taber,  2009b ) and beyond 
(Vosniadou,  2008b ) has explored how initially limited or ‘alternative’ student con-
ceptions in science topics may be shifted towards canonical conceptualisations 
through teaching. Commonly a distinction has been made between evolutionary 
conceptual change and revolutionary conceptual change – although varying termi-
nology has been used and some authors limit use of the term conceptual change for 
more abrupt, ‘revolutionary’, shifts. The simple models considered above can be 
related to this distinction. 

 So the hypothetical example of developing thinking about metals, discussed 
above, offers an example of an evolutionary conceptual change. Over a period of 
time, the learner’s conception of metal shifts considerably (Fig.  15.11 ) but without 
any major discontinuities. New examples and properties are added without chang-
ing the basic type of thing that a metal is – a class of materials. Even though some 
previously accepted features have to be modifi ed (as metals do not have to be solid, 
hard or magnetic), these modifi cations do not require a fundamental shift (as metal 
is still one type of stuff), and so we seem to be operating with the ‘same’ concept 
changing over time (whereas in the energy case we have added a whole new 
conception). 

 A more problematic case in many ways is how it is possible for learners to have 
revolutionary shifts in their conceptions: where they come to adopt a fundamentally 
different conception for the same target concept. Work on how to encourage such 
changes in learners has been the focus of much research and discussion in science 
education (Caravita & Halldén,  1994 ; Posner, Strike, Hewson, & Gertzog,  1982 ; 
Schwedes & Schmidt,  1992 ; Smith,  1991 ). 

 The ability to shift one’s thinking between quite different conceptions of a topic 
has played a major role in the history of science and indeed was the basis of Kuhn’s 
( 1996 ) highly infl uential work on the ‘structure’ of scientifi c revolutions. However, 
inherent in that work was the assumption that even among professional scientists, 
such revolutionary ‘changes of mind’ were rare, with their spontaneous occurrence 
being limited to a few individuals. During so-called normal science most scientists 
adopt the canonical ideas of the fi eld, supported by their induction into the disci-
plinary matrix through the discourses of the fi eld. Science teachers are trying to 
encourage their students to adopt these canonical ideas, not make revolutionary 
breakthroughs in science by conceptualising the fi eld in a more productive way 
than the rest of the scientifi c community. However, in some topics this may require 
a revolutionary shift from the students’ current thinking. 

 Kuhn compared revolutionary insights to a paradigm shift, where a new pattern is 
recognised among familiar elements. In a sense that is what researchers recommend-
ing a knowledge-in-pieces approach (Hammer,  2000 ; Smith, diSessa, & Roschelle, 
 1993 ) to supporting conceptual change in students are looking to facilitate: that the 
teacher helps the learner construct new ways of understanding scientifi c concepts by 
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building upon the most appropriate conceptual resources among the available implicit 
knowledge elements. 

 Thagard ( 1992 ) looked at this process of revolutionary change in scientifi c ideas 
from the perspective of explanatory coherence and suggested that such conceptual 
changes involved the construction of the new way of understanding the topic, in 
effect ‘in the background’, until a point was reached when the new way of thinking 
comes to make more sense, and fi t more of the data, than the existing way of think-
ing. At that point the individual comes to consider the new way of thinking more 
fruitful and sets about persuading the fi eld. 

 Arguably, representations such as Fig.  15.14  may be useful here, following Petri 
and Niedderer’s ( 1998 ) metaphor of different layers of conceptual structure. Just as 
an individual might build up an ‘association’ of alternative ways of understanding 
concepts such as acidity and oxidation, and then  select  between them, so might they 
build up alternative conceptions of a target concept and over time  shift  between 
them. The suggestion is that in a revolutionary change, there is some kind of tipping 
point (Gilbert & Watts,  1983 ) where the balance of perceived strengths and limita-
tions of two distinct conceptualisations switches to the new understanding being 
developed having more coherence, and this then becomes the preferred way of 
thinking about that target topic. 

 So whereas in the case of concepts which are understood in different ways 
(oxidation, acidity) we would expect the learner to retain the use of these differ-
ent ‘layers’ as the different models are retained within science for different 
 purposes, we can envisage how Lavoisier constructed his new understanding of 
chemical change as a new ‘layer’ ‘over’ the traditional phlogiston-based con-
ceptualisation (Thagard,  1992 ), and over time came to consider the new concep-
tion (e.g. combustion is reaction with oxygen) as more fruitful than the traditional 
(e.g. combustion is release of phlogiston) conception. Using the visual metaphor 
of the representations in this chapter, making that comparison required Lavoisier 
to build his two conceptions as overlapping layers within conceptual structure 
allowing them to be directly compared (as in Fig.  15.14 ), rather than as discrete 
conceptions in different domains of conceptual structure (as in Fig.  15.9 ). However, 
it is important to keep in mind that fi gures such as those presented in this chapter 
only offer a schematic representation, a kind of spatial metaphor, as layers in the 
representational conceptual space do not relate directly to any obvious structural 
feature of the neurological substrate. The notion of layers may have much more to 
do with connectivity – how representations are associated through synaptic con-
nections – than physical location in the brain. 

 Whether an individual retains manifold conceptions, or – in effect – shifts to a 
new conception leaving the earlier way of understanding in the background, but 
seldom activated, will presumably depend upon the extent to which the new way of 
thinking is found to make sense of all information and observations perceived as 
relevant to that target concept. During my study of the student discussed in Chap.   5    , 
who developed his thinking about the nature of chemical bonding, there was the 
construction of new ‘layers’ within the ‘association’ (in Petri and Niedderer’s terms) 
and a gradual shift in the extent to which the different layers were applied in 
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discussing chemical phenomena. However, during that study, the original alternative 
conception never fell into disuse, although it ceased to dominate the learner’s think-
ing across the range of application of the bonding concept (Taber,  2001b ). It seems 
reasonable to consider this an incomplete learning pathway towards a revolutionary 
type of conceptual change: a revolution that was not completed during the two years 
of the learner’s chemistry course. 

    When Is Revolutionary Change Required? 

 Given that revolutionary change is seen as so diffi cult to achieve, it must be ques-
tioned whether science teachers can reasonably be expected to encourage this type 
of change among their students. We have seen that Claxton ( 1986 ) has argued that 
often teachers would be better advised to avoid challenging existing conceptions 
and rather to seek to construct new conceptions to operate in parallel with their 
lifeworld understandings. This would make sense in those cases where Chi’s ( 1992 ) 
work suggests the target knowledge is ontologically incompatible with the student’ 
existing conceptions. 

 Watts and Pope ( 1982 ) suggested that it might to be useful to think about the 
learner’s developing understanding of science topics as though the learner was 
 working within a Lakatosian research programme (RP), and in the same year an 
infl uential paper about conceptual change made use of the idea implicitly (Posner 
et al.,  1982 , see below). For Lakatos ( 1970 ), a RP has a hard core of commitments, 
around which auxiliary theory is constructed. New evidence may lead to modifi cation 
in the ‘protective belt’ of auxiliary theory, without challenging hard-core convictions. 
As long as new evidence can be accommodated within the programme, that is, 
without contradicting hard-core assumptions, then the learning trajectory will be 
shaped within that programme. If the core assumptions become seen as non- viable, 
then a new RP needs to be initiated built around new starting points (a different hard 
core); however, there is usually scope for reinterpreting new information within an 
RP using the malleable nature of the protective belt to insulate the hard core itself 
from the consequences of anomalies or counterexamples. 

 This seems a potentially productive way of thinking about student learning in 
science, although the perspective has seldom been taken up by science educators, 
that offers a useful perspective for making sense of some of the contrary claims in 
the literature as to whether students’ ideas should be characterised as stable or 
readily modifi ed (Taber,  2009b ). Such an approach explains why learners are so 
resistant to change  some of  their ways of thinking. The kinds of ontological com-
mitments that Chi ( 1992 ) suggested were so important would be strong contenders 
for hard- core assumptions of a student’s personal RP. Perhaps the term personal 
 learning  programme, PLP, would be better in the context of individual learning. So 
a student who studies the physics of heating from within a PLP which has a hard 
commitment that heat is a kind of fl uid is likely to make progress in learning – if 
not necessarily always quite the progress the teacher intends – as long as it is 
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 possible to interpret instruction in terms of heat as a fl uid. For example, thermal 
conductivity could be understood in terms of how readily the heat fl uid can pass 
through materials; temperature can be understood as a measure of the amount or 
concentration of the fl uid in a particular place; and convection, conduction and 
radiation can be seen as means by which the fl uid can get from one place to another. 
More detailed work is needed to explore how useful the PLP perspective might be 
in understanding student learning trajectories and in developing teaching to 
modify such trajectories. 

 In one study that has applied this perspective, Daniel Tan and I have suggested 
this may be a useful way of thinking about why research undertaken in Singapore 
found that graduates entering teaching as chemistry specialists showed similar lev-
els of alternative conceptions (in the topic that was the focus of the study, ionisation 
energies) to the students they would be teaching, despite their opportunity to study 
the subject in depth in higher education (Taber & Tan,  2011 ). Presumably many of 
these new teachers had attended lectures, and read textbooks, and partaken in labo-
ratory classes and tutorial and seminar sessions – but had managed to interpret a 
great deal of detailed information about their subject in line with the (alternative, 
non-canonical) hard-core assumptions about key chemical principles they brought 
from their own schooling.   

    The Notion of Conceptual Ecology 

 A basic premise of constructivist ideas in teaching is that the current state of a learn-
ers’ cognitive system will infl uence the learning that takes place in the future. One 
aspect of the current state of the system is the actual available cognitive apparatus 
available to process new information – which might be said to depend upon the indi-
vidual’s level of cognitive development (see Chap.   13    ). However, just as important is 
the state of current knowledge as this provides the context in which new information 
can be interpreted and made sense of. I am using the term ‘knowledge’ here as sug-
gested earlier in the book (in Chap.   9    ) to refer to what the learner believes to be the 
case or simply considers as a viable possibility: that is, the range of notions under 
current consideration as possibly refl ecting some aspect of how the world is. 

 In essence the only alternative senses that can be made of teaching are those 
within the range of possible understandings of ‘how the world is’ available to the 
learner. Moreover, most commonly, we understand something we are told according 
to one out of those ways we have available to make sense of it, so normally the 
cognitive system will channel ‘input’ to activate some particular existing feature of 
conceptual structure that best seems to match the incoming information (cf. Chap. 
  4    ). In terms of the models being considered above, the context around what we hear 
or see will tend to cue activation of a particular conception: the folk conception of 
energy or the scientifi c conception, (Fig.  15.15 ), or a particular facet (‘layer’) of a 
manifold conception (Fig.  15.14 ). The context may be about ‘who’ and ‘where’ 
(children chatting in the playground versus the teacher presenting material formally 

15 Modelling Conceptual Learning

http://dx.doi.org/10.1007/978-94-007-7648-7_13
http://dx.doi.org/10.1007/978-94-007-7648-7_9
http://dx.doi.org/10.1007/978-94-007-7648-7_4


315

in class) or more nuanced indicators. The teacher who asks how the students know 
whether something is an acid expects a different answer, based on a different facet 
of the acid concept, when she is dipping indicator paper into a solution in a fl ask, to 
when she is drawing ‘curly arrows’ on a symbolic representation of a reaction 
mechanism. 

 Posner et al. ( 1982 ) drew on the notion of ‘conceptual ecology’ (p. 214) and 
proposed conditions that need to be satisfi ed before major conceptual change 
(accommodation, in their account) could occur. They suggested four such condi-
tions (p. 214):

    1.    There must be dissatisfaction with existing conceptions.   
   2.    A new conception must be intelligible.   
   3.    A new conception must appear initially plausible.   
   4.    A new concept should suggest the possibility of a fruitful research programme.    

  The latter point relates to Lakatos’ ideas: Lakatos ( 1970 ) suggested that scientists 
should continue to work within a research programme even when its fl aws were 
apparent, until there was an alternative which looked more promising. 

    Limitations of the Conceptual Ecology Metaphor 

 Posner, Strike, Hewson and Gertzog’s analysis was criticised by Pintrich, Marx 
and Boyle ( 1993 ) who argued that the strictly ‘rational’ basis for learning 
assumed by the Posner and colleagues model did not take into account the reali-
ties of the learning context in schools. Pintrich and colleagues argued that this 
approach ignored the way ‘individual students’ motivational beliefs may infl u-
ence the process of conceptual change’ and how ‘individual learning in class-
rooms is not isolated but greatly infl uenced by peer and teacher’ (p. 172). Pintrich 
and colleagues suggested that the operation of the conditions identifi ed by Posner 
and colleagues was constrained or enabled by various extra-conceptual issues, 
and they nominated ‘a range of theoretical entities in the fi eld of motivational 
research that are possible candidates for incorporation in conceptual change the-
ory and research’. In Fig.  15.16  the Pintrich et al. ( 1993 ) account is represented 
spatially as a set of terms of concentric circles.

   Pintrich and colleagues argued that ‘motivational constructs such as goal orienta-
tion, values, effi cacy beliefs, and control beliefs that can serve as mediators of this 
process of conceptual change’, and that students’ ‘intentions, goals, purposes, and 
beliefs’ would ‘infl uence the direction of thinking as the students attempt to adapt 
to the different constraints and demands placed on them by the tasks and activities 
they confront in classrooms’ (p. 192). Pintrich and colleagues also suggested that a 
student’s level of interest and the expectations implied by teaching styles and 
approaches would infl uence whether students would expect to process new informa-
tion in any depth in a class and what they attend to in class. They suggested that the 
institutional and bureaucratic imperatives in schools may not always provide the 
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environment for effective learning so that ‘even if some students approach school 
learning as intentional learners with a goal of developing integrated and sophisti-
cated understanding of a fi eld of study, they might not believe that the goals of the 
schooling enterprise are to foster such understanding’ (p. 193). 

 In effect, Pintrich and colleagues suggested that the factors identifi ed by Posner 
and colleagues operate only to the extent that (a) the learner (i) has developed the 
necessary cognitive ability to apply them and (ii) has the motivational orientations 
for deep learning and (b) the institutional context offers norms and expectations that 
support this approach to learning (see Fig.  15.16 ). So whilst Pintrich and colleagues’ 
argument is seen to offer criticism of the Posner and colleagues model, it does not 
negate that model, but highlights how it is incomplete. 

 Posner and colleagues’ four conditions clearly refer to the way information is 
interpreted within a cognitive system, and as has been suggested earlier in this book 

  Fig. 15.16    Infl uences on conceptual change according to Pintrich et al. ( 1993 )       
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(Chap.   4    ) much information from the environment is not attended to and is fi ltered 
out before it reaches consciousness. It is not unknown for students in science classes 
to be thinking about ‘something else’, whilst the teacher is carefully setting out the 
arguments for accepting the scientifi c way of thinking about the topic of the lesson. 
It should also be borne in mind that although Posner and colleagues set out concep-
tual change as rational choice, the discussion earlier in this book suggests that need 
not mean explicit choice based on conscious refl ection. It seems much of the cogni-
tive processing that is involved in reaching such changes of mind takes place out of 
conscious awareness, although Pintrich and colleague would be right to point out 
that this is usually after periods of explicit consideration and exploration of the evi-
dence that is being ‘weighed’. 

 Figure  15.16  suggests that various factors fi lter, ‘colour’ and channel the informa-
tion that will be ‘weighed up’ in such situations. As well as the norms and expectations 
of the classroom that might infl uence how study and learning is understood in that les-
son, Pintrich, Marx and Boyle posit that such motivational factors as mastery goals, 
epistemic beliefs, personal interest, utility value, importance, self- effi cacy and control 
beliefs will infl uence the level of student engagement with the material being pre-
sented. Where the student is engaged, Pintrich and colleagues list a range of cognitive 
processes/skills that will infl uence processing of available information, the ‘data’ in the 
system: selective attention, activation of prior knowledge, deeper processing (elabora-
tion, organisation), problem-solving and fi nding, metacognitive evaluation and control 
and volitional control and regulation (p. 175). In effect, if the classroom conditions 
support deep engagement with learning, and if the learner is interested enough to be 
motivated to give full attention, and if the learner has developed the cognitive skills to 
be an effective learner, then the conditions for conceptual change may operate. 

 Pintrich and colleagues criticised the notion of the conceptual ecology because 
‘this metaphor is limited as a depiction of ontological change in learners in as much 
as learners are purposeful while ecosystems are not’ (p. 192); however, arguably a 
learner’s purposes are  emergent properties of their cognitive system , partially respond-
ing to the learner-as-organism’s inherent ‘goals’ which themselves are outcome of 
natural selection. As with much of the difference between Posner and colleagues and 
Pintrich and colleagues this seems to be a matter of how and where one focuses. 

 As an analogy, naturalists discussing the ecology of a particular habitat 
 somewhere on earth would not normally feel the need to spell out much of the 
planetary- level context for what they are reporting. A hypothetical exobiologist 
from elsewhere in the galaxy might fi nd it rather odd that such an account does 
not consider the rather signifi cant factors of the radiation profi le of our sun or the 
levels of oxygen in the earth’s atmosphere. The exobiologist, perhaps having 
fi eld experience of the ecosystems in many different planetary contexts, might 
feel these are rather major factors that have very important consequences for the 
biota in our focal habitat, and so consider it strange that they are not attended to. 
Yet, the earthbound naturalist who limits her reading to Earth-based journals 
might tend to assume that these factors can be considered as taken-for-granted 
background conditions.  
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    Components of a Conceptual Ecology 

 In an earlier work I included a fi gure (Taber,  2009b , Figure 7.1) somewhat similar 
to Fig.  15.16  here, where I suggested that the individual conceptual ecology of a 
particular learner should be seen as nested within a series of other levels of context: 
a social environment roughly at the level of the classroom contextual factors in the 
Pintrich et al. ( 1993 ) model, within a cultural environment (the fi eld of shared 
beliefs, values, norms, etc. in the society), within a natural environment (the bio-
logical constraints that shape the physiology and anatomy within which our cogni-
tion develops) and within a physical environment (which sets out the limits of what 
is possible in the universe). 

 Whether the cognitive and motivational levels of the Pintrich, Marx and Boyle 
model suggest there are missing components to that earlier representation depends 
upon what one includes within the scope of conceptual ecology. Posner and col-
leagues offered their own list of what might be important in infl uencing conceptual 
change (pp. 214–215):

•    Anomalies  
•   Analogies and metaphors  
•   Epistemological commitments, including

 –    Explanatory ideals  
 –   General views about the character of knowledge     

•   Metaphysical beliefs and concepts

 –    Metaphysical beliefs about science  
 –   Metaphysical concepts of science     

•   Other knowledge

 –    Knowledge in other fi elds  
 –   Competing concepts       

 Arguably the notion of a conceptual ecology can also encompass many of the 
factors Pintrich and colleagues considered at the cognitive and motivation level. The 
cognitive apparatus available to process the conceptual contents of a cognitive sys-
tem is clearly highly relevant to how those concepts may be understood, related, 
compared, evaluated, etc. (see Chap.   13    ). Student interests and expectations about 
the nature of studying and learning, and what is expected and needed to function in 
the classroom, would all seem to be readily encompassed within conceptual ecol-
ogy. For example, a belief that  learning in science class is about memorisation of 
material presented by the teacher  would be encompassed within the broad notion of 
knowledge used here. Similarly, a student view (whether explicit or not) that  study-
ing science is unimportant and that minimal engagement in science classes saves 
valuable resources for thinking about more important things  is a judgement made in 
relation to that individual’s overall conceptual structure. This will refl ect prior learn-
ing about what is important and so should be valued, as acquired through prior 
experience and infl uenced by family, teachers, media, peers, etc. 
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 So conceptual ecology is not just about what the learner thinks they know about 
the topic area under consideration, but also includes, inter alia, what they believe 
about their own learning abilities (generally or in that subject), what they believe 
about effective learning and what they believe about the importance of prioritising 
study in that subject over other competing demands on their attention. Pintrich and 
colleagues include notions about the nature of science as components of conceptual 
ecologies, and this might include features related to what might be termed ‘scien-
tifi c values’ and ‘scientifi c ways of thinking’ (cf. Chap.   7    ). One particular aspect of 
an individual’s way of making sense of the world that has attracted considerable 
attention in science education is what is known as worldview.  

    Worldviews, Scientifi c Attitudes and Religious Beliefs 

 Working as a scientist would seem to presuppose certain common values and 
assumptions (Kuhn,  1996 ): for example, the acceptance of some form of post- 
positivist position on the possibility of obtaining useful knowledge through system-
atic enquiry. Some would suggest there is a scientifi c ‘worldview’ that goes beyond 
this. Cobern describes a worldview as being ‘about metaphysical levels antecedent 
to specifi c views that a person holds about natural phenomena’ and providing ‘the 
set of fundamental non rational presuppositions on which … conceptions of reality 
are grounded’ (Cobern,  1994 , p. 6). The position adopted here (developed in more 
detail in Taber,  2013e ) is that scientists do not necessarily share the same world-
view, but that scientists do share certain core commitments which would form  part 
of  their worldviews. 

 Arguably, (a) the consistency of the external world; (b) the presence of law-like 
regularities in that world; and (c) the possibility of obtaining viable knowledge of 
that world; can all be considered ‘presuppositions’ of science – principles that may 
then  seem  ratifi ed by the fi ndings of science itself. However, if this set of assumptions 
were to be viewed from a position that does not adopt such presuppositions, they 
might be considered tautological – as we interpret our observations in the light of 
these very presuppositions. Indeed, for most people with a scientifi c background, it 
is rather diffi cult to see how one could take a stance that does not include these par-
ticular assumptions about the world. A potential criticism of the scientifi c perspective 
is that its claims to knowledge rely upon metaphysical commitments (such as a–c), 
which are not in themselves open to genuine meaningful testing. Most readers of this 
book might wonder how it could be possible to live a structured, meaningful life in 
the world without taking for granted something like (a–c). These are assumptions 
that may well seem necessary and sensible, yet they are still a priori commitments. 
They inform our interpretation of experience rather than deriving from it. 

 Worldview has been described as a set of ‘assumptions held by individuals 
and cultures about the physical and social universe… [including] the purpose or 
meaning of life’ (Koltko-Rivera,  2006 , pp. 309–310) or ‘the principles and 
beliefs – including the epistemological and ontological underpinnings of those 
beliefs – which people have acquired to make sense of the world around them’ 
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(Kawagley, Norris-Tull, & Norris-Tull,  1998 , p. 134). Certainly for some, there 
is considered to be a scientifi c worldview that goes beyond assumptions about 
the regularity and knowableness of the universe and encompasses more scienti s-
tic  assumptions such as:

•    The physical universe is all there is (i.e. there is no  super natural realm).  
•   The only type of worthwhile (or ‘real’ or ‘true’) human knowledge is that 

accessed by science.    

 And perhaps even that:

•    All there is to know can one day be uncovered by science.    

 Clearly, holding such presuppositions can be very consistent with undertaking 
scientifi c work, but it is also clear that  not  holding these views need not undermine 
working in science (Taber,  2013e ) – whereas, for example, not believing that the 
universe had some overall regularity to it would make scientifi c research, systematic 
enquiry into the natural world, rather pointless. These basic ideas, potential presup-
positions of scientifi c work, are listed in Table  15.1 . Whilst the fi rst two principles 
would seem to be fundamental to all scientifi c work, the extent to which individual 
scientists adopt the fi nal three will be much more variable.

   A distinction that is sometimes made is between methodological materialism 
(which is about the assumptions necessary to do science) and metaphysical materi-
alism (which is a broader assumption about the nature of the world). Methodological 
materialism does not allow supernatural causes and explanations to be introduced as 
part of science and is widely adopted by scientists. Metaphysical materialism goes 
beyond this and excludes the possibility of the supernatural completely – and is only 
adopted by some scientists. From this latter perspective, God or a spiritual realm is 
not only irrelevant to scientifi c explanation and argument but is necessarily rejected 
as a possibility (Taber,  2013f ). 

 Some scientists exclude the possibility of there being any kind of God or other 
supernatural being and  consider this  to be part of their scientifi c approach to the 
world, whilst other scientists see no contradiction at all between undertaking scien-
tifi c work and retaining a faith in a creator God who acts as a kind of ‘ultimate’ 
cause beyond the reach of science (Cray, Dawkins, & Collins,  2006 ). Indeed, many 
of the early pioneers of modern science were theists and did not see any need to 
exclude references to God from their scientifi c work given the cultural context in 
which they worked. Some other scientists are committed atheists but do not 

   Table 15.1    Presuppositions of scientifi c and scientistic worldviews   

 Presuppositions  Worldview 

 The universe exhibits regularities refl ecting some underlying stability (laws)  Scientifi c 
 Systematic enquiry into the world can bring knowledge that is in some 

sense valid (not necessarily ‘absolute’) 
 Scientifi c 

 All that exists is the physical world which can be probed by science  Scientistic 
 Science is the only approach which can provide genuine knowledge  Scientistic 
 Science can ultimately provide knowledge of all aspects of the world  Scientistic 
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consider that their scientifi c colleagues need to share that commitment. Yet other 
scientists would consider the current evidence available about such matters as 
inconclusive and so would adopt the position that T. H. Huxley proposed as most 
suitable for scientists: agnosticism (Gilley & Loades,  1981 ; Lightman,  2002 ). 

 This would suggest that scientists do not all share a single scientifi c worldview 
but rather that there are different worldviews that have been found to be consistent 
with the necessary commitments for scientifi c work, even though  some  scientists 
argue that metaphysical materialism  should  be adopted as the basis of a scientifi c 
worldview (Taber,  2013e ). 

 Worldview commitments provide a basic framework for making sense of the world 
which is not open to challenge – very much the ‘hard core’ of an individual’s PLP 
(personal learning programme) in the terms discussed above. As everything is inter-
preted from the starting point of worldview, what is understood will not seem to con-
tradict worldview commitments – and what others may suggest that seems contrary to 
worldview commitments may seem absurd. This is seen in debates about science and 
religion, with some scientists perfectly able to accommodate scientifi c work within a 
religious worldview, and indeed actually viewing all scientifi c knowledge within a 
theistic interpretation such that what science uncovers is how God maintains His cre-
ation through natural laws and mechanisms, whilst others seem incredulous at this, 
suggesting that any belief in the supernatural is inconsistent with a scientifi c attitude. 

 There have also been cases of devout scholars who whilst considering themselves 
scientists were able to dismiss widely accepted scientifi c ideas about the evolution of 
the universe and life on earth claiming that there was no real evidence for such ideas 
(Morris,  2000 ). Often this derives from worldview commitments to religious scrip-
ture as (a) the Word of God that (b) must be understood as offering a technically 
accurate account of the origins and history of the natural world, rather than offering 
theological truth sometimes presented through allusion, metaphor, myth, etc. This 
approach would not only be rejected by metaphysical materialists but also most the-
istic scientists who accept consensus scientifi c ideas about origins and believe that 
religious scriptures must be interpreted in the light of modern science, rather than 
scientifi c evidence needing to be fi tted with a literal interpretation of scriptures. 

 However, in some educational contexts, many students do hold worldviews that 
are inconsistent with current scientifi c thinking about the origins of the universe and 
of life. For example, this has been a major issue in many parts of the USA (Long, 
 2011 ). In some Islamic countries, for example, Jordan (Dagher,  2009 ) and Oman 
(Ambusaidi & Al-Shuaili,  2009 ), science education is based on national curricula 
that explicitly refl ect a theistic worldview. In National contexts such as these, stu-
dents are actively taught that science reveals the wonders of God’s creation.  

    Student Worldviews Inconsistent with Science Learning 

 This issue can be very signifi cant for science educators. For some students learning 
science, it may not be just that they have acquired lifeworld conceptions at odds with 
scientifi c ideas but that the scientifi c ideas presented in the curriculum are contrary to 
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fundamental commitments about how the world must be. So many learners in some 
parts of the world may enter the science classroom believing that all the main types of 
living thing are the products of special creation, that is, descended from ancestors cre-
ated as complete organisms, in their modern form, and that the heavens are unchang-
ing. If these are not simply incidentally acquired ideas, but derive from worldview 
commitments that are intrinsically tied in with issues of culture, community, identity, 
self-worth, etc., then these students will tend to interpret teaching in terms of such 
commitments. Where this is not possible then they will often reject the teaching. 

 It is not only students meeting scientifi c ideas from certain theistic worldviews 
(e.g. some Christian and Islamic perspectives) that may fi nd some aspects of school 
science incongruous with existing commitments. Students from many indigenous 
populations are likely to fi nd the reductionist, analytical approach of modern Western 
science at odds with holistic ways of understanding the world applied in their culture 
(Kawagley et al.,  1998 ). The metaphor of ‘border crossing’ has been used to describe 
the process of entering into the culture of the science classroom. Aikenhead and 
Jegede ( 1999 , p. 269) acknowledge that barriers to border crossing may be most 
severe among students from developing countries who fi nd ‘that school science is 
like a foreign culture to them’ due to ‘fundamental differences between the culture of 
Western science and their indigenous cultures’. However, they also suggest that 
‘many students in industrialised countries share this feeling of foreignness as well’.  

    Worldview as Conceptual Habitat 

 If conceptual ecology comprises of various components such as conceptions, analogies 
and epistemological belief, then to posit worldview as a component of conceptual 
ecology could seem to assign it no more status than an alternative conception or 
familiar image. This would not do justice to the infl uence of worldview. 

 This raises the issue of the nature of the conceptual ecology notion: that is, is 
it more than just a metaphor? The notion of conceptual ecology can be seen as a 
pedagogic device – as a means of drawing attention to how learning takes place 
in a complex context, with many potentially interacting factors infl uencing the 
learning process. However, it can also be seen as a form of model. This would 
require us to move beyond the metaphor (a reference to a non-specifi c similarity) 
to consider a formal analogy between conceptual ecology and biological ecol-
ogy. Analogy allows learning by mapping between two parallel structures, from 
the more familiar to the less familiar (see Chap.   7    ). Teachers commonly use 
analogies to ‘make the unfamiliar, familiar’ as a means of using learners’ existing 
knowledge as a basis for learning new concepts by identifying the structural 
similarities (Harrison & Treagust,  2006 ). In teaching, the teacher suggests an 
analogy and shows how to map from analogue to target. However, individuals 
can also explore potentially useful analogies for themselves, and analogical pro-
cesses have been seen to be extremely important in the way scientists form new 
ideas (Nersessian,  2008 ). 
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 In terms of the conceptual ecology notion, to refer to worldview as  a component  
of a conceptual ecology is probably too weak a suggestion – where different 
components of the ecology may thrive or fall into disuse, the worldview will only 
shift, if at all, through a slow process of succession. Rather, then, in terms of the 
ecological analogy, the learner’s worldview is akin to the habitat in which the 
conceptual ecology develops. 

 Once we adopt ecology as an analogy, we are in effect using a model, and in 
principle, a testable model. We might posit component features of the model that 
could lead to testable hypotheses:

•    Concepts exist in a kind of ecology: they can take root, thrive or whither accord-
ing to the environmental conditions.  

•   Some conceptions may be much better established than others.  
•   Conceptions may be in competition for the same niche in the ecology.  
•   Conceptual ‘fi tness’ can only be judged in the context of the ecological 

conditions.  
•   A new conception requires a niche in which to become established.  
•   Worldviews offer very different habitats, suitable for rather different conceptions 

to thrive.    

 It is clearly possible to continue to develop such an analogy:

•    The neonate offers a new habitat for conceptual development. In the biological 
case, a new habitat would have geological and physical conditions established, 
but no biota yet. By analogy, in the conceptual ecology, the child will have 
genetic predispositions, etc. but will not have formed any conceptions about 
the world.  

•   Change of worldview is a rare and potentially a major disruption of conceptual 
ecology akin to a major traumatic event (e.g. earthquake, fl ood), which disrupts 
an ecosystem and may allow very different succession of species.    

 One might suggests that the development of a particular conceptual habitat 
(worldview) will refl ect the local (cultural) climate, and sometimes, for some 
learners, science lessons may seem like short periods of bad weather – (intellectual) 
storms at odd with more familiar climatic conditions and with potential to wreak 
havoc with the fi ne balance of the (conceptual) ecosystem. Conceptual ecology 
seems to offer many such opportunities for thinking about conceptual development 
in terms of the analogy with ecosystems. However, being able to suggest analogical 
mappings does not in any way assure that the conceptual case  is  like the ecological 
situation in useful ways. Rather, the analogy can be used as a creative device to 
suggest possible avenues for testing in research. Conceptual ecology is a fertile 
metaphor, but the extent to which it should be adopted – for example, as a way 
for teachers to think about their work – is a matter for empirical testing through res
earch.                                                                                      
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             This book began with a claim that all was not well in the way that many research 
reports in science education discuss the central themes of student knowledge, under-
standing, thinking and learning. Research studies commonly report how many stu-
dents had a certain understanding or expressed certain ideas. We have also seen that 
some papers offer quite detailed accounts of aspects of student subject knowledge 
or learning progression. Yet it is also clear that these key foci of our research inter-
ests are non-observables and can only be inferred indirectly. We therefore use models 
of various forms to relate the phenomena that can be observed in classrooms, or in 
interviews with particular students, or in terms of the various productions students 
make during their studies or in research contexts (e.g. written work), to the con-
structs we claim to be researching and writing about: people’s knowledge, under-
standing, thinking, beliefs, etc. 

 My argument has not been that this is to be in some way criticised, as it is 
unavoidable. However, my motivation in writing this book derives from the view 
that the way we often write about student knowledge, student understanding, stu-
dent thinking, student learning, etc.  seems to imply  either that we can directly 
observe these things or at least that there is an unproblematic relationship between 
what we can observe and measure and the conclusions we can draw about these 
various mental properties. That is, often the modelling process is rendered invisible 
in our reports (and I suspect sometimes also in the thinking during the research 
which leads to those reports). This makes a very problematic area of research appear 
much more straightforward and often leads to research results appearing much more 
defi nitive than perhaps is justifi ed. It seems this may also in part explain the high 
incidence of scholars disagreeing on what research does tell us (Taber,  2009b ). 

 In the fi rst chapter of the book I set out this position, offering examples of the 
kinds of often apparently defi nitive conclusions made in research reports. This was 
not to criticise those particular papers, which were just offered as examples of com-
mon trends, but to highlight the way such conclusions often seem to imply defi nitive 
new knowledge that may be inappropriate given the necessary caveats of work of 
this kind. Such caveats are barely acknowledged in many papers published in the 
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literature. So the starting point for this volume was the suggestion that a major 
 problem for research into learners’ ideas and learning in science is the way that 
many studies offered accounts of research as a fairly unproblematic process of iden-
tifying aspects of students’ thinking, understanding, knowledge and learning. 

 The rest of the book has presented an account of these very processes, but from 
a perspective of recognising this area of enquiry as heavily dependent upon  develop-
ing models  of cognitive properties and processes. This book offers an account based 
on current research and scholarship where it is made explicit just how research in 
this area is necessarily contingent upon commitment to (some set of) ontological 
models of the nature of human cognition and how this relates to our subjective men-
tal experiences, and so commitment to an epistemological position on how much we 
can possibly know about these research foci, and how we can best go about that 
work. Some readers may not accept some of these commitments – but that is why it 
is so important to be explicit about the assumptions upon which our work is based. 

 If a research study assumes a model of cognition that we personally feel is 
invalid, then one necessary link in the logical chain of building up a case for the 
paper’s fi ndings is unconvincing – and so the fi ndings themselves become suspect. 
Similarly, if the methodology adopted takes for granted an implicit model of how 
data collected (based on the public representations made by study participants) 
relates to a construct such as understanding, and the reader fi nds that model inade-
quate, then again the paper’s knowledge claims will not seem well supported. It 
would be much better if such a model was explicit, making it easier for readers of 
research to appreciate and evaluate the epistemological assumptions of researchers. 
However, in many papers it seems to be assumed that these are things that can be 
taken for granted, which I suggest is due to our ubiquitous reliance on our everyday 
folk notions of the mind and the ability to communicate ideas to others. 

 The account offered here is intended to inform research. It will be clear that in 
some places the account offered is necessarily provisional and uncertain, given the 
current state of knowledge about cognition and the nature of conceptual change. The 
account in this volume may not ultimately be judged as ‘right’, as some of the models 
suggested may need to be revised or abandoned in the light of new research. However, 
the process of attempting to make explicit (i) how we should operationalise such 
notions as knowledge, understanding, etc. when undertaking research into them and 
(ii) the limitations and affordances of our processes of enquiring into these constructs 
through the kinds of data we can collect in educational research at least indicate just 
how tenuous and dependent upon modelling our research claims necessarily are. 

 This dependence upon modelling is the case whether the models we are drawing 
upon are taken-for-granted models shared in the lifeworld or explicit models set out 
as part of the technical basis for our research. My argument is that if one accepts that 
our research into student thinking and learning is inevitably a matter of modelling, 
then we can serve the research programme much better by at least making sure that 
the modelling process is explicit in our thinking and writing about our research. 
This fi nal chapter will draw together the different key threads considered in the 
book, to summarise the argument, and highlight key points to take forward into 
further research.               

V Conclusion
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                    This book is intended to frame a major area of science education, which explores 
students’ ideas and their learning, from the perspective that research into this area 
must inherently be about constructing, testing and developing models. It might 
seem that this should be self-evident to science educators, as they are well aware 
that science itself is about constructing theories of the world, and that posing and 
testing models is a central part of that activity. If we wish to see science education 
research as scientifi c, then it should be no surprise that research in our fi eld centrally 
involves similar model-building activities. 

 However, as the introduction suggested, research reports often do not make 
explicit that many of the key constructs science education researchers rely upon to 
design studies, to elicit and interpret data, and to form conclusions, are just that: 
constructs invented to model features of  the phenomena  of science education, that 
is, primarily the things that science learners, say, do and write. By contrast, what 
students know, think and learn are not phenomena at all (they are not directly 
observed features of the world): they are conjectured theoretical entities that 
form parts of our explanatory schemes. Yet, too often, research reports published 
in the literature are written as though student ideas, knowledge, understanding and 
learning are phenomena that can be unproblematically observed and reported. 

 It was suggested that this tendency to ‘under-problematise’ the process of 
research in our fi eld (which sometimes impedes progress by leading to apparently 
defi nitive and yet inconsistent fi ndings from different studies) is in part – and perhaps 
a very large part – intrinsically linked with the nature of the research foci and a key 
aspect of human cognition. As part of normal human development, we acquire a 
‘theory of mind’ which allows us to posit mental qualities to others, and which 
becomes part of the common discourse of the lifeworld. It becomes ‘natural’ for us 
to take for granted that people think and know and believe and understand and recall 
things (even though the evidence is only ever indirect), and that their subjective 
experience of these processes is much as our own. Whilst these assumptions are 
likely very necessary for the normal functioning of society, they also seem to 
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commonly undermine the usual scientifi c (critical) attitude when the constructs 
we develop as part of our lifeworld experience – the mental register as I have 
labelled it – are adopted as if they are technical terms that have been operationalised 
for systematic enquiry. Theory of mind means that in our everyday lives, we do 
treat the thoughts, knowledge and beliefs of others as if they are phenomena: that is, 
we interpret the behaviour of others such that we often think we know what they 
think or what they believe  without being aware  that we are actually developing 
models of their mental activity. 

 This has become second nature in the normal adult. This is similar to how once 
we have learnt a language we listen to talk without hearing the phonemes, but – 
due to the processing that occurs in perception – we actually ‘hear’ the words 
people say. Researchers in linguistics have to learn to hear through these natural 
interpretive processes to analyse speech, and researchers exploring the cognition 
of others similarly need to step back from and develop a critical attitude to the 
automatic processing that ‘tells us’ what another knows, thinks and believes. We 
cannot do without those processes, but they have evolved to give quick best-guess 
interpretations that allow us to act ‘online’ in normal social interactions: and 
we have to supplement them with more careful, refl ective and justifi able analytical 
processes in our research. 

 If this book does no more than encourage some colleagues working in science 
education to develop their awareness about these issues, then I think that will have 
justifi ed the effort expended in writing the book. Ideally, every time we read (or 
write) about student thinking or learning, about what someone knows or under-
stands, we should be alerted that the claims refer to conjectured unobservables and 
so must be based on interpretations of indirect evidence. That is, they are the 
researcher’s interpretations of the representations in the public space of the out-
comes of internal cognitive processes, only some of which will ever be con-
sciously experienced by the individual research participants themselves. Such 
interpretations involve a form of modelling, inevitably drawing upon choices of 
theoretical commitments (ontological, about the nature of the conjectured unob-
servables; epistemological, about how we could infer the properties of those conjec-
tured unobservables). Given that, surely our research programme will benefi t from 
both acknowledging how it is based on such modelling processes and being explicit 
about the models being adopted in particular studies. 

 In the present book, I have offered an account of one researcher’s understanding 
of the models and modelling processes involved in this area of work: how we might 
understand mental experience and the cognitive processes underpinning it (Part   II    ), 
how we might make sense of the key notion of knowledge (Part   III    ) and how we 
might understand the nature of conceptual learning (Chap.   13    ). The models I have 
selected and presented (and in some cases constructed for this book) may be useful 
to others working in the research programme into student thinking and learning 
in science. Conversely, other researchers may feel these models are fl awed, or 
the progress of time may reveal that some aspects of the account I have given are 
woefully inadequate. Yet by making the models explicit and – just as important – 
being explicit about their status as models, we open them up for inspection and 
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critique. When the models researchers use are taken for granted and implicit, 
they are less available for critique, and the argument chain supporting knowledge 
claims in research reports is not readily available for interrogation and critique. 

    Challenges for Research 

 It should also be clear from this volume that acknowledging the degree to which 
research in this area is a matter of developing models, rather than simply observing 
straightforward phenomena, reveals some key challenges for research in science 
education. 

    The Challenge of the Persuasiveness of the Mental Register 

 I have argued that much of the tendency to present research fi ndings as relatively 
unproblematic derives from the ways the themes of much of this research are closely 
tied to a ‘register’ of terms used in everyday life to communicate about mental 
phenomena. That is, we all know what it is to know, to understand, to believe, 
to think, to change our minds, to learn something new. We have all experienced 
internal mental states that we describe in these terms, and (assuming that others’ 
mental experience must be much like our own) we have interpreted others using this 
kind of language (we have ‘understood’ them) by relating their reports of their 
own mental experiences to our own internal experiences. In effect we all have an 
informal ‘theory of mind’ and it generally works well in everyday discourse. 

 Yet because it derives from such a taken-for-granted human faculty, the everyday 
‘lifeworld’ mental register is not subject to the safeguards put in place for technical 
terminology. We talk about a student’s understanding of electrical current in much 
the same we might talk about the current itself: yet we do not have the equivalent 
of ammeters or indicator lamps in the former case. That is, we do not have reliable 
instrumentation based on well-accepted theory which allows us to give confi dent 
reports of student understanding in the way we might expect to be able to report a 
current of 0.35 (+/−0.02) amperes. Yet despite this, we often talk about and indeed 
write-up our work on student thinking and learning as if our instrumentation and the 
models underpinning it were just as robust and well established. 

 There is a major challenge for researchers here. It has been suggested that 
whereas teaching is about making the unfamiliar familiar, an important part of 
research is in making the familiar become unfamiliar. Here, researchers have to be 
alert to the mental register, and whenever referring to learners’ ideas, thinking, 
knowledge, understanding, etc. pause to ask:

•    Am I relying here on my informal notions of mental life?  
•   Am I suffi ciently recognising that these terms refer to theoretical constructs that 

are components of a model of human cognition?    
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 The former perspective is by far easier, but I have argued it does not tend to 
support robust research. The latter perspective is more appropriate in a research 
programme but admits a great many complications. In the appendix, ‘Testing the 
logic of research’, I have set out a simple set of formal questions that may be useful 
when considering the adequacy of research when dealing with components of the 
mental register. Some researchers, especially novice researchers, and readers of 
research may fi nd this checklist helpful when interrogating research reports – 
including drafts of their own writing. The checklist is equally relevant to other 
research foci in science education (and beyond) but could perhaps be especially 
useful when the taken for grantedness of the mental register could lead us to ‘drop 
our guard’ in terms of research rigour. 

 Having established this starting point, the book then presented an account 
of what we think we know, about the nature of student thinking, understanding, 
knowing and learning in science. My aim here was not to present a defi nitive account 
(although I offered the best account I could) but rather to emphasise the extent to 
which any account necessarily involved a process of applying and/or developing 
models. So Part   II     set out the nature of the human cognitive system and how it 
relates to the public space to which we all have access through our senses. Whilst 
it is possible to offer supported models here, it is clear that such models are simpli-
fi cations of what is actually very complex apparatus. 

 A key issue, though, was how each of us can only directly observe our own 
mental experience (which itself only refl ects part of our cognitive activity). The 
rather obvious point that we cannot see another think, or know, or believe, or under-
stand, or learn, is easily forgotten because we operate with the theory of mind as a 
core and taken-for-granted part of our cognitive apparatus. After all, we are 
socialised to metaphorically ‘see the cogs turning’ and recognise ‘the moment when 
the penny drops’ or when the ‘light came on’. Part   II     set out the necessary limita-
tions involved in interpreting what  is  observable to draw inferences about another’s 
mental states. This part reinforced the argument that there are necessary implicit 
modelling processes involved in our everyday interactions with others, which 
need to be made explicit when we shift from the everyday discourse to the technical 
work of research. 

 A key point made was the need to adopt the approach often taken in cognitive 
sciences of not confusing discussion relating to the physical substrate of cognition 
(the physiology and neurology), the functional systems processing level (in terms of 
what cognition involves and so what the apparatus of cognition actually does) 
and the mental level (in terms of how we conceptualise and describe the mental 
experiences we have as a result of cognitive activity). Whilst advances in neuroscience 
bring increasing understanding of how brains work, in some sense, the biology of 
the nervous system is less relevant than understanding the functioning of a person’s 
cognitive system: what functions are carried out and with what capabilities. 
Here cognitive science offers a great deal of useful knowledge about human 
cognition, which provides an objective basis for describing what is going on when 
we talk of knowing, thinking, remembering, believing, etc. Whilst it may be most 
‘natural’ to talk about (and be interested in) the mental level, research focusing at 
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this level is primarily suitable for phenomenological approaches and does not offer 
the ‘objectivity’ needed to answer many of the research questions that arise when 
we enquire into student learning in science. 

 In this volume I have deliberately adopted the rather dry language of  the learner 
as a cognitive system that is processing information . This choice is not in any way 
intended to undermine the importance of personal experience, or the humanity of 
learners, but simply to make explicit the way the researcher needs to approach the 
work of modelling another’s cognition.  

    The Challenge of the Dynamic Nature of Memory 

 One key area where the folk psychology of the mental register can readily lead us 
astray is in using the notion of memory. In everyday conversation the memory is 
usually characterised as some kind of store of past experiences, from which – at 
least sometimes – those past experiences can be brought out of storage for inspec-
tion. Yet although experience often seems consistent with such a description, it 
is a misleading conception. We have seen that there appear to be two quite different 
types of memory within a person’s cognitive system: working memory and long-
term memory. So working memory seems to be a small capacity working ‘space’ 
that can access information represented in the system and mentipulate it in various 
ways. We have conscious experiences relating to this processing involving both 
perceptual information from current sensory input and representations from long-
term memory. 

 Yet this working memory acts as a limiter on the amount of new information 
we can consciously process at any time, such that we are biased towards operating 
on data in ways that fi ts with existing thinking (we can recognise, and so later recall, 
the pattern of numbers in Fig.  16.1  more readily than the same numbers as arranged 
in Fig.   5.12    ).

  Fig. 16.1    An easier 
confi guration of numbers to 
process       
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   Long-term memory seems to be quite unlike the careful storage space of folk 
psychology where we can later revisit earlier experiences. It seems that the appara-
tus that allows us to use representations of past experience to make sense of current 
experience is continuously modifying those representations both in view of current 
‘input’ and, in the background, over time to provide more effective linkage between 
relatable representations. The outcome is cognitive apparatus that is very effective 
at maintaining a stable coherent view of the world by iteratively relating and updat-
ing our representations of that world, even if at the cost of blurring or even com-
pletely changing those representations so that they cease to be a reliable guide to our 
past experiences. Perhaps the price we pay for minds that can quickly come to a 
view of the world which we experience as stable and familiar is minds which take 
liberties in representing both the here and now and the past. 

 I have suggested that given the centrality of memory to cognition, and learning, it is 
perhaps surprising that more studies in science education have not focused specifi cally 
on this topic. We have many studies of students’ ideas that show they are at odds with 
what we think they have been taught, but there has been very little attempt to explore 
how students’ accounts of what they think they have seen and heard in science lessons 
may shift over time. Given the importance of memory to effective learning, and the 
complications that can result from its dynamic nature, constantly rewriting our repre-
sentations of experience, there is perhaps a strong case for more work in this area. 

 One specifi c hypothesis of practical importance suggested in Chap.   5     was that 
the use of regular summative assessments as part of teaching is more likely to 
encourage the development and establishment of new alternative conceptions than 
formative approaches to assessment that lead to immediate feedback (i.e. teacher 
questioning, followed by examination and evaluation of responses during the 
same teaching episode). It would be diffi cult to test this suggestion by a formal 
‘experimental’ study, both because of the threats to validity in carrying out experiments 
with human subjects (novelty effects, expectancy effects and so forth) and because 
of the ethical considerations in deliberately asking teachers to employ teaching 
approaches that we have good reason to think might disadvantage learners. 

 However, given that both

    (a)    It is well recognised that in many educational contexts much assessment of 
students seems to be primarily summative in nature   

   (b)    There is a strong research base to suggest that learning is better supported when 
teachers undertake more formative assessment rather than primarily summative 
assessment (Black & Wiliam,  2003 )    

it may be possible to investigate this hypothesis through quasi-experimental meth-
ods complemented by case studies, in contexts where some teachers are modifying 
their classroom practice to include more formative assessment tasks. 

 Indeed given the central importance of memory in learning, it is surprising there 
are so few studies from within science education that explicitly focus on memory. 
This is especially so given how this theme links to the tenets of the constructivist 
perspective on learning. It was suggested in Chap.   5     that research which follows 
students’ thinking over extended periods of time (months, years) could offer insights 
into the way that memory operates in learning science. 
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 Certainly, given the common experience that learners’ performances in 
demonstrating understanding and knowledge of taught scientifi c models do often 
regress after completing a course (module, topic) of study, further research into the 
nature of ‘forgetting’ science learning would seem to be indicated. This is particu-
larly so given that ‘forgetting’ would seem not to be a matter of simply failing to 
access, but rather that over a period of time when representations are not being 
actively drawn upon in thinking, there is modifi cation of those representations 
(Taber,  2003 ). It was suggested in Chap.   5     that teachers are often operating with 
incorrect lay ideas about how student memory operates and that research is needed 
to fi nd out how to best fi t teaching to the actual operating characteristics of the 
human cognitive system. That is, how should we best teach science when the learn-
er’s memory is understood as a dynamic and evolving system to model experience 
with built-in drives for ongoing and online updating of interpretive networks rather 
than being a store of records of past experiences.  

    The Challenge of the Limited Purview of Consciousness 

 Another key issue raised in the discussion in this volume is the question of the 
extent to which conscious mental experiences give access to the different processes 
of cognition that support science learning. Much research in science education has 
relied on what learners write and say – public representations of the outcomes 
of processes that are not directly accessible to researchers. It seems likely that 
consciousness refl ects only one small part of thinking – perhaps the part most linked 
to metacognitive control. If much of importance in cognition is not directly 
accessible to learners themselves, then even when learners are willing to share their 
mental experiences and are able to describe them in ways researchers can make 
sense of, researchers’ accounts only concern the conscious outcomes of a good deal 
of background processing that can at best only be inferred. 

 It is widely recognised that much creative work is undertaken without conscious 
awareness. Perhaps it is not so different with logical thinking as well. Just because 
the thinker can report steps in a process of, for example, completing a set exercise 
does not mean we can assume those steps fully refl ect the preconscious thinking 
underpinning the task. Perhaps (like much scientifi c work) what is experienced and 
reported draws on the context of justification and is a post hoc reconstruction 
of thinking processes actually occurring at some inaccessible level of the mind. 
There are real issues here to tax the minds of researchers (consciously and precon-
sciously). Research suggests that many important knowledge elements supporting 
cognition are not open to direct access by consciousness. Conscious processes 
are important, but we probably do not really yet understand how much of what is 
important in learning science is inaccessible to introspection and needs to be 
investigated by approaches that do not rely on learners’ self-reports. As the tip-of-
the-tongue experience may suggest, what we consciously access is just the visible 
tip of the cognitive iceberg.  
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    The Challenge of Identifying Public Knowledge 

 Another issue discussed in some depth in this volume is the nature of knowledge. 
In particular, the status of public knowledge systems, such as ‘scientifi c knowl-
edge’, was raised. Whilst it was relatively clear how we might understand the 
knowledge of an individual scientist, it was less clear how public knowledge was 
to be understood. It was suggested that it could be considered as in some sense the 
knowledge residing within a community, where each individual has their own 
dynamic system of knowledge, and through interaction with others modifi es their 
own and perhaps infl uences others’ knowledge. This type of understanding leads to 
a notion of a complex and vast system of nodes (the individuals ‘knowers’), each of 
which might be seen as the location of one of many partial versions of the distrib-
uted knowledge, but this does not support us in identifying ‘the’ public version of 
knowledge (e.g. ‘the’ scientifi c concept of energy). 

 An alternative is to consider public knowledge as located in formal records such 
as academic journals. However, here, even leaving aside the likely lack of consis-
tency across the literature on many issues, we are dealing with public representations 
in a form that can only be understood by being reinterpreted in the minds of those 
who access these records. So if we consider knowledge to reside in such inscriptions, 
then it is knowledge that requires further interpretation before it can be applied. 

 So the conclusions drawn were that (i) public systems exist in networks of many 
individual minds, but that such public systems of knowledge do not offer defi nite 
versions of canonical knowledge (as judgements have to be made about which 
members of the community are currently holding the most current version of scien-
tifi c knowledge or how a consensual version may be arrived at), and (ii) sources 
such as the research literature hold representations of some aspects of the personal 
knowledge of these individual minds (and sometimes negotiated representations 
that are considered to suffi ciently represent the versions of knowledge in the minds 
of groups of co-workers), but cannot be considered to hold knowledge itself. 

 The conclusion implies that discussions of ‘current scientifi c thinking’, or ‘scientifi c 
knowledge’, are problematic. This does not exclude such notions from the discourse 
of research in science education, but does suggest that their use in accounts of 
research should be accompanied by an explanation of how such terms are under-
stood and operationalised in those studies. Given that no two scientists (or two 
teachers or two researchers) are likely to have exactly the same understanding of 
any complex scientifi c concept, studies which make claims about whether or not 
learners have knowledge that matches scientifi c knowledge should be clear about 
the way scientifi c knowledge has been modelled in the research reported.  

    The Challenge of the Uncertain Nature of Personal Knowledge 

 Moreover, knowledge remains a problematic notion, even when discussion is limited 
to a single person. Our use of knowledge shows it is often uncertain, context- dependent, 
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multifaceted and so forth. Individuals set a task intended to elicit their knowledge, 
such as answering an interview question, will formulate an answer which, assuming 
they are honest and motivated to complete the task, represents their conscious 
thinking as they access various internal resources – either directly (i.e. using work-
ing memory to work with recalled representations) or indirectly by refl ecting on the 
task and reporting the outcomes of preconscious processing offered to conscious-
ness. When research is undertaken carefully, we might hope that the researcher’s 
reports are effective representations  of  valid interpretations  of  the representations 
made (e.g. the spoken answer given) by the research participant. 

 It might seem rather pedantic to refer to such reports as ‘representations of 
interpretations of representations’ of the learner’s thinking, and perhaps it is under-
standable that – providing we are aware of these intermediate stages – we tend to 
consider that what is reported is an aspect of the learners’ knowledge of some topic. 
Given the nature of much human knowledge, researchers need to consider whether 
we can be confi dent that on a different day, or in response to a rephrased question, 
the study participant would access the same cognitive resources, thinking about the 
focal topic in the same way, and produce an equivalent account of their knowledge. 
This certainly cannot be assumed to always be the case. Where studies have sought 
to explore student thinking in depth, across contexts and over time, it has usually 
become clear that knowledge is nuanced, multilayered and subject to wavering 
degrees of commitment. Yet many studies do not employ techniques that can provide 
such detailed accounts. This is a major challenge for researchers. 

 It was pointed out in Chap.   6     that student responses that may seem incoherent or 
inconsistent to a researcher could actually refl ect a range of different situations. 
It was suggested that where students appear to hold manifold conceptions, this 
might sometimes refl ect tenuous and fl uid understanding or could refl ect relatively 
stable conceptual structures that are slowly evolving towards greater coherence and 
integration or could even indicate a sophisticated epistemological stance in the face 
of apparently contrary and uncertain evidence. Such different interpretations can all 
be considered viable in terms of the literature and yet would lead us to make very 
different judgements about the student’s current state of knowledge and appropriate 
pedagogy for supporting its development. Research is surely needed to explore such 
issues in a wider range of situations (different grade/age levels, concept areas, cur-
riculum contexts). Such research should both usefully look at how to discriminate 
between different underlying causes of apparent fragmentation and incoherence in 
student thinking and how different situations respond to various teaching approaches.  

    The Challenge of Conceptual Development 

 Despite conceptual development/change being a central issue in education and the 
work of teachers, as well as having long been a key focus of research (Vosniadou, 
 2008a ), it is arguably an area where the current state of scholarship offers limited 
basis for supporting classroom pedagogy. We have well-established ideas about 
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types of conceptual change and possible mechanisms for, and impediments to, such 
change that offer general indications of the kinds of teaching approaches likely to 
be successful in bringing about different kinds of conceptual change. 

 These different theories can provide testable hypotheses for the kinds of teaching 
approaches likely to be most productive in relation to particular types of teaching 
context – when students at a certain level of development, holding particular con-
ceptions, are to be taught particular knowledge. Yet there is less in the way of 
research testing out these specifi c ideas across a range of science topics for different 
ages of learners. 

 In this volume, I have explored the nature and implications of a Vygotskian 
model of concept development, but there is limited research to thoroughly test these 
ideas in authentic classroom contexts. I have argued, for example, that conceptual 
development in an area such as metals is likely to be different from in a concept area 
such as energy (Fig.   15.10     cf. Fig.   15.11    ). I have presented a hypothetical account 
of conceptual development in metals that suggests development may be largely 
incremental without requiring major ontological shifts, whereas lifeworld notions 
of energy make it more diffi cult to simply redirect student prior learning towards 
scientifi cally acceptable thinking. This is a viable account based on research but 
needs to be thoroughly tested. 

 It is also an account that invites some interesting questions that may be quite 
informative in understanding features of conceptual change in learning science. For 
example, how can we understand the way a learner develops an understanding of 
‘metal’ in chemistry and in technology that allows them to discriminate between 
two partially overlapping and partially distinct concepts of metal? Do models of 
different ‘layers’ in conceptual structure (Fig.   15.14    ) offer more than a persuasive 
image and actually refl ect features of structure that can reliably be found in research 
data from learners? 

 There need to be more studies to test the theories and the models we can build 
based on them. These studies need to explore enough concept areas and educational 
levels to help build a general model that be used to inform teachers and curriculum 
developers across science topics and ages.  

    The Challenge of the Idiosyncratic Nature of Cognition 

 Moreover, each individual person has a cognitive system primed by their (usually 
somewhat unique) genetic inheritance as a starting point for the iterative process of 
making sense of their own personal experience in interacting with their environ-
ment. The result is a mind that is unique, depending upon a vast representational 
network of resources to support cognition. So each person’s understanding of the 
world is inevitably at least somewhat idiosyncratic. 

 This creates a challenge for research that explores foci such as student under-
standing (or thinking or knowledge or learning). One aspect of this challenge is 
deciding how detailed a model of an individual participant’s understanding (or 
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thinking or knowledge or learning) is required for it to be considered a valid model 
of what is necessarily going to be a nuanced and complex and somewhat unique 
focus. This will likely vary from study to study, but it is clear from the discussion in 
this volume that simple models will not do full justice to the nature of human under-
standing (or thinking or knowledge or learning). 

 The second, related, issue concerns the extent to which researchers need to offer 
generalised accounts to be useful to inform teaching. A key aspect of the modelling 
process for researchers in this fi eld is constructing models that refl ect commonali-
ties across populations. That this is necessarily a process of simplifi cation is not in 
itself problematic – useful models are often considerable simplifi cations of what is 
being modelled – but the tension, long recognised in the research programme, 
between (a) recognising diversity and detailing complexity and yet (b) fi nding valid 
and useful ways to summarise results in terms of small numbers of general patterns 
has only become more challenging as we have come to realise just how complicated 
the foci of our research are.  

    The Challenge of Sociocultural Perspectives on Learning 

 The challenges listed above are probably quite apparent from the account given 
earlier in the book. However, one other challenge is perhaps less obvious. My focus 
in this book has largely taken the individual mind as the unit of analysis. The book 
is very strongly infl uenced by the personal constructivist tradition. To  my mind , it is 
not possible to meaningfully undertake research into student thinking, understand-
ing, knowing and learning without focusing very clearly on individual learners and 
their own discrete cognitive systems. 

 Yet the social context has not been entirely missing from the book, and it is quite 
clear that throughout the analysis presented, a good deal of attention has been given 
to the issue of how minds work together. So I have puzzled over such matters as how 
we can best model:

•    How we communicate our ideas to offers  
•   How we can claim to report on the minds of others  
•   How teaching and other social interaction can infl uence learning by feeding into 

the individual’s cognitive system  
•   How communities can somehow be understood to hold a kind of distributed sys-

tem of knowledge    

 Social and cultural perspectives certainly offer useful perspectives and insights 
related to such themes, but often this seems to be largely at the expense of treating 
individual cognition as something that can be assumed and taken for granted. 
Studying the individual mind in isolation is certainly not suffi cient for informing 
teaching that is inherently a social activity embedded in a cultural context. However, 
studies of the social processes in the classroom are also inevitably limited unless a 
viable model of what is going on in the individual minds that are interacting in the 
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social context informs them. Research with a social or cultural focus that takes into 
account what we are learning about how individuals can be said to know, understand 
and learn can be extremely valuable, but research with such foci that proceeds with-
out regard to the nature – and affordances and limitations – of individual cognition 
is unlikely to inform the development of better science pedagogy. Certainly per-
spectives such as constructionism and ideas such as distributed cognition do not 
currently provide answers to key questions about the nature of human knowledge 
and how it may be developed that I fi nd satisfactory. 

 One criticism of my previous book discussing this general area of research 
(Taber,  2009b ) seemed to suggest that I was clinging to a stale personal constructiv-
ist perspective when the agenda had moved on to exciting new areas of research. I 
am all for new, exciting perspectives, and I certainly feel we need different 
approaches to illuminate topics as important and multifaceted as learning in science. 
I welcome sociocultural studies that can tell us much about how people form com-
munities to construct knowledge together. However, to my reading, these studies 
offer answers at a different level of analysis to that which has been the prime con-
cern of this book. Just as research at the physiological/neurological level, treating 
learners as cells and tissues, and research looking at learners as individual agents in 
the world driven by various motivations, can complement studies of learners mod-
elled as cognitive systems, so can research at social/cultural level. 

 Research at such different levels helps us build up a fuller understanding of stu-
dent learning, and this is especially so when we are able to make connections across 
levels. Research at the social/cultural levels complements work focused on aspects 
of classroom learning seen in terms of individual cognition. Such studies are explor-
ing different aspects of the same complex events, so not only is research at the dif-
ferent levels needed, but ultimately convincing models and theories from the 
different perspectives need to be consistent if they are to lead to a coherent under-
standing of classroom teaching and learning. 

 So if we need to undertake and coordinate research at these different levels to 
develop a full picture of science learning, then it would only be sensible to move on 
from research informed by personal constructivist perspectives once we feel we had 
satisfactorily answered the research questions we have posed at that level. I do not 
think we have reached this point: mostly we have simply refi ned our ways of asking 
the questions to better appreciate the challenges for the work ahead (Taber,  2009b ). 
We have done enough to appreciate how partial many of the answers in the existing 
literature actually are. When we appreciate fully the level of modelling inherent in 
this type of work, we can more clearly see how limited our current knowledge is. 
We can appreciate how apparently confl icting claims may each rest upon a series of 
modelling steps (each in turn underpinned by its own set of ontological and/or epis-
temological assumptions), and this can inform an inclusive approach to building a 
synthesis of apparently incongruent knowledge claims. Making explicit the model-
ling processes inherent in such research can both inform the adoption of fi ndings as 
the basis for developing practice and contribute to the refi nement of questions to 
guide future research. There may be other exciting perspectives on how students 
learn science, and some of them may even offer more immediate scope for making 

16 Implications for Research
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good progress, but the perspective explored in the present volume has certainly not 
been exhausted. Any ‘grand theory’ of teaching and learning science that we may 
aspire to will rely heavily on this area of research. 

 Constructing more authentic models of the learner and their learning remains a 
central task for research in science education. I hope the present analysis has made 
some contribution to clarifying just what such work may involve.              

Challenges for Research
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                     Appendix

Testing the Logic of Research 

 The assumption here is that research in science education has a strong logical 
component. Knowledge claims presented in research should logically follow 
from the analysis of data that is systematically collected. Yet, of course, to support 
research conclusions that data collected must be suitable to be used as evidence 
to answer research questions, so research design and methodology need to be fi t 
for purpose. Research questions should themselves refl ect the conceptual frame-
work set out for the study and any theoretical perspective employed in the study 
(Taber,  2013a ,  In press ). 

 The same considerations apply here whether the ‘object’ of study is something 
that can be directly observed – such as manipulations during a practical activity 
or the occurrence of keywords in student classroom dialogue – or something less 
accessible such as student thinking or understanding. An argument here has been 
that often when the research concerns entities from the mental register (e.g. under-
standing), there is a tendency to inappropriately take for granted shared understandings 
(sic) of such terms and to underestimate the epistemological challenges in learning 
about them. 

 Perhaps it would be wise if all those involved in science education (researchers 
and teachers and other users of research) developed an attitude of having a ‘mental 
register radar’ that fl ags up this potential problem whenever a research report is 
about such things as student knowledge and thinking. Seeing a study was about such 
foci might alert us to the need to check that we are treating the components of the 
mental register as technical terms, just as we would expect precision if the focus 
of a study was teacher qualifi cations, acid strength, identifying genes or student 
progression rates into higher education. In such cases we expect to know precisely 
what the research is about and how well the researchers are able to identify/charac-
terise/count/measure qualifi cations, acids, genes or progression. The same should 
apply if the work is about student thinking, knowledge, understanding or learning. 
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 I present here a checklist of questions that might be used by those reading 
research papers, either as evaluators (editors, referees) or as practitioners or 
policymakers looking to see what implications research has for their own work. 
The checklist may also be useful to those writing research papers, especially those 
who are new to the research process. 

 The list could be applied to whatever the research is about – but may be espe-
cially useful when dealing with the kind of unobservables that are the foci of the 
present book.

 The ontological question   What is the object of the study?  
 Is the report clear about how the authors understand the nature 

of what they are researching? 
 The epistemological 

question 
  What can be known about the object of the study?  
 Is the report clear about how the authors understand the limitations 

of knowing about what they are researching? 
 The methodological 

question 
  How do the authors go about fi nding out about the object of the 

study?  
 Is there an explicit research design that employs methodology 

consistent with the authors’ presentation of the nature of what 
they are researching and the limitations on knowing about it? 

 The reasoning question   What knowledge claims about the object of the study are presented 
as fi ndings?  

 Do the fi ndings follow logically from the evidence presented and 
refl ect the responses to the ontological, epistemological 
questions? 
 Are the fi ndings consistent with the nature of the object of the 

study presented in the paper? 
 Are the fi ndings consistent with the limitations on knowing 

about the object of study as presented in the paper? 

Appendix
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