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Wireless Sensor Network Distributed Data
Collection Strategy Based on the Regional
Correlated Variability of Perceptive Area

Yongjun Zhang and Enxiu Chen

Abstract On account of the energy saving problem in wireless sensor network
(WSN), this paper proposes the method that classifies sensing area according to the
similarity of variability of sensing in terms of fuzzy clustering. Through the head
of a cluster in a similar area to sample data to represent approximately collection
of the regional sensing data. We through a test manifests data collection of
partitioned similar sensing area will implement well in data monitoring and it will
reduce the total energy consumption, reduce the computing task for data fusion
and lengthen the WSN life circle.
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127.1 Introduction

It is the hot research direction in wireless sensor network (WSN) that is how to
utilize the energy of every sensor point effectively to prolong the life cycle of
WSN as well as equilibrium of all energy in WSN. LEACH [1] is a typical
hierarchical routing protocol. Later the scholarship of MIT Hein Zelman proposes
the algorithm of LEACH-C [2] that is based on LEACH algorithm. It solves the
problem that hasn’t considered the reminder energy in a cluster head election to
improve the quality of generated clusters. HEED [3] algorithm through a
calculation to broadcast AMRP and to become temporary cluster head with the
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probability of initialization CHp ¼ maxðCp � Er
Em ; pminÞ, which select the head of a

cluster in terms of reminder energy as first factor and communication in the
network as a second factor. The algorithm of HEED is different to the algorithm of
LEACH in criteria of cluster head selection and the mechanism of competition, it
had improved in speed of clustering and pick more reasonable cluster head to
transmit data by considering of inner cluster communication and reminder energy
in order to make whole WSN more equilibrium. On the base of above mentioned
viewpoints, there are someone propose a method to guarantee the optimized
strategy of minimum energy cluster head selection [4, 5], which is based on twice
the selection of cluster head and this method makes full consideration of energy
parameter and hot zone of WSN. What’s more, there are someone use K-MEANS
[6, 7] to select a cluster head. These methods, however, are only considered the
problem of energy and cost of routing without considering the similarity of sensing
in some areas. This paper uses fuzzy cluster method to partition similar area of
sensing and use HEED algorithm to select a cluster head to transmit sampling data
to SINK point. Therefore, under the condition of request of accuracy and real-time
is not high, we can partition similar area to reduce transmission quantity effec-
tively, to reduce the computation of data fusion [8, 9], to cut down the total energy
consumption and finally to prolong the life cycle of the whole network.

127.2 Concerned Question Description and Definition

For the area of sensing, the sensing data may have similar change regulation. We
can use the similarity of change regulation of sampling data to utilize fuzzy
clustering to partition the whole area into several similar areas. In every similar
area, we can use HEED algorithm to select a cluster head and utilize it as rep-
resentation to monitor neighbourhood variation. When inner similar area’s real
sensing data deviate from the data sampled by cluster head, which exceed
threshold MaxError. The system should reparation and select the head of clusters
to collect the district sensing data. In there, sensing vector is X ¼
fpð1Þ; . . .; pðiÞ; . . .; pðnÞg which denote the n sensing data with m sensing results

from time tx to ty. For example, vector with order number is pi ¼ fpðiÞ1 ; . . .; pðiÞm g,
the raw sensing data can be expressed by matrix SensoringMatrix

T2½tx;ty�
½n�½m�.

Definition 1 sensing similarity is SimSensoring
pi;pj2X

ðpi; pjÞ: suppose there are two

sensor points pi and pj in some area SimArea and for the given sensor point set
X ¼ fpð1Þ; . . .; pðnÞg has no objects with m dimensions, we define similarity of
sensing as follows:
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SimSensoringðpi; pjÞ ¼ rdsðpi; pjÞ þ ð1� rÞ cosðpi; pjÞ
�
�

�
� ð127:1Þ

Definition 2 max error of sensing MaxError: as a classified similar area SimArea,
we can find two sensor points pi and pj they have max dissimilarity, so the
MaxError in this area satisfy that it Min

pi;pj2SimArea
fSimSensoringðpi; pjÞg is true it

implicates value

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
m

Pm

k¼1

ðpi�pjÞ2
r

Maxfpg�Minfpg is close to a, a is max tolerance of real measurement

error and range of MaxError is (0,1).

Definition 3 similar sensing area (SSA): SSA is a set of sensing points that satisfy
the condition AjðPiÞ ¼ fPi MinfSimSensoringðPi;CjÞg[ d

�
� g, Cj is a regional

centre of AjðPiÞ, so the whole sensing area can be expressed by sensorArea ¼

SN

j¼1
AjðPÞ and for 8AiðPÞ; 8AjðPÞ 2 sensorArea there is the expression AiðPÞ \

AjðPÞ ¼ / is correct.

127.3 Distributed Data Collection Strategy

Data collection in the similar sensing area in this paper we can concisely define as
SSADC. Firstly, WSN becomes ad hoc network use hierarchical method to collect
data from sensing area. Next, using fuzzy clustering to partition data area by using
the changing of value of points. Finally, we can use HEED algorithm to select the
head of cluster in certain partitioned area. It can represent changing of data by
sampling the monitoring areas’ data. The criteria for electing of cluster head is to
take reminder energy as main factor and to take the density of sensing points as the
second factor. With the passage of time, similar area may be changed more or less.
Therefore when the sensing error exceeds a certain value, which should do a new
fuzzy clustering and reselecting the head of cluster to finish the job of data
collection. The algorithm of data collection by using fuzzy clustering as follows:

Method:
Step 1 During the period ½tx; ty�, through statistic we record the sensing data by

X, pi 2 SSA (similar sensing area);
Step 2 As for vectors X ¼ fpðjÞi g 1� i�m;1� j� n

�
� that with n elements and each has

m dimensions, for standardized pðkÞi that can be standardized by

pðkÞi ¼
pðkÞi � Min

1� i�m
fpðkÞi g

Max
1� i�m

fpðkÞi g� Min
1� i�m

fpðkÞi g
; 1� k� n, to compact data into (0,1) and

store the result in Mn�m;
Step 3 According to the sensing similarity SimSensoringðpi; pjÞ, compute the

fuzzy similar Matrix SimMatrix½n�½n�;
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Step 4 For the given level of similarity k, through the maximum tree algorithm
of fuzzy clustering to get clustering result C ¼ fcð1Þ; . . .; cðkÞg;

Step 5 If for every clustering result there exist two max dissimilar points that

satisfy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
m

Pm

k¼1

ðpi�pjÞ2
r

Maxfpg�Minfpg\a, then set k ¼ kþ h (h is step length) and go to

step (4) to redo cluster analysis;
Step 6 For every ci 2 C in clusters result C, we use HEED method to elect the

head of cluster in every ci to sample data and transmit it;
Step 7 At an interval of time b, the system will check periodically if there exist

two max dissimilar points Min
pi;pj2SimArea

fSimSensoringðpi; pjÞg it satisfies
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
m

Pm

k¼1

ðpi�pjÞ2
r

Maxfpg�Minfpg [ a, then go to Step 1 to recompute similar area;

Step 8 The end of this algorithm.

For the convenience of data querying, we build a hash table IðCÞ to index the
final clustering result. In the similar sensing area to take HEED algorithm to select
the head of clustering for balance the energy and represent a similar areas’ sensing
data.

127.4 Experimental Results and its Analysis

We use MATLAB7.0 to analyse 1100� 100 m agriculture plant area sensing data.
In the monitoring area we randomly and uniformly laid out 300 soil humidity
sensors, the collecting point SINK locates in coordination (0,100). We deploy the
WSN to compare the performance of our method for collecting data to LEACH,
LEACH-C and HEED. Suppose the sensor’s initial energy is 0.5 J, Eelec = 50
nJ/bit, es = 0. 0013 pJ/(bit.m4 ), Ecom = 5 nJ/bit, the length of the message is 500
Bytes, the delay of sending and receiving is 25 ls. The test length is 1200 s and the
intervals to repartition the similar area is 120 s.

Through the experiment in Fig. 127.1 we can see HEED method forming speed
of the cluster has certainly improved compared to LEACH and LEACH-C, which
thought the cost of the inner cluster communication after forming a cluster and
select a cluster head that is more suitable to do the task of data transmit. Because
this paper also uses HEED to choose the head of cluster in similar area it will be
optimized in each partitioned field. What’s more, we utilize cluster head to
transmit sensing data to represent regional data it will save a lot of cost of energy
in data transmission.
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127.5 Conclusion

Through the fuzzy clustering method to split the whole monitoring area into many
similar sensing areas. As for each similar sensing region we elect the head of
cluster by using HEED algorithm to sampling data to represent the areas’ sensing
data. By using a distributed data collection method to collect monitoring data with
less quantity of communication, to decrease the cost of energy in the whole net-
work, to decrease data fusion calculation to improve the reliability of data, finally
we can prolong the life cycle of WSN.
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