
Chapter 13
“All my mates have got it, so it must be okay”:
Constructing a Richer Understanding of Privacy
Concerns—An Exploratory Focus Group Study

Anthony Morton

13.1 Introduction

In a 2010 UK survey1, 76.4 % of respondents were either very concerned or some-
what concerned about their privacy while using the Internet. In the same survey,
44 % had experienced an invasion of their privacy2 very frequently or somewhat
frequently. A 2011 survey by the European Commission on attitudes towards data
protection and electronic identity found that although three out of four respondents
accepted the need to provide personal information as part of everyday life, 70 %
were concerned about how organisations use their personal information, believing
they had “only partial, if any, control of their own data”.3 Although privacy surveys
have attracted some criticism4, they highlight a genuine concern amongst people
of the impact of technology-underpinned services on their privacy. This concern is
not misplaced. In the last five years, services as diverse as street-level mapping5,
smartphones and smartphone applications6, video-gaming7, social networking8,
targeted advertising9 and peer-to-peer file-sharing10 have attracted adverse publicity

1 Coles-Kemp et al. 2010.
2 For this survey question, an invasion of privacy included offline intrusions, e.g. unsolicited
telephone calls, in addition to online intrusions, e.g. e-mails.
3 European Commission (EUROPA) 2011.
4 Harper and Singleton 2001.
5 Barnett 2008; BBC 2008; Mills 2007.
6 Sarno 2010; Panzarino 2011; Leavitt 2011.
7 Quinn and Arthur 2011.
8 BBC 2010, 2011.
9 Fiveash 2007; Ashford 2011.
10 Mennecke 2007; NBC 2009; Federal Trade Commission 2010.

A. Morton (�)
Department of Computer Science, University College London,
Gower Street, London WC1E 6BT, UK
e-mail: anthony.morton.09@ucl.ac.uk

S. Gutwirth et al. (eds.), Reloading Data Protection, 259
DOI 10.1007/978-94-007-7540-4_13, © Springer Science+Business Media Dordrecht 2014



260 A. Morton

or criticism, for collecting or leaking personal information. Such services, although
offering benefits such as easier navigation and travel, entertainment, social contact,
relevant advertising and access to media content, may explicitly request personal
information, collect it covertly or accidentally11, or distribute it without the user’s
knowledge.12

Investigation of an individual’s privacy concerns has traditionally focused on
their general level of privacy concern, or their perception of organisations’ collec-
tion, use, management, control and securing of personal information, by asking them
to respond to a selection of statements about government and/or organisations’ in-
formation handling practices. However, responding to statements about information
handling practices in the abstract is problematic. When asked to consider one of
Westin’s statements—“Most businesses handle the personal information they collect
about consumers in a proper and confidential way”13—a survey participant may
reasonably think, “It depends on the organisation. I trust organisation X, but not
organisation Y, as I don’t believe it will look after my personal information care-
fully”. Furthermore, when providing personal information to an organisation, the
nature of the technology platform involved is omitted from most general privacy
concern surveys. For example, a customer may be comfortable conducting financial
transactions using a bank’s website, but not using a smartphone application—even
when interacting with the same bank. Finally, such surveys do not take into account
environmental influences, such as the experiences of an individual’s friends, or me-
dia stories concerning similar technology-underpinned services. Peoples’ attitudes
to disclosing their personal information is complex, as they may state they value
their information privacy, but are usually prepared to trade personal information for
benefits.14

A more holistic approach to the construction of privacy concern is required, which
encompasses the technical, organisational and environmental factors individuals
take into account when choosing to use a technology-underpinned service requir-
ing the provision of personal information. Existing privacy concern indexes, such as
Westin’s, only provide measurement of an individual’s general level of privacy con-
cern. An individual’s privacy concern is likely to be constructed from their concerns
about the technology-mediated interaction they are having with a specific organisa-
tion, others’ views of the organisation and/or technology, and their personality, life
experiences and innate desire, or otherwise, to protect their privacy.

To emphasise the importance of considering a broad range of factors in determin-
ing privacy concern, this paper henceforth refers to the socio-technical construct of

11 Farrell 2010.
12 Johnson 2008; El Emam 2010.
13 This statement was one of those used by Westin to derive his Privacy Segmentation Index, and
Core Privacy Orientation Index used in his studies between 1995 and 2003—quoted in Kumaraguru
and Cranor (2005).
14 Beldad et al. 2011.
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a technology service—proposed by Morton & Sasse15—in place of the more cum-
bersome phrase technology-underpinned service. A technology service consists of
a technology platform16 and the organisation providing it. The use of the technol-
ogy service construct emphasises the need, when attempting to understand peoples’
privacy concerns, of not only considering the hardware and software in the tech-
nology platform, but the motivation, principles, culture and privacy practice of the
organisation providing the technology service.

When deciding to use a technology service17, an individual’s desire to achieve
their goal(s) usually results in them having to balance relinquishing some aspect of
their information privacy in exchange for benefits18 (e.g. saving credit card details
on an e-commerce website to achieve their goal of saving time). In essence, “[. . .]
individuals will exchange personal information as long as they perceive adequate
benefits will be received in return—that is, benefits which exceed the perceived risks
of information disclosure” (p. 327).19 However, individuals do not always rationally
consider the risks and consequences—including long-term ones—of information
disclosure20, and are often unable to predict the nature of the information to be
managed.21 Nevertheless, the phrase, “perceived risks of information disclosure”
does encapsulate the meaning of privacy concern. If an individual believes the party
requesting the information is not capable of looking after their personal information
properly, they will perceive a high degree of risk. Privacy concern—in the context of
a technology-mediated interaction—can therefore be thought of as an individual’s
perceived risk of disclosing personal information; the higher the perceived risk, the
higher the individual’s level of privacy concern. Beldad views online information
privacy as a response to the risks of disclosing personal data, influenced by the amount
and type disclosed.22 This suggests privacy concern, like privacy, is highly contextual,
depending, in part, on an individual’s expectations of the privacy behaviour of the
technology service under consideration—it cannot be measured in the abstract.

An individual’s privacy-sensitive decision making process is likely to affected by
incomplete information, bounded rationality (their ability to understand the available
information and use it to make a rational privacy-sensitive decision), and psycho-
logical factors.23 However, an individual will usually make some effort to consider

15 Morton and Sasse 2012.
16 Morton and Sasse use the term technology lens for the technology platform to highlight that a
poorly implemented or designed technology platform may lead an individual to have a distorted
view of the organisation, no matter how benign its motivation.
17 For simplicity it is assumed an individual actively makes a decision to use a technology service,
rather than its use being mandatory or unavoidable (e.g. closed-circuit television), or it existence
being unknown.
18 Sheehan and Hoy 2000.
19 Culnan and Bies 2003.
20 Acquisti 2004; Acquisti and Grossklags 2005.
21 Laufer and Wolfe 1977.
22 Beldad et al. 2011.
23 Acquisti and Grossklags 2005.
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information about a technology service to assist, or justify, their privacy-sensitive
decision making, unless they are solely focused on the benefits it offers. Generally
speaking, levels of risk increase when there is insufficient information to assess the
true level of risk. Similarly, an individual’s level of privacy concern will rise if there
is incomplete information about a technology service’s ability to safeguard the per-
sonal information they need to provide. To reduce the discomfort with a lack of
information about the collection and usage of their personal data, people will engage
in ‘information-seeking behaviours’24, with Beldad suggesting “[a]n online privacy
statement is often the only source of information” (p. 222).25 However, people are
also likely to seek information from other sources, such as the attributes of the tech-
nology service which are important to them (e.g. security mechanisms, brand name,
professionalism of website design etc.) and the advice of friends and colleagues.

Perfect information about a technology service is not possible, and even if it was
available, bounded rationality would be likely to prevent an individual from correctly
processing it. Fortifying notice-and-consent, such as clearer privacy policies—
although welcome—assumes “[i]ndividuals can understand all facts relevant to true
choice at the moment of pair-wise contracting between individuals and data gath-
erers” (p. 32).26 An individual is therefore likely to look for certain attributes of
the technology service they are considering using, which they consider to be impor-
tant. These may include: its professionalism; design; ease of use; perceived security
protections; nature of the information requested; perceived ethics of the providing
organisation; evidence of sound information handling practices; and links to trusted
third parties (e.g. online payment systems). Environmental cues, such as friends’
experiences, reviews by existing users and changing social privacy norms27 are also
likely to influence an individual’s privacy concern.

The absence of, or incomplete information about, the technology service attributes
or environmental cues an individual seeks for reassurance in their decision to engage
with it, are likely to lead to an increase in privacy concern. For example, a missing or
unclear privacy policy on a website may cause an individual’s level of privacy concern
to increase, fearing the providing organisation will sell their personal information to
a third-party without their permission. Similarly, a lack of information from friends
and colleagues about their experiences with a particular technology service may also
increase an individual’s level of privacy concern.

If it is assumed the technology service attributes and environmental cues an indi-
vidual seeks for reassurance are underpinned by their innate level of privacy concern,
it can be seen that an individual’s privacy concern when engaging with a technology

24 Beldad et al. 2011.
25 Beldad et al. 2011.
26 Nissenbaum 2011.
27 Mark Zuckerberg, the CEO of Faceboook’s observation that “People have really gotten com-
fortable not only sharing more information and different kinds, but more openly and with more
people. That social norm is just something that has evolved over time” is a good example of
this—TechCrunchTV 2010.
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service can be constructed from: (1) their innate level of privacy concern; (2) en-
vironmental cues, which may be general or related to the technology service under
consideration; and (3) attributes of the technology service under consideration. The
last of these components (attributes of the technology service) will be highly contex-
tual (i.e. relevant to a particular technology service), with the second one partially
influenced by context (i.e. media stories about technology services similar to the one
under consideration). Furthermore, each of the three privacy concern components is
also likely to be influenced by an individual’s personality and attributes (e.g. age,
gender, educational level, computer experience etc.). For example, an individual
may have been told by friends of their negative privacy experiences with a technol-
ogy service, but discounted these views because they believe their friends are “not
particularly Internet-savvy” and “probably didn’t tick the right boxes”.

As the first stage in developing this richer approach to the construction of peo-
ples’ privacy concern, the rest of this chapter describes an exploratory study—using
focus groups and an online survey—to explore what people consider when deciding
to use a technology service offering benefits, but requiring personal information.
Section 13.2 situates the proposed approach to constructing privacy concerns in the
context of existing work in trust, and the measurement of peoples’ privacy concerns,
and proposes a hypothetical model based on this work. Sections 13.3, 13.4 and 13.5
describe the research objectives addressed by the study, and provide a description of
the research method used. The results from the qualitative and quantitative analyses
of the focus group transcripts are discussed in Sects. 13.6–13.9. The paper concludes
in Sects. 13.10 and 13.11 with a discussion of the limitations of the study and the
next steps for the research, which is to create a richer representation of individuals’
privacy concerns, linking this with organisational privacy practice and privacy by
design.

13.2 Related Work

Westin—who defines privacy as, “the claim of individuals, groups, or institutions
to determine for themselves when, how and to what extent information about them-
selves is communicated to others” (p. 7)28—categorised people in his surveys of
their privacy concern as: (1) Privacy Fundamentalists—who are protective of their
privacy, distrustful of organisations collecting personal data, and believe in privacy
regulation; (2) Privacy Pragmatists—who consider the consequences of providing
private information vs. the benefits received; and (3) Privacy Unconcerned—who
are least protective of their privacy, believing any benefits they receive for disclosing
personal information outweigh its potential misuse.29

28 Westin 1967.
29 Kumaraguru and Cranor 2005. Perri 6 observes a fourth group is now also recognised—privacy
fatalists—“who believe that there is little that they or anyone else can do to ensure proper use of
personal information” (p. 2)—6 et al. 1998.
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One-dimensional measurements of peoples’ general level privacy concern, such
as Westin’s categorisation, do not explain the specific dimensions of that concern.30

To address this, Smith et al. (1996) created a multidimensional scale called, con-
cern for information privacy (CFIP), constructed from individuals’ concerns about
organisations’ information handling practices in the context of offline direct market-
ing. CFIP is constructed from four factors relating to the handling of information
by organisations: (1) collection; (2) errors; (3) unauthorised secondary use; and (4)
improper access to information. Stewart & Segars observed, “[. . .] the theoretical
and operational assumptions underlying the structure of constructs such as CFIP
should be reinvestigated in light of emerging technology, practice, and research” (p.
37)31, and empirically validated CFIP. They concluded that CFIP was a second-order
factor mediating the relationship between computer anxiety and behavioural inten-
tion. They also suggested that growing awareness amongst consumers of explicit and
implicit information collection and processing by organisations are likely to impact
the nature of CFIP—in essence, the effect of environmental cues, such as media
stories and the experiences of friends and colleagues.

Using CFIP as the foundation, Malhotra et al. (2004) created the more parsi-
monious Internet Users’ Information Privacy Concerns (IUIPC) scale, specifically
aimed at the Internet environment. IUIPC consists of ten items measuring three
factors: (1) information collection—identified by Smith et al. (1996); (2) control
over personal information; and (3) awareness of an organisation’s privacy practices.
Although these privacy concern scales recognise an individual’s perception of an or-
ganisation’s information handling practices is an important constituent in their level
of privacy concern, they do not explain the influence of external factors, an indi-
vidual’s innate privacy concern, and the specific attributes of the technology service
(e.g. perceived security protections, professionalism, design, ease of use, perceived
brand and ethics of the providing organisation, service etc.), which an individual
seeks for reassurance.

If, as posited earlier, privacy concern is assumed to be the “perceived risks of
information disclosure”32, trust in the technology platform and providing organi-
sation’s privacy behaviour is key to people feeling comfortable disclosing personal
information, as ‘[t]rust is only required in situations that are characterized by risk
and uncertainty’ (p. 384).33 Social exchange theory posits that if the benefits of a
social transaction with another party outweigh the perceived costs (or risks), an in-
dividual will enter into it; trust therefore plays a critical role in this process as it
reduces perceived costs and is a precondition for self-disclosure.34

The relationship between privacy concern, trust and behavioural intention were
explored by Liu et al. in the context of e-commerce, who found that “privacy has
a strong influence on whether an individual trusts an EC [(e-commerce)] business.

30 Malhotra et al. 2004.
31 Stewart and Segars 2002.
32 Culnan and Bies 2003, p. 327.
33 Riegelsberger et al. 2005.
34 Metzger 2004.
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In turn, this will influence their behavioral intentions to purchase from or visit the
site again” (p. 300).35 Privacy, in their privacy–trust–behavioural intention model
consists of the dimensions of notice, access, choice and security, matching the Fair
Information Practices set out by the US FederalTrade Commission for e-commerce.36

This suggests a technology service implementing and following fair information
practices, and making this behaviour visible to an individual considering using it, is
more likely to engender trust than one which does not.

Like privacy, trust’s multi-dimensional nature makes it impossible to arrive at a
unitary definition. To address this, McKnight & Chervany37 developed a typology
of three trust constructs: (1) dispositional trust; (2) interpersonal trust; and (3)
institutional trust. Dispositional trust is essentially the general level of trust an
individual has, consisting of faith in humanity and trusting stance.38 Rotter39 was
the first to develop a scale for this construct of an individual’s generalised trust in
others40—effectively an innate level of trust—which an individual carries with them
and applies to each situation. An individual’s upbringing and culture will mould their
persona and hence their disposition to trust.41 Peoples’ disposition to trust has been
found to be positively related to their enthusiasm to embrace new technology42—
their Personal Innovativeness with respect to Information Technology (PIIT )—a
construct developed by Agarwal & Prasad, which they define as, “the willingness of
an individual to try out any new information technology”.43

Tan & Sutherland44 include dispositional trust in their multidimensional model
of trust, to emphasise the importance of this personality-based trust on consumers’
trusting behaviour. They suggest that interpersonal trust and institutional trust are
founded upon dispositional trust, observing, “[i]f the individual typically finds it
hard to trust in general, they are not likely to find the internet a comfortable place
to conduct business [. . .]” (p. 47)45 Similarly, it is likely an innately private person
will not feel comfortable providing personal information to technology services. An
organisation making its privacy policy available will have little impact on the views of
Privacy Fundamentalists, or those who believe any information disclosure is risky.46

Institutional trust is split into: (1) situational normality—things appear normal;
and (2) structural assurances—contracts, regulations and warranties are in place and

35 Liu et al. 2005.
36 Federal Trade Commission 2000.
37 McKnight and Chervany 2001.
38 McKnight and Chervany 2001.
39 Rotter 1967.
40 Rotter refers to this as interpersonal trust.
41 Tan and Sutherland 2004.
42 McKnight et al. 2002.
43 Agarwal and Prasad 1998.
44 Tan and Sutherland 2004.
45 Tan and Sutherland 2004.
46 Beldad et al. 2011.
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evident.47 In the context of a technology service, an example of situational normality
is an e-commerce website appearing professional and following a familiar shopping
basket and checkout paradigm; an example of a structural assurance is the website
adhering to distance selling legislation.

An individual’s assumptions and expectations of a technology service, which form
part of their initial level of trust in it, may be influenced by trust signals emitted by the
technology service, allowing the individual to determine if trust should be given48,
and hence whether personal information should be disclosed. Trust signals include
trust symbols (e.g. evidence of HTTPS and trusted third-party seals) and trust symp-
toms (e.g. user reviews, usability and professionalism of web site design).49 These
trust signals originate from the technology service and mainly influence interper-
sonal trust, allowing an individual (trustor) to decide if trust should be given to the
trustee. If the sources of trust signals are the attributes of a technology service re-
lated to its information privacy practice, e.g. use of technical security controls, stated
privacy policy and control over personal information provided to its users, absent
or weak trust signals are likely to increase an individual’s level of perceived risk of
information disclosure, leading to increased privacy concern and decreased trust.

In addition to the trust signals emitted by a technology service, individuals’ trust
in a technology service may be influenced by environmental cues, such as the experi-
ences of friends, advertising material (e.g. television and poster advertisements) and
social privacy norms. For example, an individual’s level of trust in a particular tech-
nology service is likely to be increased if their friends have used it with no perceived
problems—hence the quote in the title of this paper. These environmental cues may
not be directly related to the technology service under consideration. Environmental
cues such as media reports and experiences of using similar technology services
are likely to be an important constituent of peoples’ privacy concern, as individuals
generalise broadly from their experiences.50

Gefen et al. (2003), in their study of trust and technology acceptance in the con-
text of online shopping, suggest the decision to purchase from an e-vendor has two
antecedents: (1) their trust in the technological aspects of the website interface (influ-
enced by its perceived ease of use); and (2) the trust the consumer has in the vendor
(essentially interpersonal trust), reflecting the two main components of a technology
service, the technology platform and providing organisation. Using three terms from
Riegelsberger et al.’s (2005) framework—an organisation’s internalised norms (e.g.
policies, privacy behaviour etc.), benevolence (e.g. an easy faulty product return
process) and ability (e.g. professionalism of its website)—an individual may trust
the norms and benevolence of an organisation, but not its ability to provide a se-
cure technology platform to protect users’information from unauthorised intrusion.51

For example, an individual may believe an organisation possesses strong information

47 McKnight and Chervany 2001.
48 Riegelsberger et al. 2005.
49 Riegelsberger et al. 2005.
50 Camp et al. 2002.
51 Beldad et al. 2011.
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Fig. 13.1 Grammar of the privacy concern model (for an e-commerce website)

ethics and intention to safeguard collected information52—causing privacy concern
to lessen—but may also suspect the organisation is unable to realise those ethical prin-
ciples due to a poorly implemented technology platform—increasing the individual’s
level of privacy concern.

Research has shown a relationship between an individual’s degree of agreeable-
ness measured by the Five-Factor Model of personality (the Big Five) and their level
of privacy concern measured by CFIP—albeit with a restricted sample of respon-
dents.53 Other studies have shown a relationship between an individual’s personality
traits and their level of privacy concern.54 Peoples’ attributes (e.g. age, gender, expe-
rience, cultural background and intellectual capability) also influence their adoption
of new technology.55

If an individual’s personality influences their level of privacy concern, trust and
technology adoption, it is also likely to influence the environmental cues and tech-
nology service attributes an individual looks for to lessen their privacy concern. For
example, one personality type may place a high degree of importance on technical
security controls (e.g. the HTTPS browser ‘padlock’) and the existence of a privacy
policy, whilst another may only consider the advice of friends or social norms.

McKnight & Chervany represent their trust construct using three sentences in a
grammar of trust, with each one constructed as an action sentence with a subject, verb,
and direct object.56 If an individual’s level of privacy concern is influenced by: (1)
their innate level of privacy concern; (2) environmental cues; and (3) the attributes of
the technology service, a grammar of privacy concern (Fig. 13.1) can be constructed
using a similar approach, with an individual’s privacy concern constructed from:

1. Dispositional privacy concern. An individual’s innate concern about disclosing
any information to other parties. Dispositional privacy concern is essentially the
construct captured by traditional privacy surveys such as Westin’s, and therefore

52 Beldad et al. 2011.
53 Korzaan and Boswell 2008.
54 Iris et al. 2008.
55 Agarwal and Prasad 1999; Venkatesh and Morris 2000.
56 McKnight and Chervany 2001.
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represents only a partial understanding of the nature of an individual’s privacy
concern.

2. Environmental privacy concern. An individual’s level of privacy concern cre-
ated by environmental cues, such as media reports, anecdotes from friends and
family, and social privacy norms. Environmental privacy concern may also be
lessened by structural contracts and regulations (e.g. applicable data protection
legislation) being in place and evident.

3. Interpersonal privacy concern. An individual’s level of privacy concern about
the party they are transacting with. The level of privacy concern will be in-
creased or lessened by the existence or absence of technology service attributes
an individual considers important and therefore looks for.

The shading in Fig. 13.1 represents the increasing influence of context on the three
components of privacy concern. The philosophy of privacy as contextual integrity57

posits that the transfer of personal information between two entities (e.g. a consumer
and an e-commerce website) should be tied to the widely accepted norms of particular
contexts, so that information collection and dissemination is appropriate to each
context and the roles of the entities, and in line with expectations. It is the violation of
these norms and expectations which is one of the principal factors leading to peoples’
perception that their privacy has been invaded. The collection and dissemination of
personal information by increasingly powerful technologies and digital media serve
to subvert these norms and expected information flows.58 Contextual integrity is
constructed from: (1) informational norms; (2) appropriateness of collection and
dissemination; (3) roles of the entities involved; and (4) principles of transmission.59

Given this construction of contextual integrity, Fig. 13.1 shows that interpersonal
privacy concern will be more influenced by context (e.g. a specific transaction with
a particular e-commerce website), than dispositional privacy concern.

Perri 6 describes research by Brunel University, which suggests a “more nu-
anced approach to segmentation” (p. 39) than Westin’s—based on a repertoire of
behaviours—and argues people take different privacy stances in different contexts,
and very few can be simply categorised as fundamentalist, unconcerned or prag-
matic.60 The construction of privacy concerns shown in Fig. 13.1 addresses this by
recognising that although an individual’s dispositional privacy concern is an im-
portant factor underpinning their privacy concern, the contextual influences at the
interpersonal privacy concern layer, and to some extent, at the environmental privacy
concern layer, are extremely important.

Organisations may be able to influence peoples’ level of interpersonal information
privacy concern through information handling practices which avoid substantive
harm, and the use of trust signals61, but are unlikely to be able to significantly, or

57 Nissenbaum 2004.
58 Nissenbaum 2004.
59 Barth et al. 2006.
60 6 et al. 1998.
61 Riegelsberger et al. 2005.



13 “All my mates have got it, so it must be okay”: Constructing a Richer . . . 269

Fig. 13.2 Hypothesised extended model of privacy concern, trust and behavioural intention

quickly, influence an individual’s dispositional privacy concern. Pragmatically, this
approach to privacy concern seems reasonable. An individual with a very high level
of dispositional privacy concern is unlikely to provide their personal information,
irrespective of the experiences of others, or the perceived privacy behaviour of the
other party. Similarly, an individual with a moderately high level of dispositional
privacy concern may be dissuaded from providing their personal information by
the experiences of friends who have had their information passed to third parties—
increasing the individual’s environmental privacy concern.

Using the privacy–trust–behavioural intention model of Liu et al. (2005) and the
idea of trust signals proposed by Riegelsberger & Sasse62, a hypothesised extended
model of privacy concern, trust and behavioural intention is proposed (Fig. 13.2).
The model illustrates how trust signals emitted by a technology service—albeit mod-
ified by an individual’s personality and attributes—influence interpersonal trust (e.g.
trust in the ability of the technology service to provide the products ordered) and in-
terpersonal privacy concern (e.g. the level of concern about the technology service’s
privacy practices). Similarly, environmental cues will be modified by an individual’s
personality and attributes, influencing their environmental privacy concern.

An individual will have assumptions and expectations of a technology service’s
likely privacy behaviour, with their “privacy perceptions often reflect[ing] their trust
in the organisation, technology and thus expectations for privacy protection” (p.52)
(also please add superscripted reference to footnote 64). If an individual’s experience
of the technology service’s actual privacy behaviour does not match these expecta-
tions and assumptions, because of a malicious or incompetent organisation, error, or
a badly designed technology platform leaking sensitive information, the individual
is likely to feel their privacy has been invaded, have an emotive reaction, and reject
the technology and providing organisation—Adams & Sasse call this the Privacy
Invasion Cycle63, and this concept has been included in the hypothesised model

62 Riegelsberger et al. 2005.
63 Adams and Sasse 2001.
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shown in Fig. 13.2. The invasion of an individual’s privacy is likely to result in a
decrease in their trust as a result of an increase in their privacy concern about the
technology service, suggesting the construction of peoples’ privacy concern is likely
to be a dynamic process.

13.3 Research Objectives & Method

The principal aim of this exploratory study was to understand the factors—
organisational, technological and environmental—which people consider when
deciding to use a technology service. More specifically, it was to explore the factors
which increase or decrease their interpersonal privacy concern and environmen-
tal privacy concern (Fig. 13.1). The secondary aim was to investigate if peoples’
attributes (age, computer experience, gender etc.) influence the organisational, tech-
nological and environmental factors they consider to be important (Fig. 13.2). These
aims resulted in two research objectives:

1. To investigate the organisational, technological and environmental factors people
consider when deciding to use a technology service.

2. To investigate if there is a relationship between individuals’ attributes (e.g. age,
gender, computer experience etc.), willingness to adopt new technologies and
general privacy concern (e.g. their Westin category), and the organisational,
technological and environmental factors they consider.

If people look for very disparate organisational, technological and environmental
factors when faced with different types of technology services, the hypothesised
model (Fig. 13.2) is unlikely to be feasible. Therefore a third research objective was
defined:

3. To investigate if the factors individuals consider are broadly common to all
technology services.

To address these three objectives, a research method was required—richer than online
surveys—which facilitated open-ended investigation of these factors, without unduly
influencing study participants. Focus groups were selected as the research method as
they are suited to the investigation of complex behaviours and motivations64, such as
technology adoption and privacy-sensitive decision making. Focus groups also allow
participants to query each other, explain themselves and comment on each other’s
experiences.65 There has been some use of focus groups in understanding privacy
concerns about technologies, and acceptance of new technologies66; this latter area
being focused on informational privacy in healthcare.67 There has however, been

64 Morgan and Krueger 1993.
65 Kitzinger 1995; Morgan 1996.
66 Zhang et al. 2010; Hundley and Shyles 2010; 6 et al. 1998.
67 Skinner et al. 2003; Snell et al. 2012.
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Table 13.1 Focus group scenarios and composition

Focus group no Scenario Group composition

G1 Photograph sharing web site Technical PhD students and postdoctoral
researchers

G2 Social networking discounts Undergraduate students
G3 Supermarket RFID ordering Technology outsourcing business

development and administrative staff
G4 Smartphone assistant Postgraduate students
G5 Smart metering IT support and development, IT business

development, IT project management,
retirees and administrative staff

G6 Landmark identification web site Extended family group consisting of
retirees, middle managers, administrative
staff and tradesmen

promising work by the VOME project68, which has run interactive sessions with
users discussing citizen-centric privacy by design.69

In addition to the focus groups, an online survey was used to collect quantitative
data prior to participants’attendance at each focus group, although completion of the
survey was not a pre-requisite for attendance. The principal objective of the survey
was to provide data for quantitative analysis to investigate research objective 2. The
survey was split into four sections: (1) eight questions concerning the participant;
(2) one question to ascertain the participant’s willingness to adopt new technologies;
(3) three questions to ascertain the participant’s general level of privacy concern; and
(4) two questions based on Sheehan’s study of privacy concerns70, which were not
used in the study.

13.4 Focus Group Procedure

Six focus groups—considered to be an adequate number71—took place, capturing
the views of 35 individuals. To ensure participants represented a broad range of
experiences and ages, opportunistic sampling with participant peer recruitment was
used for four of the groups, with the other two groups consisting of volunteers from
a UK university’s participant pool (Table 13.1).

At the start of each focus group the researcher provided an overview of the objec-
tives of the session and briefly described the concept of a technology service. This

68 Visualisation and Other Methods of Expression (VOME) is a project involving researchers from
the Information Security Group at Royal Holloway, University of London, Salford and Cranfield
Universities. It has explored how users engage with the concepts of information privacy. For further
information about VOME see http://www.vome.org.uk.
69 VOME 2012.
70 Sheehan 2002.
71 Morgan 1996.
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was to encourage participants to think more widely than the technology described in
the scenario, and also consider the organisation providing it.

Once the focus group had read the scenario randomly allocated to it (seeAppendix
for the six scenarios), it was shown the following three questions:

1. What things would you consider when deciding to use, or not use, this technology
service?

2. How would you go about deciding if the benefits offered by this technology
service were worth the potential loss of some of your privacy?

3. How would you decide whether to trust this technology service to look after your
privacy?

Each focus group lasted approximately one hour, with 15–20 min spent discussing
each question. Use of the same questions and procedure for each focus group facili-
tated investigation into the similarity of the themes discussed across the focus groups.
The groups were designed to encourage participants to interact with each other, rather
than the researcher, allowing “structured eavesdropping” (p. 301).72 The researcher
attempted to restrict their contribution to reading the three questions out aloud, and
asking further probing questions when required.

13.5 Qualitative Analysis of Focus Groups

A thematic analysis—similar to that described by Braun & Clarke73, albeit without
producing a thematic map—was undertaken for the qualitative analysis of the focus
group transcripts.

Each focus group was recorded by the researcher, and transcribed by a professional
typing agency. The researcher listened to the audio recording of each session twice,
correcting any errors in the transcripts, and ensuring anything in the transcript which
identified the focus group or its members was redacted. This ensured the data was
“transcribed to an appropriate level of detail, and the transcripts [. . .] checked
against the tapes for ‘accuracy”’ (p. 96).74 This process of active reading and re-
reading, and becoming familiar with the data, assisted with generating initial ideas
for base-level codes.

Once the transcripts had been checked they were loaded intoATLAS.ti, and partic-
ipants’comments—quotations inATLAS.ti—coded by the researcher in a systematic
fashion with an initial set of base-level codes. The entire transcript from each fo-
cus group was coded to ensure ‘[e]ach data item has been given equal attention in
the coding process.’ (p. 96).75 At the end of the initial coding phase 39 base-level
codes had been created, excluding the ATLAS.ti super-codes and non-substantive
codes used to facilitate subsequent quantitative analysis. The 39 base-level codes

72 Powney J., quoted in Kitzinger 1995.
73 Braun and Clarke 2006.
74 Braun and Clarke 2006.
75 Braun and Clarke 2006.
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Table 13.2 Demographic
profile of online survey
participants

Demographic characteristic Percentage of
respondents

Gender (n = 27) Male 51.9
Female 48.1

Age (years; n = 27)a Under 18 3.7
18–24 7.4
25–34 33.3
35–44 25.9
45–54 14.8
55–64 11.1
Over 65 0.0
Rather not say 3.7

Education levela (n = 26)b Doctoral 7.7
Postgraduate 19.2
Undergraduate 38.5
Diploma level 19.2
School leaver 15.4

a The total of the percentages in Table 13.2 for this survey item
does not equal 100 % because of rounding

b n = 26 as one online survey participant was still attending school

were then collated into candidate themes by considering whether a code could be
combined with others into an overarching theme.

Although Braun & Clarke suggest quotations may be coded ‘[. . .] in as many
different ‘themes’as they fit into [. . .]’ (p. 89)76, the researcher coded each quotation
to a single base-level code, and hence theme. This encouraged the researcher to
consider carefully what each participant was actually alluding to in their comment,
and also facilitated the reconciliation of totals during quantitative analysis. Each
quotation was also coded with a non-substantive reference for the participant who
spoke it, e.g. G5P7, for participant 7 in group 5. This enabled cross-referencing of
focus group quotations with the results from the online survey, during the quantitative
analysis.

13.6 Online Survey Results

13.6.1 Survey Participant Demographics

Prior to attending the focus groups, 27 of the 35 focus group participants completed
the online survey, with response rates ranging from 56 to 100 % within each focus
group. Table 13.2 shows the demographic profile of online survey participants, and
Table 13.3 their level of computer experience and daily computer use.

76 Braun and Clarke 2006.
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Table 13.3 Computer
experience and use profile of
online survey participants

Demographic
characteristic

Item statistics
(n = 27)

Computer experience (years) Mean 19.9
Standard deviation 6.8

Computer use at home
and work per day (hours)

Mean 6.7

Standard deviation 3.1

13.7 Survey Participants’ General Attitude to
Technology and Privacy

Four of the questions in the online survey were asked to determine participants’ gen-
eral level of privacy concern, and their attitude towards adopting new technologies,
the results of which are discussed briefly below:

• Technology Privacy Concern: Participants were asked to respond to two state-
ments concerning their perception of the impact on their privacy of: (1) existing
technology, which had been around for at least three years; and (2) emerging tech-
nology, which had appeared in the last year. These two statements represented a
survey participant’s technology privacy concern (TPC), which can range from 2
to 8, where 2 represents two ‘Not concerned at all’ responses and 8 represents two
‘Very concerned’ responses. Ignoring the results from the two survey participants
who selected ‘Don’t know’, resulted in a sample size of 25, with a mean TPC
score of 6.0 (σ = 1.55), suggesting a relatively high level of TPC amongst survey
participants, which may be caused by the relatively high percentage (40.7 %) of
Privacy Fundamentalists in the survey group.

• Westin’s Privacy Segmentation Index: Survey participants were asked to re-
spond to the same three statements used by Westin between 1995 and 2003 to
determine peoples’Privacy Segmentation Index/Core Privacy Orientation Index77,
with their responses used to place them into one of three privacy categories us-
ing the same criteria as Westin (Table 13.4). In Westin’s surveys from 1996 to
2003, between 55 and 64 % of participants were categorised as Privacy Pragma-
tists, with the remaining participants split approximately equally between Privacy
Fundamentalists and Privacy Unconcerned.78 The high percentage of Privacy Fun-
damentalists (40.7 %) amongst survey participants in this exploratory study may
be caused by the large percentage (65.4 %) educated to undergraduate degree
level or above. Previous studies have found a relationship between higher levels
of education and increased privacy concern.79

77 This index was called the Privacy Segmentation Index for Westin’s surveys between 1995 and
1999, and the Core Privacy Orientation Index for the surveys since mid-2000 (Kumaraguru and
Cranor 2005).
78 Kumaraguru and Cranor 2005.
79 Phelps et al. 2000; Sheehan 2002.
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Table 13.4 Percentage of
online survey participants in
each Westin category (n = 27)

Westin category Percentage of online
survey participants

Privacy fundamentalists 40.7
Privacy unconcerned 18.5
Privacy pragmatists 40.7

The total of the percentages in Table 13.4 does not equal 100 %
because of rounding.

Table 13.5 Responses to:
“Here are some predictions
about how technology will
impact peoples’ privacy in the
next five years. Which of the
following statements comes
closest to the way you feel?”
(n = 27)

Statement Percentage of survey
participants

Coding

Technology will make
peoples’ privacy worse

59.3 3

Technology will make
peoples’ privacy better

7.4 2

Despite advances in
technology, peoples’
privacy will remain about
the same as it is today

18.5 1

Don’t know 14.8 N/A

• Future Impact of Technology on Privacy: Table 13.5 shows the percentages
for the responses from survey participants to the same question used by Westin
in 1996.80 Almost 60 % of survey participants believed technology would make
people’s privacy worse over the next five years.

To test if survey participants’ responses to this question were consistent with their
responses to the TPC statements, they were coded as shown in the far right-hand
column in Table 13.5, and a Pearson two-tailed correlation test (with ‘listwise’ ex-
clusion, so n = 22) performed between these and the TPC scores. Correlation was
significant at 0.599 (p = 0.003), indicative of consistency between the responses from
each participant to these two survey questions about privacy concern in relation to
technology.

• Willingness to adopt new technologies: To assess survey participants’ willing-
ness to adopt new technologies, a score for each participant was calculated by
taking the mean of scores for the four statements in Agarwal & Prasad’s PIIT
scale.81 A mean score of 7 represented someone with the highest level of will-
ingness to adopt new technologies, and a mean score of 1 represented someone
with the lowest. The overall mean PIIT score for focus group survey participants
was 4.82 (σ = 1.18), suggesting a reasonable level of comfort using new technol-
ogy. To assess the reliability of the measure, Cronbach’s α was calculated to be
0.825—indicating good internal consistency.

80 Kumaraguru and Cranor 2005.
81 Agarwal and Prasad 1998.
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Fig. 13.3 Percentage of coded quotations from focus groups for each identified theme (n = 599)

13.8 Focus Groups—Qualitative Analysis

From the analysis of the six focus group transcripts, 599 quotations were coded and
allocated to one of 39 base-level codes, grouped into 16 themes.82 Fig. 13.3 shows
the percentage of coded quotations allocated to each of the 16 themes.

Quotations from the focus group transcripts not directly related to the research
objectives, such as copyright, peoples’ desire for an online presence, the societal
impact of technology and general criminal activity, were placed in a Miscellaneous
theme—representing 3 % of coded quotations. The three themes most frequently
discussed in the groups: (1) Information Control; (2) Privacy Calculus; and (3)
Trust Cues—representing 43 % of all coded quotations—are discussed in the next
three sections.

13.8.1 Information Control

The Information Control theme includes four base-level codes used for quotations
relating to: (1) organisations passing personal information to third parties (34 %);
(2) the ability to opt-in or opt-out of aspects of a technology service (27 %); (3)
individual control over access to personal information (24 %); and (4) information
control provided by a technology service (15 %).

Organisations passing personal information to third parties was the most
common concern within the Information Control theme. This was either because of
a perception that some organisations act unethically, or individuals being unaware

82 See Appendix for a description of the types of quotations covered by each theme.
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they had given permission to share personal information. Passing of information to
third parties without notice, and the secondary use of that information, is an important
factor in people feeling their privacy has been invaded.

In common with the three out of four of the respondents in the European Com-
mission survey83, focus group participants recognised organisations’ commercial
objective to collect and sell consumers’ personal information. One focus group par-
ticipant observed, “Well, they’re probably selling the data to the retailers, aren’t they?
It’s a revenue stream from that” (G5). A participant in another group remarked, “Well
obviously the company wants to get as much money as they possibly can, and this
site would be for free, would be free sign up, so they have to get the money through
the links we share” (G2).

As two of the groups’ discussions progressed (G3 & G4), participants became
aware of the potential consequences—collated under the Consequences theme—of
information being passed to third parties for secondary use. A participant in the group
discussing the Smartphone Assistant scenario said:

So how would that affect insurance companies for example? Because I’ve thought about that
as well, so if there’s all this data about what I’m buying, where I’m going, you know, let’s
say I have diabetes and I went and bought sweets all the time that would get recorded and
then I’d have an issue with my diabetes, and insurance would go like, ‘Well, you know, she’s
doing all of that stuff and she’s not helping herself.’

The ability to opt-in or opt-out of aspects of a technology service was discussed in
all groups, particularly in the context of passing information to third parties. Under
the UK Data Protection Act 1998, if a data holder wishes to pass a data subject’s
information to a third-party, permission must be sought from the data subject. Three
of the groups referred to the framing of such questions84 (G1, G5 & G6); with
participants generally suspecting commercial pressures lead organisations to offer
consumers the choice to opt-out, rather than the more acceptable opt-in. Many in
the group discussing the Photograph Sharing Web Site scenario felt organisations
deliberately obfuscated the opt-in/opt-out process, with one participant expressing
anger about having to opt-out of receiving e-mails from third parties: “[. . .] when it’s
a little tiny little tick that you have to find it in some buried place within the website
that actually really annoys me.” Individuals’ effort to control their privacy and their
selection of services—particularly with respect to opting out—was also raised in
the group discussing the Smart Metering scenario, with one participant remarking,
“Now you have to actively protect your privacy by, you know, looking for the boxes
of ‘I don’t want to be contacted’, [. . .] ‘I don’t want my details to be sent out’”.

Individual control over access to personal information, which relates to the
control people wish to exercise over access by others to their personal information,
was touched upon by five groups (G1, G2, G4, G5 & G6). Unsurprisingly, the group
discussing the Landmark Identification Website scenario contributed the majority
(63 %) of the quotations within this base-level code, as this scenario was potentially
the most personally invasive. One participant in this group reflected the group’s

83 European Commission (EUROPA) 2011.
84 Bellman et al. 2001.



278 A. Morton

consensus, stating, “I wouldn’t be altogether comfortable knowing that other people
can just take a photograph of you and find out all sorts of information about you.”

Information control provided by a technology service relates to the amount
of control a technology service provides a user—specifically the data subject—to
manage the disclosure of personal information. Participants raised concerns about
technology services requesting: unnecessarily mandatory data items (G4); informa-
tion perceived as irrelevant by the user (G5); and information considered sensitive or
intrusive by the user during initial interaction with a technology service (G1 & G4).
Three groups (G1, G3 & G6) stressed their need for a technology service to notify
them about which information was being shared, and with whom. One participant
(G1) observed:

You don’t really know what you are going to be sharing. They never really say, ‘If you join
the service we will then take all of these eight items’. That doesn’t really exist.

Providing users with accurate feedback about which information is being collected,
was taken further by a participant in another group (G4) who said:

It’s always you’re in or you’re out, [it’s] never the option to, ‘I would still like to join your
service providing these things are not recorded or done for me’ and then put them all back in
the other person’s court. ‘Do you still think I’m valuable enough to be a customer for you?’

This approach would allow users to decide which personal information they are com-
fortable to provide, given the context and benefit received—leaving the organisation
to determine if they still wish to provide them with the benefits offered.

13.8.2 Privacy Calculus

Westin’s Privacy Pragmatist, who is someone prepared to forgo some of their privacy
in exchange for some sort of benefit, exemplifies the concept of privacy calculus.
Pragmatically, privacy calculus is the cost/benefit85 analysis in which an individual
considers the benefits against the potentially unforeseen consequences of informa-
tion disclosure. The privacy calculus concept is founded on Laufer & Wolfe’s idea of
a “calculus of behaviour”, in which people consider the consequences of engaging
in a particular behaviour.86 They cite the example of an individual submitting to
personality testing, and disclosing personal information, in the belief the outcome
will be beneficial—this individual will not consider this as an invasion of privacy.87

However, they are likely to consider it privacy-sensitive, and ask themselves, “Can
I trust this person to safeguard the personal information I have passed to them?”

85 Dinev and Hart (2006) refer to these polarities as ‘risk beliefs’ and ‘confidence and enticement
beliefs’ respectively.
86 Laufer and Wolfe 1977.
87 Laufer and Wolfe 1977.
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The notion of privacy calculus is therefore effectively a trade-off in which an indi-
vidual weighs up the cost to their privacy against the benefits of disclosing private
information; Beldad et al. (2011) observe:

[w]hen the expected benefits from the information disclosure do not outweigh the value
attached to the personal data to be disclosed, information withholding or incomplete
information disclosure could be forthcoming (p. 226).

The Privacy Calculus theme includes two base-level codes: (1) the benefits received
by an individual for using a technology service (72 %); and (2) an individual’s thought
processes when considering the benefit offered by a technology service, against the
amount and type of personal information requested (28 %). During coding it was often
difficult to decide which of these two base-level codes a quotation should be coded
against; this was mitigated by including both within the Privacy Calculus theme.

The benefits received by an individual for using a technology service were
placed on a continuum by the focus groups, with tangible benefits at one end: cash
payments (G1 & G2); cheaper products and services (G3 & G6); and cost savings (G3
& G5). At the other end of this continuum are intangible benefits: recommendations
(G1 & G4); removal of the effort of visiting shops (G3 & G4); assistance with
lifestyle (G3); ability to save credit card details (G1 & G4); social benefits (G5); and
socialising (G1 & G2). Beldad et al. also categorise benefits as tangible or intangible,
with tangible benefits (e.g. cash, vouchers or gift items), and intangible benefits (e.g.
convenience, joining a social networks and personalised services).88 However, focus
group participants differentiated between discount vouchers or credits, and cash
payments, when considering their privacy. One participant in the group discussing
the Social Networking Assistant scenario—which offered credits which could only
be spent with participating companies—stated:

[. . .] if they gave me cash, physical cash, I wouldn’t mind, but because I don’t have the choice
of where I spend the credits, it has to be targeted on certain sites, my privacy concerns would
be dominant in a situation like this.

This suggests certain benefits, such as discount vouchers and two-for-one offers
(G1, G2 & G6) are actually situated in the middle of the benefits continuum, with
their relevance to an individual’s goal(s) at a particular point in time increasing their
attractiveness. For example, the group discussing the Landmark Identification Web
Site scenario initially rejected the idea, but one participant observed:

I think if I was at a landmark that costs thirty, forty pounds each to get into, and all of a
sudden I was offered two-for-one tickets, but by accepting that offer and using that offer,
there isn’t an opt-out button to receive mailings, for example, from a company. At the time
I’d probably take it.

An individual’s thought processes when considering the benefit offered by a
technology service against their perceived loss of privacy accounted for 28 %
of the coded quotations under the Privacy Calculus theme. However, all groups at
some point during their discussions referred to the privacy-sensitive decision making

88 Beldad et al. 2011.
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process they adopt. The relevance of a technology service’s benefits to an individual’s
goals has already been alluded to, and this appeared to be a particularly important
factor in participants’ privacy calculus. One participant in the group discussing the
Landmark Identification Web Site scenario exemplified this by observing:

The tipping point for me would be, would I get benefit, do I think I would use this enough?
[. . .] I’d make a conscious decision, ‘Will I use this software, is it of benefit to me, are there
savings there, generally across the board? Yes or no?’ Yes, I would use it, and, to a certain
extent, take this on board.

Another participant in the same group explicitly referred to the degree of privacy
invasion versus the benefit received:

For me it comes back to a decision about trade-off. So, am I happy to be bombarded with
emails? Yes. Am I happy to be bombarded with emails, but any stranger could identify me?
Probably not. And if I’m not willing then I don’t want the offer, because it’s not worth it.

13.8.3 Trust Cues

Although the focus groups referred to the importance of trust symptoms, such
as other users’ reviews (G2 & G6), findings from personal research (G1 & G2),
friends’ recommendations (G1, G2, G3, G4 & G6), and magazine reviews (G4), the
groups’ discussions also highlighted the importance of other prompts from the wider
environment—environmental cues—in the construction of an individual’s trust in a
technology service and therefore a willingness to provide it with personal informa-
tion. The Trust Cues theme therefore encompasses not only coded quotations relating
to trust symbols and trust symptoms (45 %)89, but also environmental cues, which
account for the remaining 55 % of coded quotations in this theme.

Environmental cues include: (1) social privacy norms—specifically participants
perception of peoples’ information sharing behaviour; (2) technology norms—
particularly the increasing capabilities of technology to collect and process infor-
mation; and (3) other external cues, such as advertisements (G1), media stories of
hacking and loss of credit card details (G1, G2 & G5), payment for goods and services
through recognised methods, e.g. Verified by Visa (G1), and use of the technology
service by other people (G6). With reference to this last cue, participants admitted
there was comfort in ‘following the crowd’, with a participant in the group discussing
the Landmark Identification Website scenario admitting:

[. . .] you hear of more and more people using it, so you think, ‘Well it must be okay.’ So, it
goes back to the fear of the unknown, and whilst you don’t know much about it, the more
people that use it, the more comfortable you become with it.

Social privacy norms and technology norms appear to define a ‘privacy floor’ for
participants in terms of acceptable levels of information sharing behaviour. One
participant in the group discussing the Landmark Identification Website scenario
observed:

89 Riegelsberger et al. 2005.
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So, it’s just a totally different world now, and I think people are more willing to accept it,
if they’ve come through that generation. I think there’s much more willingness to accept
what’s out in the public domain and what you’re going to share with people [. . .]

Examples from the focus groups of societal and technology norms used by
participants in their privacy-sensitive decision making were:

• Societal norms—the need to share information as part of modern life (G2 &
G6); peoples’ apparent comfort with sharing personal information (G1 & G6);
increasing availability of personal information (G2); and the need to enter personal
details to gain access to discounts and services (G3 & G6).

• Technology norms—the increasing levels of surveillance, e.g. CCTV (G1 &
G4); behavioural tracking by websites and supermarket loyalty cards (G1, G3 &
G6); unsolicited e-mails and targeted advertising (G4 & G6); and the relentless
progress of technology (G3).90

13.9 Focus Group Theme Similarity

There was insufficient data across all theme/focus group combinations to perform a
statistical test to determine if there was a broad similarity between the focus groups,
in terms of the number of times each theme was discussed (research objective 3 in
Sect. 13.3). An approach was therefore required to facilitate visual inspection of the
qualitative data in the transcripts.

The percentages for each of the 1591 themes were calculated as the number of
quotations for that theme, divided by the total number of quotations in each focus
group. A frequency table was created, and the 25 and 75 % percentiles calculated to
define three categories based on the percentage of a focus group’s coded quotations
relating to each theme: (1) H—between 9 and 22 %; (2) M—between 3 and 9 %;
and (3) L—less than 3 %; these categories were used to label each theme/focus
group combination in Table 13.6. Table 13.6 is divided into three sections—shown
by the outlined cells—based on the number of H, M and L categories, so that the
most common category in each section—reading from left to right—is L, M and H.
This overview grid suggests a broad degree of communality of themes raised and
discussed across the focus groups despite the use of different scenarios.

The two most popular themes—Information Control and Privacy Calculus—have
an H category in all six focus groups. Despite the broad commonality of the remaining
13 themes across the focus groups—there are some exceptions—most noticeably the
H categories in five of the scenario/theme combinations in the Somewhat Discussed
group, and the single L category in the Frequently Discussed group. Transcripts from
focus groups where there were unexpected H or L categories in the scenario/theme
combinations were therefore re-examined.

90 In many respects this acceptance of technology norms, i.e. the inevitability of technological
progress and increasing collection and processing of personal information, echoes the views of the
privacy fatalists—6 et al. (1998).
91 The Miscellaneous theme was excluded, resulting in a sample size of 582 quotations.
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Table 13.6 Percentage of quotations—as a category—for each theme across all focus groups
(n = 582 quotations)
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75% of themes in the Frequently discussed section have an H category
58% of themes in the Somewhat discussed section have an M category
72% of themes in the Rarely discussed section have an L category

13.9.1 Photograph Sharing Web Site Scenario (Group 1)

Participants in this group discussed how they felt the law protects their data and
financial transactions, along with their distrust of organisations’ motives—resulting
in an H category for the following two themes:
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• Reliance on Legislation—The discussion in this group began with concerns
about copyright of users’ photographs—coded under the Miscellaneous theme—
and frequently returned to how the law protects consumers. The group discussed
terms and conditions, data protection, consumer fraud and financial protection.

• Trust—Like the Smart Metering scenario, participants generally mistrusted or-
ganisations’motives—with one participant observing, “these big companies have
all been shown to act in very dubious ways and that’s I think that’s what actually
scares people the most”—or trusted particular brands based on their experience—
with another participant remarking, “I trust Amazon, or I am happy to give them
the information I have [. . .] given them”.

13.9.2 Supermarket RFID Ordering Scenario (Group 3)

Participants in this group discussed the collection and use of data about shopping
habits, and the overall security of the system—resulting in an H category for the
following two themes:

• Consequences—Participants were worried about the potential financial conse-
quences of their shopping habits, with one participant fearing that details about
products purchased could be sold to the UK National Health Service (NHS), lead-
ing them to say, “you’ve got a non-healthy diet, because of that and you’re more
likely to develop diabetes. Therefore we’re going to charge you more money in
tax, because you’re more likely to use our hospitals”.

• Security—Participants frequently discussed their concerns regarding the security
of the system, due to the sanctity of the home, concerns about the authorities
(e.g. police) checking up on them, and disquiet about the security of information
captured by the system.

13.9.3 Smart Metering Scenario (Group 5)

Participants in this group frequently returned to their overall mistrust of energy
suppliers, resulting in an H category for the Trust theme. Two comments encapsulated
the group’s opinions—“Do you know any electricity suppliers we trust?”, and “I don’t
trust any of these companies really, deep down”. This appeared to be primarily caused
by participants’ previous experiences of incorrect utility meter readings, with one
observing for estimated bills, “they have actually estimated it for the future [. . .] and
half the time it’s wrong”. This mistrust in energy suppliers’ competence appeared to
be generalised to a suspicion that energy suppliers would probably misuse the detailed
electricity consumption data from smart meters. Participants also mistrusted energy
suppliers’ motives—with one stating “My concern would also be the likelihood is
that they will benefit more than I”.
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Despite this focus group’s mistrust of energy suppliers this scenario was the only
one to have an L category for the Trust Cues theme. This may have been because
participants knew—or at least suspected—that the UK Government will make smart
meter installation mandatory in the future. When asked, “What things would you
consider when deciding to use or not use this technology service?”, one participant
responded, “I think whether it’s optional or not, whether you have got a choice or
whether it’s part of the contract to have this meter fitted”. If smart metering does
become mandatory, environmental cues are likely to have minimal effect on peoples’
adoption behaviour.

13.10 Personal Characteristics and Themes Discussed

A quantitative analysis of focus group transcripts was carried out to investigate the
hypothesised relationship between participants’ personal characteristics (i.e. their
attributes and general attitudes to technology adoption and privacy) and the themes
discussed in the focus groups. As this required data for each focus group participant
from the online survey, only quotations made by the 27 participants who completed
the survey were used in the quantitative analysis.

Where required, the personal characteristics from the online survey were con-
verted into categorical variables92 using the criteria shown. Pearson’s chi-square
(χ2) test was used to determine if there was a relationship between the personal
characteristics captured by the online survey and the themes raised in the focus
groups. Pearson’s chi-square test is used as a test of independence of two categorical
variables (e.g. a personal characteristic and a theme discussed in the focus groups).
The chi-square statistical test calculates the deviations between the actual frequen-
cies observed in each combination of categorical variables and the frequencies which
might be expected due to chance. The sum of the standardised deviations between
the observed and expected frequencies for each combination of categorical variable
results in Pearson’s chi-square (χ2) statistic.

An important criterion for Pearson’s chi-square test to be valid is that the expected
frequency in each combination of categorical variables is greater than 5. However, in
thematic analysis there are likely to be themes with relatively few coded quotations
attributed to them, therefore quotations relating to themes representing less than
5 % of the total 599 coded were removed, resulting in nine themes covering 477
quotations. As chi-square tests could only be carried out for participants responding
to the relevant survey question used in each chi-squared test, the maximum data
set size used for the chi-square test was 420 quotations—70 % of total quotations
coded—across nine themes.

To transform the focus group transcript data into a format allowing quantita-
tive analysis, it was exported from ATLAS.ti as an XML file and processed with
a Microsoft Excel Visual Basic module developed by the researcher. This created
a Microsoft Excel worksheet, which could be imported into SPSS, with each row

92 These are marked with an asterisk in Table 13.7.
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containing a coded quotation, its theme, and information from the survey pertaining
to the participant who made the quotation, e.g. age, computer experience, Westin
category, etc.

The results in Table 13.7 show the chi-square figure in six of the nine Pearson
chi-square tests as significant, supporting an association between certain partici-
pant characteristics and the themes discussed in the focus groups. Conventionally,
a Pearson chi-square test is considered statistically significant, i.e. two categorical
variables are not independent, if the value of p < 0.05 (the column headed “p (sig.)”
in Table 13.7). The results suggest participants’ intrinsic attributes (e.g. age and
gender) are not related to the number of quotations within each theme discussed in
the focus groups, but there is evidence to support an association with educational
level and computer experience. The one exception to this latter category was the
amount of time a participant used a computer each day, which did not appear to have
a significant association with the themes raised and discussed in the focus groups.

The standardised residuals for the six chi-square tests, which supported a signifi-
cant association between the personal characteristic category and the theme discussed
in the focus groups, were used to understand which themes contributed significantly
to the overall association, thus:

• Educational Level—Participants in the Lower education level category made sig-
nificantly less quotations relating to the Trust theme (z = − 2.1) than expected—
this was the only theme with a significant effect for this categorical variable.

• Computer Experience (in years)—There was no theme about which participants
made significantly more or fewer quotations.

• Personal Innovativeness in Information Technology (PIIT)—Participants in
the Late Adopters category (PIIT score < μ) made significantly fewer quotations
relating to the Information Receiver theme (z = − 2.1) than expected—this was
the only theme with a significant effect for this categorical variable.

• Technology Privacy Concern—Participants with a High TPC score (TPC >=
μ+σ) made significantly more quotations relating to the Security theme (z = 2.5),
and significantly fewer quotations relating to the Information Receiver theme
(z = − 2.0) than expected. Participants with a Low TPC score (TPC <= μ − σ)
made significantly more quotations relating to the Trust Cues theme (z = 2.5), than
expected.

• Westin Category—Participants in Westin’s Privacy Unconcerned category made
significantly more quotations relating to the Trust Cues theme (z = 3.2), than
expected; participants in the Privacy Fundamentalists category made signifi-
cantly fewer (z = − 2.3). Participants in the Privacy Fundamentalists category
also made significantly more quotations relating to the Security theme (z = 2.2)
than expected.
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• Future Impact of Technology on Privacy (Westin)—This result should be
treated with some caution, as the expected frequency in 29.6 % of the cells in the
contingency table was less than 5. This was a large contingency Table (3 × 9),
and “[i]n larger tables the rule is that all expected counts should be greater than
1 and no more than 20 % of expected counts should be less than 5” (p. 695).93 For
this chi-square test all expected counts were ≥ 4 and p < 0.001, suggesting the
possibility of a relationship. This personal characteristic also had a significant ef-
fect on the largest number of themes. Participants who thought technology would
make peoples’ privacy better over the next five years made significantly fewer
quotations relating to the Trust theme (z = − 2.3) than expected. Participants who
thought technology would make peoples’ privacy worse over the next five years
made significantly fewer quotations relating to the Trust Cues theme (z = − 2.0)
than expected. Participants who thought the effect of technology over the next
five years would be about the same as it is today, made significantly more quota-
tions relating to the Trust Cues theme (z = 3.3), and significantly fewer quotations
relating to the Information Usage theme (z = − 2.5), than expected.

13.11 Limitations of Study

An obvious limitation of this study was the small sample size of 35 people who took
part in the focus groups. However, as this was an exploratory study involving focus
groups, and the “[. . .] common rule of thumb is that most projects consist of four to
six focus groups” (p. 144)94, an average of six participants in each focus group is
reasonable.

Although the sample size for the online survey was also small (n = 27), the chi-
square tests used to find a relationship between participants’ personal characteristics
and the themes discussed across the focus groups, used up to 420 coded quotations,
split across nine themes. Despite the creation of the themes being data-driven ‘from
the ground up’, significant statistical relationships were found between specific at-
tributes of people (e.g. computer experience, measures of general privacy concern
and PIIT), and the number of times specific themes were discussed across the fo-
cus groups. However, the chi-square tests only investigated the relationship between
two categorical variables—the focus group theme and personal attribute—for all
quotations across all focus groups. Such a test cannot provide a probability that an
individual with a particular attribute will be the one to raise a particular topic in the
group. The analyses also did not differentiate between those quotations which were
the first time a particular theme was discussed, and those that were related to further
discussions on the same theme.

A major advantage of focus groups—their ability to encourage group level
discussion—is potentially one of their major limitations. Participants may behave

93 Field 2009.
94 Morgan 1996.



288 A. Morton

differently if faced with the technology service assigned to their focus group in a
different context (e.g. using it alone to achieve a specific goal). The privacy paradox,
in which peoples’ stated privacy behaviour is not the same as their actual behaviour,
is a well-known phenomenon.95 However, in the context of a focus group, partic-
ularly when discussing a specific technology service, people may be more truthful
about their privacy behaviour in front of others who may challenge them and ask for
justification of their views.

In focus group discussions people may be reminded by other participants of fac-
tors they would not normally consider, and therefore there is a danger of dominant
personalities steering a group’s discussion—both these biases were mitigated to some
extent by the study’s design. Firstly, the use of a standard set of three questions, with
an approximately similar amount of time allotted to each question, ensured discus-
sion remained focused, and was not hijacked by particular participants. Secondly,
the use of an online survey gave participants the chance to provide their views of
privacy in a different and solitary context—the data from these two different research
methods still resulted in statistically significant relationships.

13.12 Conclusions and Further Work

Information Control was the most frequently discussed theme in the focus groups,
with 17 % of all coded quotations. Not only does this lend credence to the idea
that people principally seek informational self-determination when engaging with
technology services, but also echoes one of the factors—control over collection and
usage personal information—in the IUIPC scale.96 When empirically validating the
CFIP scale, Stewart & Segars observe97:

[A] central concern that seems to underlie consumer attitudes, and is perhaps the common
theme captured by the higher-order concept of CFIP, is the issue of control. Consumers
desire levels of personalization and customization but also want some sense of control over
how this service occurs. (p. 46)

The control-based privacy paradigm is a recurring theme in privacy literature98, and
is supported by empirical studies99, but has attracted some criticism.100 Furthermore,
although definitions of privacy, such has Westin’s101, consider control as an important
dimension of privacy, due in part to the importance of individual autonomy inWestern
culture102, Laufer &Wolfe suggest “the privacy phenomenon is conceptually different

95 Norberg et al. 2007.
96 Malhotra et al. 2004.
97 Stewart and Segars 2002.
98 Westin 1967; Altman 1976; Fried 1968.
99 Sheehan and Hoy 2000; Malhotra et al. 2004.
100 Allen 2000; Tavani 2007.
101 Westin 1967.
102 Laufer and Wolfe 1977.



13 “All my mates have got it, so it must be okay”: Constructing a Richer . . . 289

from control/choice” (p. 39), and that control/choice is actually a mediating variable
in the privacy system.

An individual’s information control is more than the disclosure or non-disclosure
of information, but a decision making process in which an individual considers
the future consequences of engaging in a particular behaviour—the “calculus of
behavior”.103 Laufer & Wolfe suggest new technologies affect this calculus, so an
“individual is often unable to predict the nature of that which has to be managed” (p.
37).104 Their idea of a calculus of a behaviour underpins Culnan & Bies’ observation
that this “social exchange perspective also applies to a consumer context” (p. 327)105,
i.e. consumers carry out a similar cost-benefit analysis, or what they refer to as a
“privacy calculus”—the second most discussed theme in the focus groups. Although
this implies people consider to some degree, the risks and benefits of providing
personal information, the significant percentage (72 %) of coded quotations in the
Privacy Calculus theme relating to the benefits offered by a technology service,
indicates people are principally focused on the benefits they believe they will receive
for disclosing personal information.106 The fact that the Consequences theme only
accounted for 6 % of all coded quotations, supports the idea that people do not
always consider the medium and long-term consequences of disclosing personal
information.

The third most discussed theme in the focus groups—Trust Cues—not only in-
cluded coded quotations relating to trust symbols and trust symptoms107, but also
environmental cues. Of the coded quotations within the Trust Cues theme, 55 % re-
lated to environmental cues, including the advice of friends, social and technology
norms, and media stories, indicating the possible existence of another component of
peoples’ privacy concern: environmental privacy concern.

Although there was insufficient data to statistically support the research objective
of investigating if the factors individuals consider are common to all technology
services, analysis of 582 of the total of 599 coded quotations does—prima facie—
support this. For the four most frequently discussed themes: (1) Information Control;
(2) Privacy Calculus; (3) Trust Cues; and (4) Information Usage, there was a high
incidence of these themes representing more than 9 % of the total coded quotations
in each of the focus groups. Furthermore, cogent reasons could be found where less
than 9 % of coded quotations in each focus group were related to these particular
themes. There was also a reasonably evident grouping of the themes into the other
two groups: (1) somewhat discussed (i.e. between 3 and 9 % of the coded quotations
in each group); and (2) infrequently discussed (i.e. between 0 and 3 % of the coded
quotations in each group). These exploratory findings suggest it may be feasible to
abstract the technology service attributes and environmental cues people typically
look for—across disparate technologies.

103 Laufer and Wolfe 1977.
104 Laufer and Wolfe 1977.
105 Culnan and Bies 2003.
106 Acquisti 2004.
107 Riegelsberger et al. 2005.
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Table 13.8 Relationship between significant residuals and personal characteristic categories

High level of privacy concern Low level of privacy concern

High technology
privacy concerna

Privacy
fundamentalists

Low technology
privacy concerna

Privacy
unconcerned

Trust cues Less More More
Trust Less Less
Information usage More Less Less
Information receiver Less Less Less
Security More More
a In Table 13.8 those in the High technology privacy concern category includes participants who
believe privacy will get worse in response to Westin’s question on the future impact of technology
on privacy, and those whose TPC score was ≥ μ + σ; all other participants were placed in Low
technology privacy concern category. The two categories in Table 13.8 use the highest standardised
residuals for the Westin and TPC categories

Significant statistical relationships were found between the themes raised and dis-
cussed in the focus groups and: (1) the attributes of educational level and computer
experience; (2) personal innovativeness in information technology (PIIT)108; and (3)
general privacy concern (including those measured using Westin’s categories). For
those cases where a significant statistical relationship was found, examination of the
standardised residuals helps to explain the relationship. For example, those in the
Westin’s Privacy Fundamentalists category made significantly more quotations re-
lating to the Security theme than expected, but significantly fewer quotations relating
to Trust Cues theme than expected. Those categorised as Privacy Unconcerned made
significantly more quotations relating to the Trust Cues than expected.

Table 13.8 shows the relationship between five themes where there were sig-
nificantly more or less comments made in the focus groups than expected (i.e.
z > ± 1.96)109, and two different types of users: (1) those with a high level of privacy
concern; and (2) those with a low level of privacy concern. The results in Table 13.8
suggest there is potentially a type of person with a high level of general privacy
concern, who will attach more importance to a technology service’s security, and
how their personal information might be used, than the advice of friends. Similarly
there may be people who are generally unconcerned about privacy and likely to be
influenced in their adoption of technology by social privacy norms or the advice of
others.

This suggests it may be feasible, with further research, to identify a richer set
of privacy concern types for groups of people, representing the technology service
attributes and environmental cues which each group consider important and therefore
look for. This will assist in understanding how interpersonal privacy concern and
environmental privacy concern are constructed.

108 Agarwal and Prasad 1998.
109 Table 13.8 also shows those relationships where there is standardised residual between 1.7 and
1.96 in faint text. As this table is the result of quantitative analysis of qualitative data it is considered
unrealistic to have an absolute cut-off at 1.96.
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The exploratory study did not explore the impact of individuals’ personality on
their level of privacy concern, i.e. dispositional privacy concern. However, the sig-
nificant statistical relationships between peoples’ innovativeness and general level of
privacy concern, and the themes raised and discussed in the focus groups suggests
certain aspects of peoples’ personality is likely to determine the technology service
attributes and environmental cues they consider important.

Morton & Sasse110 propose a layered approach—the Privacy Security Trust (PST)
Framework—to assist practitioners with effective privacy practice for both the tech-
nology platform and providing organisation within a technology service. The layers
within their framework are: (1) information security; (2) information management;
(3) information principles; (4) information use; and (5) information privacy culture.
It is trust signals from each of the PST Framework layers in a technology service’s
privacy practice, which will be contextual and assist in the construction of an in-
dividual’s interpersonal privacy concern. For example, the Information Principles
Layer in the PST Framework should encapsulate fair information practices, echo-
ing the CFIP scale of privacy concern with its emphasis on peoples’ concerns about
organisations’ information privacy practices.111

Morton & Sasse suggest the trust signals originating from the organisation’s pri-
vacy practice may become distorted by a badly designed or implemented technology
platform leaking personal information. The fact information control was the most
commonly discussed topic in the focus groups, highlights the importance of pro-
viding users with feedback and control of their personal information, implemented
in the technology platform using the tenets of privacy by design112, and seamlessly
linked to the organisation’s Information Management Layer as defined in the PST
Framework.

The qualitative analysis of the focus group transcripts suggests individuals are
likely to seek out specific technology service attributes, whose absence, or inad-
equate implementation, will increase their level of interpersonal privacy concern.
Similarly, the focus group results suggest individuals also take environmental cues
into account, which may increase or decrease their level of environmental privacy
concern. Finally, the quantitative analysis of the focus groups transcripts and sur-
vey data suggest certain individual characteristics influence the technology service
attributes and environmental cues people consider important.

Acknowledgements Special thanks are owed to all participants who took time to participate in the
focus groups, which formed part of this study. Anthony Morton is funded by a PhD scholarship—part
of a UK Engineering and Physical Sciences Research Council (EPSRC) grant (EP/G034303/1)—
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110 Morton and Sasse 2012.
111 Smith et al. 1996.
112 Cavoukian 2009.
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Appendix

Focus Group Technology Service Scenarios

Photograph Sharing Web Site (discussed by Group 1) A photograph sharing web
site continually runs a software application, which uses facial recognition technology
coupled with information from popular social networking sites, to label (‘tag’) people
in all uploaded photographs. If the picture contains a landmark that the software
recognises by searching images on the Internet, this is also labelled. For example, if
the picture contains identifiable people and a landmark, the picture will be labelled
as ‘Mr. Fred Smith and Mrs Jane Jones by Big Ben in London’. If the picture has
meta-data within it, the date and time are extracted and appended to the picture’s
title, e.g. ‘Mr. Fred Smith and Mrs. Jane Jones by Big Ben in London on June 21st
at 2:30pm’.

Organisations that manage landmarks, such as Legoland, Woburn Abbey, Tower
Bridge, and Edinburgh Castle etc., can subscribe to a service to be sent photographs of
people visiting their landmarks, which they show on their web sites. Users registered
with the photograph sharing web site, can sign up to a service to get ‘2 for 1’offers on
landmarks similar to the one they have been photographed at, with the coupon being
e-mailed to all of the people identified by the software application in the photograph
who are registered with the photograph sharing web site (whether they have signed
up for the ‘2 for 1’ offer or not).

Social Networking Discounts (discussed by Group 2) A social networking site for
which users must register and create a profile containing their personal information.
Registered users can:

• Link to each other by sending invitations.
• Post status messages about themselves.
• Post messages on other users’ pages.
• Send private messages to each other.
• Upload photographs.
• Create and join groups with other users.
• Link to content on the Internet they consider worth looking at.

Users can gain ‘social networking credits’, which they may use as discounts on
products sold on affiliated web sites. The amount of credits is based on a user’s
amount of use of the social networking site, the number of links with other users
they have, and the amount of information about themselves they have entered into
their profile.

Supermarket RFID Ordering (discussed by Group 3) A supermarket uses RFID
(radio frequency identification) chips, which are not disabled at the supermarket
checkout, in the product tags on their food goods.

The supermarket is trialling a new automatic ordering service for shoppers who
are registered on their home delivery web site. For a single payment of £ 25 the
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registered customer is given a small RFID reader unit, which is placed near their
food cupboards and wirelessly connects with the household’s broadband router.

This RFID reader unit continually scans the product tags of goods in the cupboards
and e-mails a message to the customer, at a selected frequency (monthly or weekly),
containing a list of items no longer in the cupboard (and therefore assumed to be
used). The customer can click the Buy Now button in the e-mail and replacement
goods are delivered to the house at the customer’s chosen delivery time. Goods
purchased using this e-mail automatically attract a discount and also get priority for
delivery times.

Smartphone Assistant (discussed by Group 4) A smartphone assistant software
application, which monitors an individual’s location and provides information about
things nearby which may be of interest, including:

• Events (e.g. concerts, theatre, films etc.)
• Places to visit (e.g. museums, parks etc.)
• Shops selling products an individual might be interested in
• Restaurants
• Clearance sales

To ensure the application provides relevant content, individuals must register and
enter information about themselves, their interests and lifestyle. The developers of
the application provide these details to other companies to allow them to provide
targeted advertisements to the registered users’ smartphones. If an individual visits a
retail outlet, which is part of the scheme, a coupon code flashes up on the screen that
can be used to receive a discount at that retail outlet. If an individual has clicked on
an advert on their smartphone and ordered goods online they also receive a discount.

Smart Metering (discussed by Group 5) An electricity company offers its cus-
tomers the opportunity to have a smart meter installed, which sends back details of
electricity consumed by taking readings of electricity consumption every half-hour.
The readings are sent via the customer’s broadband connection to both the electric-
ity infrastructure provider and the electricity supplier. Customers who have a smart
meter installed are given a discount on their electricity bill, every quarter.

If a customer has agreed to have a smart meter installed, they are sent updates
via e-mail telling them which appliances are inefficient and therefore costing money
to run. The electricity supplier, through its relationship with retailers, can offer
discounts on household appliances with better energy efficiency. Customers are sent
e-mails with adverts offering these appliances.

Landmark Identification Web Site (discussed by Group 6) A smartphone soft-
ware application which allows individuals to use the camera built into their mobile
phone to take a picture of a landmark and request identification of it.

The software uses images from the Internet to identify the landmark, its name
being displayed on the smartphone, along with links to relevant web sites providing
more information (e.g. opening hours, special events). This information may also
include special offers relating to the landmark, such as 2-for-1 tickets, discounted
food, private ‘behind the scenes’ tours etc.
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Table 13.9 Types of focus group quotations covered by each theme

Theme name Types of quotations coded under theme

Advisories Information and warnings provided by a technology
service concerning privacy and data handling

Information management Individual’s perception of how an organisation manages
peoples’ information once they are in possession of it

Personal characteristics How an individual’s age and personal experience is
perceived to affect their use of technology, views on
privacy, trust etc

Miscellaneous General quotations not related to the research questions
Information sensitivity An individual’s view of the information they consider

sensitive within the context of a technology service
Perceived ease of use The effort an individual has to make to use a technology

service; design; and whether use is mandatory
Reliance on legislation An individual’s reliance on legislation to protect them, e.g.

data protection, consumer protection etc
Sense making How individuals avoid/minimize privacy invasion, and use

previous experiences or similar situations to understand
a technology service

Security The technology service’s security, and organisations’
physical and information security

Consequences The impact on an individual’s personal security, finances
or behavior of using a technology service

Information receiver Organisations’ ability to provide the technology service, its
objectives and its characteristics

Trust Technological and organisational trust
Information usage Use of information by organisations for location tracking,

behavior profiling, and targeted advertising
Trust cues How individuals use news stories, reviews, third parties

etc. to aid their decision to engage with a technology
service; social and technological norms; and trust
symbols and trust symptoms

Privacy calculus Individuals’ views of the benefits a technology service
offers, and the decision process individuals undertake
when considering the potential benefits vs. private
information that has to be provided

Information control The information control offered by a technology service
(e.g. opt-in/opt-out, feedback and control),
organisations passing information to third parties
without authorisation, and how individuals control
information disclosure

The software is free, but to download it and continue using it, you must register
and provide links to your profile on social networking sites you use such as Facebook,
LinkedIn etc.

This same smartphone software also allows individuals to take a picture of a person
on the street, and using facial recognition technology coupled with information from
popular social networking sites, provide the name of the person in the picture.

A link is provided to the web site(s) so the user can find out any other publicly
available information about the person, such as address, job title etc. (where this can
be found).
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Qualitative Analysis Themes

During qualitative analysis of focus group transcripts 39 base-level codes were
created—grouped into 16 themes—shown in Table 13.9 with a description of the
types of quotations coded within each theme.
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