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Concepts Labeling of Document Clusters
Using a Hierarchical Agglomerative
Clustering (HAC) Technique

Rayner Alfred, Tan Soo Fun, Asni Tahir, Chin Kim On
and Patricia Anthony

Abstract The most common way to organize and label documents is to group
similar documents into clusters. Normally, the assumed number of clusters may be
unreliable since the nature of the grouping structures among the data is unknown
before processing and thus the partitioning methods would not predict the struc-
tures of the data very well. Hierarchical clustering has been chosen to solve this
problem by which they provide data-views at different levels of abstraction,
making them ideal for people to visualize the concepts generated and interactively
explore large document collections. The appropriate method of combining two
different clusters to form a single cluster needs affects the quality of clusters
produced. In order to perform this task, various distance methods will be studied in
order to cluster documents by using the hierarchical agglomerative clustering.
Clusters very often include sub-clusters, and the hierarchical structure is indeed a
natural constraint on the underlying application domain. In order to manage and
organize documents effectively, similar documents will be merged to form clus-
ters. Each document is represented by one or more concepts. In this paper, con-
cepts that characterize English documents will be generated by using the
hierarchical agglomerative clustering. One of the advantages of using hierarchical
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clustering is that the overlapping clusters can be formed and concepts can be
generated based on the contents of each cluster. The quality of clusters produced is
also investigated by using different distance measures.

Keywords Hierarchical agglomerative clustering � Concepts aggregation �
Automatic document labeling � Distance measure � Knowledge management

21.1 Introduction

The dramatic rise in the use of the web and the improvement in communications in
general have transformed our society into one that strongly depends on informa-
tion [4, 5]. Vast amounts of text documents are also available in various fields. The
huge amount of various documents accumulates daily in databases on web are
astonishing. The accumulations of available text documents have raised new
challenges for information retrieval (IR) technology. Therefore, in order to facil-
itate the knowledge management process, various approaches and techniques
applied on text classification (categorization) and text clustering are being com-
pared and studied. In short, it is essential and important for us to manage the
unstructured and random documents by labeling these documents automatically.

This paper proposes a novel approach to manage English text documents by
clustering and labeling them automatically. Clustering is a frequent performed task
and technique for machine learning, data mining, pattern recognition, image
analysis and bioinformatics. It can be applied in various type of tasks related to
improving the quality in the structure and usage of large and high dimensional
data. It is a method of unsupervised learning in which a descriptive task will be
performed. There are many potential applications and advantages that will accrue
from being able to reliably and automatically cluster, categorize and label corpora
of documents. Many of these document clustering works are based on supervised
or unsupervised learning techniques in order to label particular web documents as
belonging to a specific category, or grouping together similar documents into
clusters.

In this paper, an unsupervised learning technique will be used to implement the
proposed algorithm in which a hierarchical clustering is applied to unlabeled
documents. The hierarchical clustering is chosen instead of partitional clustering
(K-means) [3] because the hierarchical clustering is able to form overlapping
clusters which is more suitable for this research. The taxonomy (tree) is able to show
the sub-clusters of the parent cluster and thus the aggregation of concepts can be
illustrated [9]. The two types of hierarchical clustering are agglomerative (bottom-
up) and divisive. Hierarchical agglomerative clustering is applied in this research
since the concepts obtained from sub-clusters can be aggregated [1]. Distance
measures such as single linkage and complete linkage will also be compared in
order to compare the results of clusters based on different distance methods.
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This is paper is organized as followed. Section 2 introduces some related works
and we present the details of our approach and our dataset. Section 3 describes the
concept labeling of document clusters by using the hierarchical agglomerative
clustering technique. Section 4 presents the experimental design set-up and the
experimental results. This paper presents the evaluation of several structures of
hierarchical agglomeration clustering results that are produced by using different
types of inter-clusters distance measurements, namely Single, Complete and
Average links. This paper is concluded with future works in Sect. 5.

21.2 Related Works

Earlier works include the comparison of Chi Square (X2), most frequent words,
most predictive words and a combination of most frequent and predictive words
methods [6]. In this comparison, Popescul and Ungar found that the most frequent
and predictive words method produced the best labels, capturing the words which
both occur frequently in a cluster and effectively discriminate the given cluster
from the other clusters. Unfortunately, none of the methods gave uniformly sat-
isfactory results when disciplines corresponding to clusters are very diverse in the
vocabulary used and encompass very broad topics.

In other works, Lamirel et al. present a new approach combining original
hypertree construction techniques for multidimensional clustering results visuali-
zation with novel cluster labeling techniques based on the use of cluster content
evaluation criteria, like the F-measure on cluster properties [7]. Treeratpituk and
Callan proposed a simple linear model that considers the structure of the hierarchy
when automatically assigning labels to document clusters in a hierarchy [8]. They
conducted a study to show the effectiveness of different statistical features in
selecting cluster labels. They also showed that such a simple model is likely to
tolerate the type of noise in the cluster hierarchy that is normally generated by
clustering algorithms.

Newman et al. [9] explored visualizations of document collections, which they
call topic maps. In their works, they found that while topics are a useful way to
organize an entire collection, producing a static global topic map of the collection
may have limited value for exploring the collection. Therefore local topic maps
may ultimately be more useful for better understanding and navigating local
structure in a collection.

Magatti et al. addressed the task of labeling topics that are induced by a hier-
archical topic model [10]. Their label candidate set is the Google Directory (gDir)
hierarchy, and label selection takes the form of ontological alignment with gDir.
The disadvantages of this method are that the method is only applicable to a
hierarchical topic model and crucially relies on a pre-existing ontology and the
class labels contained therein.

Automatic labeling of document clusters can also be associated with the
problem of topic extraction. The problem of topic extraction is attracting a great
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deal of attention due to its wide applicability; extraction of scientific research
topics, author-topic analysis, opinion extraction and information retrieval. Several
probabilistic models have proved to be effective to discover topics [1–3].

In this paper, the authors propose a framework for concept aggregation based
on hierarchical agglomerative clustering. This paper explores and describes the
interplay between inter-cluster distance methods and the aggregated concepts
extracted from the hierarchical concept model.

21.3 Concepts Labeling of Document Clusters

The document labeling problem can be tackled in two different ways: human
labeling and computer labeling. The first approach maps a document into a set of
pre-specified categories, usually such categories form a taxonomy or a topic
hierarchy. The latter approach has recently emerged to be well suited, i.e. to be
efficient and effective, in several settings. While human labeling usually benefits
from the availability of a domain specific topic hierarchy, agreed by experts, it is
extremely time consuming and in some particular situations universally agreed
labeling cannot be achieved. On the contrary, computer labeling is economically
attractive, while the achieved labeling must be accurately checked by specific
domain experts to ensure that it is consistent. Furthermore, effective methods for
automatically building a hierarchy of topics have been very recently proposed in
the specialized literature [17]. The approach we propose offers an efficient way to
extract concepts automatically from the document clusters. We apply the hierar-
chical agglomerative clustering technique to group documents. Hierarchical
clustering has been chosen to solve this problem by which they provide data-views
at different levels of abstraction, making them ideal for people to visualize the
concepts generated and interactively explore large document collections.

21.3.1 Clustering Parallel Corpora

In this experiment, we use the vector space model [12], in which a document is
represented as a vector in n-dimensional space (where n is the number of different
words in the collection). Here, documents are categorized by the words they
contain and their frequency. Before obtaining the weights for all the terms
extracted from these documents, stemming and stopword removal is performed.
Stopword removal eliminates unwanted terms (e.g., those from the closed
vocabulary) and thus reduces the number of dimensions in the term-space. Once
these two steps are completed, the frequency of each term across the corpus is
counted and weighted using term frequency—inverse document frequency (tf-idf)
[12], as described in Eq. (21.1).
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tf � idf ¼ tf t; dð Þ � idf tð Þ ð21:1Þ

idf tð Þ ¼ log
Dj j

dfðtÞ

� �
ð21:2Þ

sim di; dj

� �
¼

didj

� �
dik k � djk kð Þ ð21:3Þ

Weights are assigned to give an indication of the importance of a word in
characterizing a document as distinct from the rest of the corpus. In summary, each
document is viewed as a vector whose dimensions correspond to words or terms
extracted from the document. The component magnitudes of the vector are the tf-idf
weights of the terms. In this model, tf-idf, as described in Eq. (21.1), is the product
of term frequency tf(t,d), which is the number of times term t occurs in document d,
and the inverse document frequency, Eq. (21.2), where |D| is the number of docu-
ments in the complete collection and df(t) is the number of documents in which term
t occurs at least once. To account for documents of different lengths, the length of
each document vector is normalized so that it is of unit length [13].

21.3.2 Hierarchical Agglomerative Clustering

In this work, we concentrate on hierarchical agglomerative clustering. Unlike
partitional clustering algorithms that build a hierarchical solution from top to
bottom, repeatedly splitting existing clusters, agglomerative algorithms build the
solution by initially assigning each document to its own cluster and then repeat-
edly selecting and merging pairs of clusters, to obtain a single all-inclusive cluster,
generating the cluster tree from leaves to root [11]. The main parameters in
agglomerative algorithms are the metric used to compute the similarity of docu-
ments and the method used to determine the pair of clusters to be merged at each
step.

In these experiments, the cosine distance, Eq. (21.3), is used to compute the
similarity between two documents di and dj. This widely utilized document sim-
ilarity measure becomes one if the documents are identical, and zero if they share
no words. The two clusters to merge at each step are found using either, the single
link, complete link or average link method. In this scheme, the two clusters to

Table 21.1 Five categories
of english news extracted
from the star online news

Categories Number of text documents Average words

Business 1550 315
Entertainment 610 753
Generals 1560 453
Politics 380 785
Sports 340 459
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merge are those with the greatest minimum (Single link), maximum (Complete
link) or average (Average link) similarity distances between the documents in one
cluster and those in the other [15, 16].

21.3.3 Extracting Concepts of Document Clusters

Concepts that characterize English documents will be generated by using the
hierarchical agglomerative clustering. This is done by computing terms that have
large weights assigned to them to indicate the importance of a word in charac-
terizing a document as distinct from the rest of the corpus.

21.4 Experimental Design and Evaluations

The experiment is designed in order to investigate and compare the effectiveness
of clustering English text documents using three different types of inter-cluster
distance measurement, namely minimum (Single Link), maximum (Complete Link)
and average (Average Link). Depending on the type of inter-cluster distance used,
cluster result that provides the lowest DBI value will be taken into consideration
for the extraction of concepts to characterize the document clusters. There are five
categories of English news collected from the Star Online in the year of 2010
(Malaysian local online news—thestar.com.my). The details of the text documents
used in this experiment are shown in Table 21.1.

There are two main stages in this experiment that includes (a) Clustering
English Documents using a Hierarchical Agglomerative Clustering technique and
(b) Concepts Extraction.

21.4.1 Clustering English Documents Using a Hierarchical
Agglomerative Clustering Technique

In the first stage, we perform the task of clustering English texts by using the
Hierarchical Agglomerative Clustering. We look at the similarities of pair of
clusters based on three inter-distance methods (Single, Complete and Average
links). We evaluate the structure of tree-like cluster results that minimizes some
objective function applied to k-cluster centers. In our case, we consider the cluster
dispersion.

dcentroid Qkð Þ ¼
P

i xi� ckk k
Nk

ð21:4Þ
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ck ¼ 1=Nk

X
xi2Qk

xi ð21:5Þ

dbetween Qk;Qlð Þ ¼ ck � clk k ð21:6Þ

DBI ¼ 1
K

XK

k¼1

max l 6¼ k
dcentroidðQkÞ þ dcentroidðQlÞ

dbetweenðQk;QlÞ

� �
ð21:7Þ

Typically cluster dispersion metric is used, such as the Davies-Bouldin Index
(DBI) [14]. DBI uses both the intra-cluster and inter-clusters distances to measure
the cluster quality. Let dcentroid(Qk), defined in (4), denotes the average link dis-
tances within-cluster Qk, where xi 2Qk, Nk is the number of samples in cluster Qk,
ck is the center of the cluster and k B K clusters. Let dbetween(Qk, Ql), defined in
(6), denotes the distances inter-clusters Qk and Ql, where ck is the centroid of
cluster Qk and cl is the centroid of cluster Ql. In this study, we also cluster the text
documents based on the minimum (single link), maximum (complete link) and
average (Average link) distances between clusters. Therefore, given a partition of
the N points into K-clusters, DBI is defined in (7). This cluster dispersion measure
can be incorporated into any clustering algorithm to evaluate a particular seg-
mentation of data.

Table 21.2 Comparison of DBI values for the clustering results when using single, complete and
average links with different number of clusters, k = 5, 10 and 15

Categories k DBI

Single link Complete link Average link

Business 5 29.1 28.1 28.4
10 29.9 28.2 28.3
15 30.4 28.7 28.1
Average 29.8 28.3 28.3

Entertainment 5 35.2 31.1 32.8
10 36.0 30.2 33.8
15 36.5 32.3 33.9
Average 35.9 31.2 33.5

Generals 5 29.1 27.5 28.2
10 28.9 27.2 28.8
15 30.5 28.6 29.6
Average 29.5 27.8 28.9

Politics 5 34.2 30.1 33.8
10 35.0 30.2 34.8
15 35.7 31.3 34.9
Average 34.9 30.5 34.5

Sports 5 28.2 28.1 28.1
10 28.9 28.1 28.9
15 29.2 28.6 29.1
Average 28.7 28.3 28.7
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21.4.2 Concepts Extraction

Next, in the second stage, we compute the weights of terms (tf-idf) considered in
clustering English documents for each cluster. The top five terms with high
weights for each cluster will be extracted as concepts that characterize each cor-
responding cluster. The extracted concepts are then compared with the actual
concepts derived manually.

21.4.3 Experimental Results

Table 21.2 shows the comparison of DBI values for the clustering results using
Single, Complete and Average links with different number of clusters produced.
Based on the results obtained, on average the quality of clusters produced is better
for documents when the Complete link is used as the inter-cluster distance in the
process of clustering them. This is due to the fact that when the Complete link
method is used to cluster English documents, two clusters, Ci and Cj having two
elements, ea and eb where ea [ Ci and eb [ Cj, with the highest value of distance are
merged into one cluster. As a result, the final clusters produced may be well
separated and thus produces lower DBI value. The results also show that the
quality of clusters produced is better when we have smaller number of clusters.
Another important finding that can be obtained from this experiment is that when
the number of words is high, the DBI values are also high as shown in Table 21.2
for the Entertainment and Politics categories.

Table 21.3 shows the concepts extracted from English clusters using the hier-
archical clustering technique with k = 10 and Complete link method. We compare

Table 21.3 Comparison of actual concepts and extracted concepts for all five news categories
for k = 10

Categories Actual concepts Extracted concepts % of
concepts
aligned

Business car, oil industry, income tax,
market,

income, high, country,
proton, petrona

60

Entertainment industry, idol, artist, life style,
tourism

film, tourist, artist, vacat,
trip

40

Generals transportation, cabinet
appointment, economy,
weather

transport, ministry, long,
secretary, appoint

40

Politics election, government, opposition,
minister, voting

najib, indian, voter, regist,
minist

60

Sports badminton, open, championship,
soccer,

bowling

play, set, chong, round,
open, football

60
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the actual concepts derived manually and the extracted concepts by referring to the
tree-like document representation and computing the top five terms based on the
tf-idf weights. Based on the results shown in Table 21.3, the percentage of
concepts aligned between the actual concepts derived manually and the extracted
concepts derived from the HAC technique is quite encouraging, with the exception
of the Entertainment and Generals news categories. This is probably because the
Entertainment and Generals news are very diverse in the vocabulary used and
encompass very broad topics.

21.5 Conclusion

In this paper we have presented the framework of using a tree-like document
clusters representation which is produced by clustering English documents using
the Hierarchical Agglomerative Clustering (HAC) technique to automatically
extract concepts that characterize each cluster. We have empirically showed that
better clustering results can be produced by using the Complete link method in
computing the inter-cluster distance measurement when merging two different
clusters. By using the Complete link method to merge two different clusters, the
concepts extracted from each cluster should be more relevant and applicable in
labeling the English clusters as shown in the experimental results. In order to
improve the results obtained, future works include comparing actual concepts with
extracted concepts derived based on other weights computation and implementing
a semi-supervised HAC technique to extract concepts automatically from English
document clusters more effectively.
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