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Abstract Support Vector Machine is a kind of algorithm used for classifying
linear and nonlinear data, which not only has a solid theoretical foundation, but is
more accurate than other sorting algorithms in many areas of applications, espe-
cially in dealing with high-dimensional data. It is not necessary for us to get the
specific mapping function in solving quadratic optimization problem of SVM, and
the only thing we need to do is to use kernel function to replace the complicated
calculation of the dot product of the data set, reducing the number of dimension
calculation. This paper introduces the theoretical basis of support vector machine,
summarizes the research status and analyses the research direction and develop-
ment prospects of kernel function.

Keywords Support vector machine � High-dimension data � Kernel function �
Quadratic optimization

Introduction

Support vector machine (SVM) was introduced into the field of machine learning
and its related area in 1992 [1], having received widespread attention of
researchers in later time and has made great progress in many fields. It uses a
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nonlinear mapping to map original training data into high-dimensional data space
in order to find the optimal classification hyper plane separating those data
belonging to different categories. Support vector machine is based on SLT (sta-
tistical learning theory) [2, 3] VC dimension theory and structural risk minimi-
zation principle. Compared with traditional neural networks, support vector
machine gains great enhancement in generalization ability and overcomes some
problems existing in feed-forward neural networks, such as local minimum and the
curse of dimensionality [4]. The introduction of kernel function greatly simplifies
the complexity of dot product operation in support vector machine for nonlinear
data classification, and it can be used to distinguish and enlarge the useful features,
and support vector machine based on kernel function is playing a powerful role in
the field of data mining.

Support Vector Machine

If the training data set is linear separable, the given data set is D : X1; y1ð Þ;
X2; y2ð Þ; . . .; X Dj j; y Dj j

� �
, among which Xi is training data with class label yi. The

scope of each yi is þ1 or �1, namely yi 2 þ1;�1f g. In dealing with classification
problem, the optimal classification hyper plane can be denoted as follows:

W � X þ b ¼ 0: ð1Þ

W is a weight vector, that is to say, W ¼ fw1;w2; . . .;wng, where wi is the weight
of Xi; n is the number of attributes; parameter b is a scalar, and is often referred to
as the bias. The formula W � X stands for the dot product of W and X. From
geometric point of view, the entire input space can be divided by hyper plane into
two parts: one part is positive value data set; another part is the negative one.
Hyper plane is a line in two-dimensional space, a surface in three-dimensional
space. The biggest edge distance between two types of training data set is 2

Wk k.

Support vector machine discovers the optimum classification hyper plane by
means of support vectors and the edges between them [5] and gets the maximum
edge distance of two classes of data sets at the same time.

Research on Kernel Function

For linear separable data, support vector machine can directly classify the data set
into two categories in the input space; for those nonlinear separable data, SVM has
to map the original input data X with nonlinear mapping U : X ! Fð Þ into another
high-dimensional space where we can solve the maximum interval of classifica-
tion, and this new high-dimensional space is the feature space. A dot product
operation can be directly substituted by kernel function in feature space, and we
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needn’t know the concrete eigenvector and mapping function, which is also known
as kernel trick. Frequently-used kernel functions include the following ones:

Linear kernel function: KðXi; XjÞ ¼ Xi � Xj: ð2Þ

Polynomial kernel function: KðXi; XjÞ ¼ ðXi � Xj þ 1Þh: ð3Þ

Gaussian radial basis function kernel function: KðXi; XjÞ ¼ ‘� Xi�Xjk k2
=2r2

: ð4Þ

Sigmoid kernel function : KðXi;XjÞ ¼ tanhðjXi � Xj � dÞ: ð5Þ

The performance of support vector machine mainly depends on model selec-
tion, including the selection of the kernel function type and the kernel parameter
selection [6]. In the study of kernel function selection, the kernel alignment is a
good method [7]. Kernel alignment method is based on a hypothesis: the kernel
matrix of a good kernel function should be as similar as possible to the calibration
matrix. Under normal circumstances, the first consideration of choosing kernel
function is the Gaussian radial basis function kernel function (RBF), which is
because RBF has fewer parameters to select, and what’s more, for some param-
eters, RBF has similar performance to the Sigmoid kernel function.

The development and application of support vector machine have been greatly
promoted since the introduction of kernel function, and its application area has
extended from hand-written numeral recognition, reference time series prediction
test and other traditional application area to new areas such as information image
processing [8], industrial process control, etc. The following content in this paper
will center on the discussion of kernel function in support vector machine and put
forward its future research directions.

Kernel Clustering

Clustering analysis divides data objects into different subsets and the data objects
in the same subset are similar to each other, while those located in different subsets
have different properties. Kernel clustering combines kernel function and clus-
tering together, which is based on the characteristics of clustering [9]. In the first
stepwise, kernel clustering clusters the training data and test data, and then con-
structs the kernel function on the basis of clustering results. Chapell et al. [10]
proposed an overall framework of constructing kernel clustering, using different
conversion functions to change the eigenvalue decomposed by kernel matrix.
Jason Weston et al. came up with the bagged clustering kernel [10] to overcome
the time complexity problem existing in Chapell’s clustering kernel. Although the
bagged clustering kernel shortened the kernel clustering time, there still is much
room for improvement in terms of classification accuracy.
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Fuzzy C-means (FCM) clustering algorithm [11] introduces fuzzy set theory to
the process of clustering. Fuzzy kernel clustering algorithm firstly maps the data of
input space into high-dimensional feature space to enlarge pattern differences
between classes, and then carry through fuzzy clustering in the feature space [12, 13].
Fuzzy kernel clustering algorithm is able to highlight the differences of different
sample characteristics, increasing clustering accuracy and speed [14]. It has always
been an important research problem to expand SVM classifier to multi-class
classification [15, 16], so Zhao et al. [17] applied fuzzy kernel clustering to
multi-class classification method, solving the serious problem of fuzzy overlapping,
but didn’t have a large increase in classification speed.

The objective function of the fuzzy kernel clustering algorithm is as follows:

JnðU; vÞ ¼
Xc

i¼1

Xm

j¼1

un
ij UðxjÞ � UðviÞ
�� ��2

: ð6Þ

In the above formula, parameter c is the clustering number initially set; vi is the
initialized clustering center; uij is the membership function of sample j belonging
to i category; U ¼ fuijg; v ¼ fv1; v2; . . .; vcg, parameter n is weighted index, and
n [ 1. The criterion of fuzzy clustering algorithm is for the minimum value of the
above objective function until each membership value stabilized.

Kernel clustering support vector machine has been successfully utilized in
biomedical, text classification [18] and many other application fields, undoubtedly,
it will involve a wider range of application fields in later time.

Super-Kernel Function

Support vector machine for data classification often brings about two dilemmas
using one single kernel function: one is unable to complete effective nonlinear
mapping; the other is over-fitting or under-fitting [19]. The extrapolation ability of
Gaussian radial basis function kernel function weakens along with the increase of
r parameter [20], so it has strong locality. Polynomial kernel function regulates
different mapping dimensions through adjusting h parameter, and computation
grows with h parameter, thus having strong global property and poor locality.

In order to adapt to the increase on data set and high efficiency requirements,
many algorithms have been developed, such as large data set training [21] algo-
rithm, super kernel learning [22] algorithm, fast convergence algorithm [23], etc.
Combining several kernel functions of different categories with a polynomial
composition can give full play to the excellent characteristics of different kernel
functions in dealing with data classification, and overcomes the shortage of single
kernel function while maintaining translational invariance and rotation invariance,
which provides a fresh effective way to studying the construction of kernel
function in support vector machine. A simple form of super-kernel function is like
the following formula:
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KðXi;XjÞ ¼ b1‘
� Xi�Xjk k2

=2r2 þ b2ðXi � Xj þ 1Þh: ð7Þ

It is the linear combination of Gaussian radial basis function kernel function
and h polynomial kernel function. Super-kernel function parameters were regu-
lated in the form of parameter vector, that is to say, super-kernel function adjusts
all parameters at the same time, and those several more parameters just add to the
length of parameter vector but not affect the determination time of parameters.

Kernel Parameter Selection

Selection of kernel parameter has a direct impact on the performance of the SVM
classifier. A commonly used parameter selection method is based on the Gener-
alization Error estimates [24]. The Generalization Error estimates predicate and
forecast the generalization capability of classification decision criteria by means of
training data set [25]. Vapnik et al. [26] estimate generalization ability by span of
support vectors on the basis of Generalization Error estimates, which has an
advantage of higher accuracy but has more complex computation. A method of
utilizing data set to evaluate the optimal kernel parameter method [27] is put
forward on the basis of Vapnik’s method, determining the optimal kernel
parameter choice from a geometric point of view.

Qi et al. [28] proposed a kernel parameter selection method to solve LOO (leave-
one-out) upper bound minimum point based on genetic algorithm, where we can
choose the reproduction operator and combine genetic algorithm with steepest
descent method, improving the accuracy of forecast but without leading to local
optimal solution. Chen et al. [29, 30] adopted different generalization ability esti-
mates as the fitness function of genetic algorithm, and it not only reduced the
computation time to choose parameters but also the dependence on the initial value.

Parameter selection method based on kernel matrix similarity measure starts
from research on kernel matrix in order to search for the optimal kernel parameter
and learning model, and this method improved the calculation speed of SVM. Liu
Xiangdong et al. [31] eventually found the optimal kernel parameters and the
kernel matrix by means of experimenting on UCI standard data set and FERET
standard faces library. Parameter selection method based on kernel matrix simi-
larity measure can serve as a feasible method to choose the optimal SVM model,
and it also has certain reference value for choosing other kernel parameters.

Conclusion

The study of kernel function of SVM is an important data mining research, so
choosing the appropriate kernel function and its parameters can give full play to
the performance of SVM and even has remarkable significance in promoting the
popularization and application of data mining. This paper does research on the
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kernel function of SVM and does some summary comments on the kernel clus-
tering, super kernel function and the selection of kernel parameters. Judging from
the current study, the author believes that the study of kernel function in the
following areas is to be further developed:

1. Finishing data mapping efficiently and reliably in the environment of big data.
‘‘Big data’’ has features of giant, high growth rate and diversification, and it
needs new processing mode to excavate useful information from the massive
data and get an insight in them. In this case, the conventional transformation of
kernel function will face with new bottleneck in processing speed and pro-
cessing quality. On the basis of existing research, it remains further study to
extend the scale of the expansion of kernel function processing data and select
the appropriate kernel parameters and further improve the quality and speed of
processing data.

2. Giving full play to the advantages of different kernel functions in super-kernel
functions. On the perspective of present research on the selection of kernel
parameters, Gaussian radial basis function (RBF) and its parameter selection
have been more detailed studied in the field by virtue of its favorable advan-
tages in computer vision. How to expand the application area of polynomial
kernel function and Sigmoid kernel function, especially how to give full play to
the advantage of each kernel function in the super-kernel function still needs
deeper exploration. It is worth studying that selecting and optimizing super-
kernel function parameters and applying the concept of constructing super-
kernel function to support vector machines.

3. Selecting appropriate kernel function of support vector machines for specific
applications. The scope of data mining processing data is developing from
structured data to the direction of semi-structured and unstructured data. As one
part of the data mining classification algorithms, the application fields of SVM
continue to expand, thus it appears particularly important to select the appro-
priate kernel functions of specific domain. The choice of kernel function is
closely related to the data field [32], in the meantime, the performance of kernel
function depends largely upon the selection of parameters. Future studies are
required to determine the kernel function and its parameters according to dif-
ferent application areas of the support vector machine for the sake of reducing
the consuming of storage space and computing time of computers.

Big data processing is the future research tendency, and with the arrival of the
cloud era, big data is attracting more and more attention. In future work, the author
will mainly focus on the study of achieving efficient and accurate classification
with support vector machine in the environment of big data.
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