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Abstract Traditional collaborative filtering algorithms compute the similarity of
items or users according to a user-item rating matrix. However, traditional
collaborative filtering algorithms face very severe data sparsity, which causes a
discount of the performance of recommendation. In this paper, we proposed an
improved clustering based collaborative filtering algorithm for dealing with data
sparsity. We first clustered the users set into k clusters using K-means algorithm.
Then we presented a formula to estimate those absent ratings in the user-item
rating matrix and acquired a high density matrix. After that, we use the new rating
matrix to calculate the similarity of items and predict the ratings of a target user on
items which have not been rated and recommend Top-N items to the target user.
We also implemented experiments and demonstrated that our proposed algorithm
has better accuracy than traditional collaborative filtering algorithms.

Keywords Collaborative filtering � Recommendation systems � K-means
algorithm � Data sparsity

Q. Wang � Y. Liu (&)
School of Communication and Information Engineering, Beijing Jiaotong
University, Beijing 100044, China
e-mail: liuyun@bjtu.edu.cn

Q. Wang
e-mail: 12125042@bjtu.edu.cn

Q. Wang � Y. Liu
Key Laboratory of Communication and Information Systems, Beijing Municipal
Commission of Education, Beijing Jiaotong University, Beijing 100044, China

W. Cao
China Information Technology Security Evaluation Center, Beijing, China
e-mail: caow@itsec.gov.cn

Y.-M. Huang et al. (eds.), Advanced Technologies, Embedded and Multimedia
for Human-centric Computing, Lecture Notes in Electrical Engineering 260,
DOI: 10.1007/978-94-007-7262-5_77, � Springer Science+Business Media Dordrecht 2014

673



Introduction

Recommendation systems can automatically recommend to users what they might
be interested in. Usually we divide recommendation system algorithms into con-
tent-based algorithms [1, 2] and collaborative filtering algorithms [3–6]. Content-
based algorithms recommend to users items which are similar to what users have
already bought or rated by analyzing the features of users or items. These algo-
rithms can solve the problem called ‘‘cold start’’ and also won’t face the challenge
of data sparsity because they don’t depend on the rating matrix. But they have a
serious drawback that they can’t deal with pictures, video, music and other
products difficult to be analyzed and extracted features from. On the contrary,
collaborative filtering algorithms utilize a user-item rating matrix to calculate the
similarity between users or items and then predict those items which have not been
rated or bought depending on the ratings of neighbors which have high similarity
with the target users. However, the number of items which each user has bought is
usually less than 1 % of the total number of items in a site, which causes severe
data sparsity and a decrease of the performance.

In this paper, we proposed an improved clustering based collaborative filtering
algorithm for dealing with data sparsity. We combined K-means algorithms and a
formula dealing with data sparsity of the user-item matrix. After that we imple-
mented some experiments and it was shown that our proposed algorithms have a
better performance than the traditional algorithms.

The Proposed Algorithm

Traditional collaborative filtering algorithms [4] create a user-item rating matrix
and calculate similarity between users or items, but very often this matrix is
sparsely populated leading to poor coverage of the recommendation space and
ultimately limiting recommendation effectiveness. Our proposed method combines
K-means algorithm [7] and a formula which can assign an estimation rating to an
unrated item, so we can get a high-density matrix and resolve the data sparsity.

User Clustering

The first step is user clustering, and clustering is a preliminary step for the sub-
sequent step to gather those similar users. In this paper, we use K-means algorithm
to cluster our user set in the user-item rating matrix. Furthermore, we use
Euclidean distance to represent the distance between users. Let a centroid is
denoted by Umid ¼ ðr01; r02; . . .; r0nÞ and user i can be denoted by Ui ¼
ðri1; ri2; . . .; rinÞ; where rmn states the rating of user m on item n; then the distance
between the two users is given by,
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Figure 1 shows the process of the K-means algorithm in our recommendation
system and Fig. 2 shows the result of the K-means algorithm.

Constructing the Rating Matrix

Assuming there are M users and N items in the rating matrix, we define the
sparsity level of the matrix as 1� the number of ratings=M*N: Usually the
sparsity level is very high, so in order to resolve this problem, we proposed a
formula to calculate an estimation rating for an absent rating. The estimation rating
of user c on item s; Rc;s is computed as,

Rc;s ¼ �Rc þ
1
jUj
X

ĉ2U

ðRĉ;s � �RĉÞ ð2Þ

where �Rc is the average rating of the user c, U is the set of users that belong to the
same cluster which is formed through the K-means algorithm and moreover have
rated item s: Because Rc;s is computed by the users in one same cluster and users
belonging to one same cluster have higher similarity with each other, the esti-
mation rating is more accurate. In addition, the rating scales of different users are
varied, so in order to eliminate this inaccuracy, we let a rating subtract the average
rating of a user and utilize the difference to calculate the predicting rating.
Apparently, this method can eliminate data sparsity.

Similarity Computation

Similarity computation is the most important step for collaborative filtering
algorithms. There are three different ways to compute the similarity between
items. They are cosine-based similarity, Person correlation-based similarity and
adjusted cosine similarity respectively as shown in Eqs. (3)–(5). We define the set

Input: k original user centroids 
1.for each user vector U 
2. for the kth centroid C 

4. end
5. find the shortest distance—distance[i]

3. distance[k]=Euclidean(U,C);

6. assign user U to cluster i
7.end

Fig. 1 K-means clustering
algorithm
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of users that have rated both item i and item j as U; and the average rating of user u
is denoted by �Ru: �Ri and �Rj denote the average rating of item i and item j
respectively.

• Cosine-based Similarity

sim ði; jÞ ¼ cosð~i;~jÞ ¼
~i �~j

jj~ijj2 � jj~jjj2
ð3Þ

• Person Correlation-based Similarity

sim ði; jÞ ¼
P

u2U ðRu;i � �RiÞðRu;j � �RjÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

u2U ðRu;i � �RiÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

u2U ðRu;j � �RjÞ2
q ð4Þ

• Adjusted Cosine Similarity

sim ði; jÞ ¼
P

u2U ðRu;i � �RuÞðRu;j � �RuÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

u2U ðRu;i � �RuÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

u2U ðRu;j � �RuÞ2
q ð5Þ

In the paper [3], Sarwar et al. have demonstrated that adjusted cosine similarity
performs best among them in the recommendation system through their experi-
ments. So, in this paper, we will use adjusted cosine similarity as the similarity
computation method.

 Item2 Item3 … … Item i-1 Item i 
U1 3 4 
U345 3 5 
U143 3 2 4 
… … … … … … … 

Ui 5 6 6 

Uj 4 4 5 5 
Um 3 4 1 
Un 2 3 5 5 

Fig. 2 The result of clustering
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Prediction and Recommendation

After the former similarity computation, we will get a N � N similarity matrix,
where N represents the total number of items. The last step is predicting and
recommendation. Firstly, we predict the items which have not been bought or rated
by the target user, after that we recommend the top-N items to the target user
basing the predicting. We use weighted sum to calculate the predicting ratings. Let
the target user is u and the unrated item is i. N = {all the items that have high
similarity with i and have been rated by user u in the mean time}.The predicting
rating of user u on the item i is denoted by the Eq. (6).

R0u;i ¼
P

N ðsimi;N � Ru;NÞ
P

N ðjsimi;N jÞ
ð6Þ

Experimental Evaluation

Our data set is from the Movielens which is a web-based research recommender
system. The data set includes 100,000 ratings of 943 users on 1,682 items and each
user has rated 20 or more movies. The data set is divided into a training set and a
test set. The 80 % of the data is used as the training set and the rest 20 % is used as
the test set. All our experiments were implemented at Matlab7.0 and run in a PC
with Intel Core processor having a speed of 2.2 GHz and 2 GB of RAM.

Metric

We use Mean Absolute Error (MAE) as our evaluation metric, and the MAE is
defined as,

MAE ¼ 1
N

X

N

i¼1

jPi � Rij ð7Þ

where N states the total number of predicting ratings in the test set, Pi is the ith
predicting rating, and Ri is the ith actual rating in the test set.

Experimental Results

First, we implemented an experiment to see the performance of recommendation
with the increasing of the density of rating matrix. We let the density of rating
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matrix increase at the speed of 10 % and then computed their MAE of predicting
ratings. In addition, in this experiment, we set the parameter k = 30 in K-means
algorithm and we didn’t design an extra experiment to determine the optimal k.
The results are shown in Fig. 3. From the Fig. 3 we can observe that with the
increasing of the density of rating matrix the MAE of predicting decreases, which
means the performance of recommendation getting better. Furthermore, the per-
formance of recommendation improves as we increase the density of rating matrix
from 0 to 20 %, after that the curve tends to be flat. With the increasing of the
density of rating matrix, the computation also will increase rapidly, so we select
the 20 % as the optimal choice of the density. On the other hand, the optimal value
of sparsity level is 80 %.
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Fig. 3 Performance of the algorithm under different data sparsity
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Fig. 4 Performance of the item-based algorithm and our proposed algorithm under the different
number of neighbors
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Then, we performed an experiment where we varied the number of neighbors
and compared the results of the proposed algorithm with the traditional item-based
collaborative filtering algorithm. The results are shown in Fig. 4. There are three
curves in the figure which represent the normal item-based algorithm, the proposed
algorithm where sparsity level equals 90 %, and the proposed algorithm where
sparsity level equals 80 %. From the figure, we can observe that our proposed
algorithm performs better than the item-based collaborative filtering when the
number of neighbors is from 10 to 70, and our proposed algorithm can acquire the
minimum MAE when the sparsity level = 80 % and the neighbors = 20.

Conclusion

In this paper, we proposed a new CF recommendation algorithm which introduces
the K-means algorithm and estimation ratings to resolve data sparsity. By
employing the experiments we observe the performance of our proposed algorithm
is much better than the traditional CF algorithm and we also find when de sparsity
level = 80 % and the number of neighbors = 20 the MAE of predicting ratings is
minimum and the performance is the best. On the other hand, our proposed
algorithm resolves data sparsity and acquires a more accurate recommendation. In
addition, we can implement more experiments to determine the optimal number k
of clusters in the K-means algorithm.
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