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   Preface   

 This book describes how a theoretical neuroscience can be established that creates 
understanding of how higher cognition is generated by neurochemical, physiological 
and anatomical processes. The route to this theoretical neuroscience lies through 
the application of the techniques for understanding extremely complex electronic 
systems. Despite the ubiquity of such systems, these techniques are not generally 
appreciated. The most complex systems contain many billions of components like 
transistors, each performing its functions in a way that results in the features of the 
system. Design of transistors, design of integrated circuits, design of printed circuit 
assemblies, design of frames and system design must all be integrated together and 
the hardware design must be integrated with the design of software and the design of 
compilers to translate software into a form that can act on the hardware. Many people 
have written software or content for computer systems such as those supporting the 
internet, without necessarily understanding the immense problems that have been 
solved to make such activities possible. 

 From 1969 to 1999 I was employed by a company that was one of the fi rst to 
design extremely complex electronic real-time control systems. When I joined the 
company, it was called Northern Electric, when I left it was called Nortel Networks, 
and for a number of years the research and development activities in which I worked 
were moved to a separate subsidiary called Bell Northern Research (BNR). 

 Over my career, the company (which I will call Nortel) was the pioneer in shifting 
telecommunications networks from an older technology based upon electrome-
chanical switches to the new technologies of silicon and software. Being the pioneer 
meant that Nortel needed to become profi cient in all the required technologies. 
These technologies included design and manufacture of transistors, integrated 
circuits, printed circuit assemblies and systems with thousands of such assemblies. 
The company developed the design tools, manufacturing capabilities and testing 
capabilities for all these technologies. In addition, Nortel developed the languages, 
compilers and the design environments and tools for the required software. System 
architecture was heavily affected by the requirement that one system could not be 
totally out of service for more than 2 hours in 40 years, for example resulting in the 
requirement that software upgrades be made “on the fl y” on actively operating 



vi

systems. The fi rst systems were introduced in the 1970s, and by the early 1980s one 
system had around four billion transistors packaged into integrated circuits. The 
initial design of such a system took about 5,000 engineering man years, and after 
introduction a system required constant evolution to add and modify features. 

 At different times in my career, I had responsibilities in most of the different 
hardware and software design areas. As a result, I obtained a good perspective on 
the many issues encountered in designing, constructing, testing, and modifying 
extremely complex systems. In the early 1980s I began to wonder about whether the 
techniques used to understand such extremely complex systems could be applied to 
the brain. This was not to suggest that there was any direct resemblance between 
electronic systems and brains, but rather that the approaches needed to understand the 
qualitatively different types of systems might have some common elements. My book 
on how such techniques could be applied to the brain was published in 1990 [1]. 

 In 1999 I left Nortel to be able to devote myself full time to developing these 
ideas. After performing a number of simulations and writing a number of papers, a 
second book was published in 2005 [2] that made the system ideas more rigorous. 
In 2007 I created and began to teach a course at the Australian National University 
on this system architecture approach to the brain, integrating much more anatomical, 
physiological and neurochemical information into the architectural framework. 
The current book is the result of thinking about how this integration can occur. 

 I am indebted to the many people who worked at Nortel, and provided the 
remarkable intellectual environment which made complex system design possible. 
This intellectual environment was the stimulus leading to the system ideas about the 
brain. I am also indebted to the Computer Science department at the Australian 
National University for the opportunity to develop and teach the course on brain 
architecture, and especially to my long term collaborator Professor Tom Gedeon. 

 The book follows the presentation order of the ANU course. The intent is to 
provide enough psychology and neuroscience to allow computer scientists to under-
stand the application of the architecture to the brain, and enough systems explana-
tion to allow psychologists and neuroscientists to appreciate what the approach can 
contribute to integrating knowledge in those different fi elds. 

 Research School of Computer Science   L. Andrew Coward 
 Australian National University 
 Canberra, Australia 
 April 2013  
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    Approaches to Theoretical Neuroscience 

 A vast body of experimental knowledge in the brain sciences exists. Much is known 
about the anatomy of different brain structures and the ways in which they are 
interconnected. Much is known about the morphology and electrical properties of 
individual neurons. Much is known about the chemical processes that take place 
within neurons. A primary task of a theoretical neuroscience is to integrate this 
knowledge in such a way that higher cognition can be understood in terms of brain 
anatomy, physiology and neurochemistry. 

 A discipline known as computational neuroscience has in recent years laid claim 
to the title of theoretical neuroscience [3]. Computational neuroscience has a 
number of approaches. One is the detailed modelling of physiology, with roots in the 
integrate-and-fi re neuron model, the cable theory of electrical signal propagation in 
dendrites, and models of action propagation. Very detailed computational models of 
neurons and assemblies of neurons have been developed from these roots. A second 
approach is development of various general information processing concepts. Such 
concepts include the Hebb rule that when two neurons fi re at the same time they 
tend to become connected, the effi cient coding concept that sensory information is 
represented in the brain by the minimum amount of activity, and the concepts of 
feedback and feedforward architectures. A third approach is artifi cial neural networks. 
Such artifi cial neural networks include networks based on the backpropagation 
algorithm, and on Hopfi eld nets. One serious problem encountered with these 
networks as models for the brain is that new learning interferes severely with prior 
learning. The adaptive resonance theory (ART) network uses algorithms developed 
to address this problem to some degree. A fourth approach is the use of the Bayesian 
inference method for combining probabilities as a model for brain information 
processes. A fi fth approach, such as adaptive control of thought–rational (ACT-R) 
uses pure computational models that associate conditions with commands (as in an 
electronic computer) to model brain processes. 

   Introduction      



xvi

 In all cases heavy emphasis is placed on electronic simulations, often of neuron 
assemblies. However, there are a number of serious problems with these approaches. 
Firstly, there is a considerable gap between simulations and observations of higher 
level cognitive processes. Secondly, the approaches are unable to identify the infor-
mation processes performed by different neural structures, except close to sensory 
inputs. Thirdly, a general characteristic of these approaches is to separate rapid 
performance of tasks from slower learning of tasks. Since learning is often inter-
mingled with performance in the brain, it is not clear that this is a valid separation. 

 This book develops the concept that there is a well founded scientifi c approach 
to understand higher cognition in terms of brain anatomy, physiology and neuro-
chemistry. The appropriate paradigms for achieving such understanding are available 
and can be applied to the vast body of neuroscience knowledge. This approach 
makes clear the nature of the information processes being performed by different 
anatomical structures, and demonstrates that learning and performance are deeply 
intertwined in a way that makes separation of the two processes seriously misleading. 
This approach therefore addresses the primary tasks of a theoretical neuroscience.  

    Complex Systems 

 Physics is often thought of as the paradigm for a true science, and the mathematical 
precision of physical theories a target for other sciences. However, high mathematical 
precision is only possible for a very limited range of phenomena. Quantum mechanics 
achieves the highest quantitative accuracy, but its modelling is generally limited to 
a few elementary particles. Most physical theory uses more approximate higher 
level models, but with a clear understanding of how such models can in principle be 
mapped to more precise levels. Even these higher level models tend to be quantita-
tive only for some simplifi ed and tightly specifi ed physical systems. Understanding 
very complex systems like the human brain, where every brain is unique to some 
degree, requires a somewhat different approach. Such a different approach can 
be found in the technologies for understanding very complex electronic systems. 
There are minimal direct resemblances between computer systems and brains, 
but the techniques for understanding computer systems can be modifi ed and adapted 
for the theoretical neuroscience problem. 

 In the mid-twentieth century, electronic systems providing combinations of 
services to human beings began to be developed. By the 1970s, some systems 
needed to provide many different services with high reliability and with no signifi -
cant delays, resulting in the design of the fi rst extremely complex real-time systems. 
Examples include the systems that manage the networks providing telecommunica-
tions services. 

 Such systems include multiple billions of individual components like transistors. 
It is clearly not possible for one human being to understand the operation of a 
feature of such a system by simultaneously imagining the activity of all the partici-
pating transistors. Nevertheless, human beings have an understanding of such 
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systems, as demonstrated by the abilities to design such systems, build them, test 
and repair them, and modify their features. This understanding requires organisa-
tion of the physical information processing resources of a system into some very 
constrained architectural forms. 

 Suppose for a moment that there were many computer systems available, and 
people had developed great skills in using those systems, but no-one understood 
how the systems worked at a more detailed level. In response to this situation, 
experimental sciences to study computer systems could develop. Computer- 
psychology might study the phenomenology of computers. Standard tasks could be 
defi ned, and the times taken by different computers to perform those tasks mea-
sured. The observation could be made that when a computer system was fi rst turned 
on there was a period of time when there was clearly considerable activity, but no 
useful responses. This “boot-phenomenon” could be investigated and theories about 
its role proposed. Computer-anatomy could disassemble machines, identifying 
large and smaller structures like printed circuit assemblies and integrated circuits 
and the connectivity between them. Integrated circuits could be opened to reveal the 
detailed patterns of metal and silicon. Computer-physiology could investigate the 
patterns of impurity in the silicon, or insert probes into computers performing 
different tasks to measure voltage fl uctuations on various timescales and levels of 
detail. These sciences could accumulate large bodies of experimental data, but the 
problem would be to synthesize an understanding. 

 With computers, we know the answer. The information processes of a computer 
can be understood on many levels of detail using the same information paradigms. 
At many different levels, information processes can be understood as either instruc-
tions or data read/write processes. This consistency makes it possible for human 
beings to understand the overall operation of a system in such a way that any element 
of that understanding can be mapped to a more detailed understanding, any element 
of that more detailed understanding mapped to an even more detailed understanding 
and so on, all within the limits of human information handling capacities. 

 At an intermediate level, computers perform instructions in a processor, and data 
reads and writes in a memory. At a more detailed level, an instruction can be viewed 
as a sequence of more detailed instructions to open and close gates on transistors. 
A data read or write can be viewed as a combination of more detailed information 
reads and writes at the level of transistors or magnetic domains. At higher levels, 
user interactions with computers can be viewed as commands that can be broken 
down into sequences of instructions, or as accessing/recording of information that 
can be broken down into combinations of data read/writes. The physical resources 
of a computer system are organized into a modular hierarchy of transistors, cells 
on integrated circuits, integrated circuits, printed circuit assemblies, and shelves. 
In this hierarchy, modules on one level are made up of more detailed modules, and 
the operations of a module on any level can be understood as instructions or 
data read/writes. This organisation makes a hierarchy of description possible, in 
which the operation of the system can be described in terms of high level modules, 
or more detailed modules or yet more detailed modules in ways that are consistent 
with each other. 
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 The term “module” has been given many different defi nitions, and it will be 
important for much of the later discussion to identify what is meant by a module in 
this book. In electronic systems and in the brain, a module is a set of resources that 
have been optimized to perform a specifi c type of information process very effi -
ciently. Thus in a computer system there is a processor module that executes instruc-
tions effi ciently, and a memory module that performs data access and retrieval 
operations effi ciently. The resources of a module will therefore be shared across all 
the features of the system that require information processes of the module type. 
Use of modules therefore reduces the overall system requirements for resources, but 
they have some disadvantages that result in some secondary characteristics. One 
disadvantage is that a change to a module to implement changes to some features 
may have undesirable side effects on other features. The way in which such 
disadvantages affect module form is discussed in detail in Chap.   7    . 

 Of course, in electronic systems these modular hierarchies have been imposed by 
human intellectual control over design. The question is, does such a hierarchy exist 
for a human brain that has an architecture defi ned by natural selection? To address this 
question, consider another computer caricature. Suppose that rather than designing 
a computer system, the approach was to collect a very large number of transistors, 
and select and connect transistors at random to create a system. If the system did not 
have the desired behaviours, random changes would be made to transistors and con-
nectivity. Eventually, a system emerged that had the desired behaviours. There are 
some serious problems with this scenario. Firstly, consider the specifi cations for 
building such a system. Each component and connection at the most detailed level 
is individually specifi ed and the construction process will be very complex and error 
prone. Secondly, if a construction error is made, or if a component failed during use, 
how could the failed element be identifi ed, other than by a component by component 
replacement until the system began to work? Thirdly, if there was a need to change 
a feature of the system, how could the component changes needed to implement 
such a change without interference with other system features be identifi ed? 

 In human designed systems, these requirements to construct, repair and modify 
are major drivers of the architectural forms that make understanding possible. The 
point of this caricature is that natural selection will also tend to result in architectural 
forms that make possible a relatively simple construction process, an ability to 
recover from construction errors and damage, and an ability to modify a behaviour in 
desired directions without excessive interference with other behaviours. As described 
in Chap.   7    , the need to address these practical considerations tends to result in the 
emergence of architectural forms that support understanding. However, for a learn-
ing system the architectural forms are qualitatively different from the forms for a 
system designed under external intellectual control. As discussed in Chap.   7    , there 
are some common information models, but for a learning system these models are 
condition defi nition/detection and behavioural recommendation. Anatomical struc-
tures on many different levels of detail can be understood as implementing processes 
of these types, and the information model consistency makes it possible to map 
between levels in a manner analogous with the mapping in computer systems. 
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 Computational neuroscience has advocated massive electronic simulation of 
large parts of the brain. Although there is undoubted value in some simulations, 
caution is necessary. Suppose that a computer simulation was constructed that 
modelled the operations and connectivity of all the neurons in a brain, with neurons 
modelled with some degree of physiological realism. Suppose also that when 
the model ran, higher cognitive behaviours were observed. The problem is that such 
a simulation is just another very complex system that generates cognitive beha-
viours in ways we do not understand. For human understanding there is no substi-
tute for a hierarchy of descriptions which makes it possible to describe system 
behaviour at high level in a way that is both comprehensible and mappable to more 
detailed levels. Individual detailed elements must be comprehensible, and must fi t 
together to form a higher level picture.  

    Approach in This Book 

 In the biological sciences distinctions are drawn between language models and 
mathematical models. Language models are essential because they can cover large 
domains of experiment, but are approximate. Mathematical models reduce a complex 
system to minimal parts, but simulation results can be quantitatively compared with 
experiment. Although both approaches are important, mathematical models and the 
simulations that implement them require a framework within which consistent 
modelling is possible. Without such a framework their results can be misleading, 
and such frameworks are established by language models. To give an example from 
the history of science, prior to the concept of a solar centred solar system, the model 
of an Earth centred system was modelled in great mathematical detail, and could 
predict the apparent motions of the sun and planets in the sky with high precision. 
When the solar centred model was fi rst popularized by Copernicus, it was less precise 
that the Earth centred model. However, the solar centred word model was superior, 
and eventually led to superior mathematical models. 

 This book is primarily concerned with establishing a framework within which 
consistent modelling is possible. The way in which natural selection pressures 
create such a framework in the brain will be described. These pressures constrain 
the types of information processes performed by the brain and the way in which 
they are partitioned between different anatomical structures. Although the types 
of processes performed by different anatomical structure as described in this book 
have been computer simulated, the focus of the book is on the development of 
language models for the information processes performed by brain structures 
on different levels of detail, and for the combinations and sequences of these 
information processes that implement higher cognitive processes. In addition, the 
integration of a very wide range of experimental observations into a consistent 
picture is described.  
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    Plan of the Book 

    In Chap.   1    , the nature of scientifi c understanding will be explored, and the limitations 
to different approaches discussed. In Chap.   2    , the major cognitive phenomena that 
we would like to understand in terms of anatomy, physiology and neurochemistry 
are described. In Chap.   3     there is an overview of brain anatomy and physiology, 
followed in the next three chapters by more detailed descriptions of current know-
ledge in some key areas: properties of neurons in Chap.   4    ; neurochemical processes 
within neurons in Chap.   5    ; and the structure and connectivity of the major anatomical 
structures in Chap.   6    . 

 Chapter   7     establishes the theoretical framework for integrating this knowledge. 
In particular it describes how natural selection pressures tend to result in some specifi c 
architectural forms and information processes, and how these forms and processes 
support the creation of the hierarchies of description needed for human understanding. 
Chapter   8     then demonstrates that these forms and processes are present in the brain. 
Chapters   9     and   10     describe how hierarchies of description from psychology to 
neurochemistry can be constructed for some primary cognitive phenomena including 
attention, semantic and episodic memory, procedural memory, priming memory and 
working memory. Specifi cally it is demonstrated that key parts of high level descrip-
tions of these phenomena can be mapped to anatomy, then to physiology, and then 
to neurochemistry. In Chap.   11     it is shown that various examples of more complex 
phenomena like prospective memory, speech, consciousness and self awareness can 
be understood as combinations of the information processes also used by the primary 
phenomena. Finally, Chap.   12      reviews how the approach described in earlier chapters 
constitutes a theoretical neuroscience, and how the approach needs to be embedded 
in experimental and computational work on the brain.   
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                    This book addresses the issue of how higher cognition can be understood in terms 
of the neuroanatomy, neurophysiology, and neurochemistry of the human brain. 
Much is known about the chemical processes within and between neurons, and this 
knowledge has, for example, led to practical applications in the area of drugs to treat 
brain diseases and defi cits. Much is also known about the interactions between neu-
rons, leading to the modelling of interacting groups of neurons in anatomical struc-
tures. Much is known about anatomical structures in the brain, and the different 
defi cits that can result from damage to different structures. Finally, a great deal is 
known about cognition, the vast range of perceptual, memory and behavioural phe-
nomena that can be observed. Within each of these domains there is understanding 
of the processes of the domain, but between domains the understanding is much 
more restricted. 

 As a fi rst step it is important to consider what we mean by “understand”. Do you 
understand how television works? Even a small child understands that if you press 
one button on the remote the television turns on; pressing other buttons changes the 
channel; pressing yet other buttons changes the volume. This level of understanding 
works for many situations. So the child understands how television works in the 
sense that he knows the actions that will cause various desired results with the television. 
However, for some circumstances this level of understanding is not adequate. For 
example, if the television is not connected to electricity, it will not respond when 
buttons on the remote are pressed. It is necessary to know that electricity powers the 
television. If the picture is poor, it is necessary to know that a strong incoming 
signal is required, perhaps acquired by connecting to cable. If the television does 
not operate even if these factors are correct, it is necessary to know how the different 
components contribute to creating the picture and sound, in order to repair it. To 
design a television, a yet deeper knowledge is needed, even deeper if the electronic 
components of the television must be designed. 

 In this example there are therefore many different levels of understanding. The 
highest level of understanding means knowing that pressing a button on a remote 
will result in a program being played. At more detailed levels, understanding means 
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knowing that the sound and visual images are coded as electrical signals that are 
broadcast or carried on a cable, and the electronic circuitry of the television extracts 
the visual and sound information and displays them. To design a television the 
extraction and display of information must be described in terms of the behaviours 
of transistors within integrated circuits and other components making up the televi-
sion. To design the transistors, their behaviour must be understood in terms of atoms 
and electrons, using quantum mechanics. 

 There are a number of critical aspects of understanding which we can extract 
from this simple example.  Firstly , understanding is hierarchical. In other words, we 
understand something at different levels of detail, with different levels being appropriate 
for different types of situation.  Secondly , understanding is causal. In other words, 
when we understand something, we know the behaviour that will cause specifi c 
events to occur. We can predict what will happen when something is done. We know 
that pressing a button on the remote will change the channel. However,  thirdly , 
understanding is more approximate at the higher levels, in other words it is incorrect 
in some situations. In the television example, the understanding that the television 
will turn on if a specifi c button on the remote is pressed is usually correct, but incorrect 
if the electricity is not connected (or if we were dealing with a television that does 
not use a remote). The dependence on electricity comes in at a more detailed level 
of description. Causal descriptions at high level use a relatively small number of 
very complex units (remote, button, television) while descriptions on detailed levels 
use very large numbers of relatively simple units (transistors, diodes, capacitors and 
resistors; or at an even deeper level electrons, nuclei and photons). It therefore takes 
a lot more information to describe the same event at more detailed levels, and the 
use of a more detailed level of description to determine what to do to achieve a 
result at a higher level will often be impractical. This impracticality refl ects the 
limited information handling capacity of the human brain. Even for a television set 
we are not able to simultaneously imagine the activity and interactions of all the 
transistors and other components as they evolve over time. Hence the  fourth  aspect 
of understanding is that we must know when a description at a higher level is too 
approximate, and the  fi fth  aspect is that we must know how to map between levels 
of description to achieve a higher level of accuracy when required. Thus, for example, 
when pressing the button on the remote does not result in the television coming 
on, we can shift to a deeper level and check that the television is plugged into 
the electricity or try replacing the batteries in the remote. However, the shift to a 
deeper level occurs for only a small segment of the higher level description at 
a time, because we would not be able to hold the complete detailed description 
active in our mind. 

 In summary, understanding is a complex concept which involves the existence of 
a hierarchy of causal descriptions at different levels of detail. The higher levels are 
more approximate but there are rules indicating when a shift to a more detailed level 
is required, and well defi ned mechanisms for making the shift. If a complete hierarchy 
of this type is in place we intuitively feel we “understand”. 

1 The Nature of Scientifi c Understanding
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1.1     Understanding in the Physical Sciences 

 It is important to recognize that this meaning of understanding is also present, 
although not always acknowledged, in the physical sciences. Quantum mechanics 
utilizing entities like electrons, protons, neutrons and photons can predict the outcome 
of measurements with great accuracy, and quantum mechanics is viewed as the 
foundation of modern physics. However, most physical phenomena are successfully 
modelled without direct reference to quantum mechanics. In practice, the number of 
entities like electrons that participate in almost any observable phenomenon is so 
large that a complete model of the phenomenon in terms of quantum mechanics that 
followed every individual electron would be completely incomprehensible to any 
human mind. 

 Higher level entities are therefore defi ned which can be viewed as groups of 
more detailed entities. Atomic nuclei are made up of protons and neutrons. Atoms 
are made up of nuclei and electrons. Molecules are made up of sets of different 
atoms. Chemicals are made up of large numbers of identical molecules. Materials 
are made up of mixtures of different chemicals. The full interaction between higher 
level entities is the sum of all the interactions between all the detailed entities of 
which they are composed, but this full interaction is approximated by a simpler 
interaction. Macro phenomena are described in terms of the appropriate higher level 
entities and their approximate interactions, with much less information content than 
a description in terms of all the detailed entities. Such higher level causal descriptions 
are less precise than quantum mechanics, but the nature of the approximations is 
well understood, and the ways to map a higher level description into a more accurate, 
more detailed description are also well understood. 

 The key requirement is creation of a consistent set of models on multiple levels. 
At each level, mental manipulation of the models is possible within a human mind, 
and there are clear rules for mapping from parts of a high level description to a more 
detailed description and from a detailed description into part of a higher level 
description. A critical issue is whether such a hierarchy of descriptions can actually 
be constructed. There is no obvious guarantee that such a hierarchy exists for all 
possible phenomena.  

1.2     Complex Physical Systems and Chaotic Behaviour 

 Any physical system is made up of an extremely large number of electrons, protons, 
neutrons and photons, and perhaps a few other entities. Understanding requires 
some higher level entities which can be used to construct adequately accurate causal 
descriptions. For many physical systems there are problems with such construction. 

 The problem arises because very small differences in the initial conditions of just 
one higher level entity can make very large differences to the later overall state of 
the system as a whole. The prototypical example of this problem is the atmosphere, 
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and the diffi culty of weather prediction. Weather prediction depends upon conceptually 
breaking up the atmosphere into physical cells, setting initial conditions for 
each cell, and calculating the later state of the atmosphere. The problem is that the 
smaller the cell entities, the larger the required data collection and calculation, but 
as the timescale for prediction increases the initial state of even a very small cell 
can be critical. 

 The caricature of this situation is that the way a butterfl y in Brazil fl aps its wings 
at one point in time may make the difference several months later between a storm 
in Europe happening or not. This very sensitive dependence on initial conditions is 
known as chaotic behaviour, and is common in complex physical systems. Chaotic 
behaviour means that constructing a hierarchy of descriptions within human infor-
mation handling capabilities may not be possible. 

 If the brain is an example of a complex chaotic system on timescales relevant to 
cognitive behaviours, then there might be no possibility of intuitively satisfying 
understanding.  

1.3     Complex Control Systems 

 Human beings have designed some very complex electronic control systems. Such 
systems receive a high volume of information from their environment, and control 
a large number of behaviours that can act on that environment. These complex control 
systems are also very complex physical systems, but differ from chaotic physical 
systems in that their behaviour aims to meet certain objectives. These objectives 
include maintaining a degree of homeostasis. For example, a telecommunications 
network is an extremely complex system with the objectives of providing links 
between telephones and computers on demand with very high reliability. Unlike a 
chaotic physical system, a small difference in initial conditions will rarely make a 
large difference in later system state. 

 Furthermore, these complex electronic systems are understood in the sense 
defi ned earlier. For example, it is possible to modify the way the system is experienced 
by a human user (i.e. change a feature). It is possible to design such systems, manu-
facture and test them, and when components fail it is possible to identify the failed 
component and replace it. Clearly, human understanding of a user feature is not 
based upon the ability to simultaneously imagine the evolution of the activities of all 
the billions of transistors that are participating in the performance of that feature. 
Rather, there are hierarchies of description which make it possible to think about the 
system as a whole, or a small part of the system in somewhat more detail, or a small 
part of that part in yet more detail and so on. 

 The physical structure of the electronic system refl ects this hierarchy of description. 
Within such a system there may be multiple printed circuit assemblies, each assembly 
having a different role within the system. Each printed circuit assembly is made up 
of many integrated circuits and other components, each such circuit or component 
having a different role. Each integrated circuit may be made up of a number of areas 
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called cells, each cell with a different role. A cell is made up of many transistors, 
resistors, capacitors etc., and again each of these components has a different role. 
A system function could be thought about at the level of interactions between 
printed circuit assemblies. If that level of detail is inadequate for the purpose, a 
small part of the function can be thought about in terms of interactions between the 
integrated circuits on one assembly. At a yet more detailed level, an even smaller 
part of the function can be thought about in terms of the interactions between different 
cells on one integrated circuit and so on. 

 It is important to note, however, that the roles of components at any level do not 
map into different types of functions as perceived by a user of the system. In the 
relatively simple case of a personal computer, word processing and web access both 
use many of the same components at many different levels of detail. As a result 
there are two different types of architecture for complex electronic systems: the 
physical architecture and the functional architecture. The physical architecture 
describes how the physical resources of the system are separated into components, 
each component performing a different type of information process. This physical 
architecture, which can also be called the information architecture, describes the 
processes performed by different components and the interactions between the 
components. The functional architecture describes the features of the system as 
perceived by a user, and the interactions between them. A user manual is closely 
related to the functional architecture, but the relationship between the physical 
architecture and the functional architecture is very complex. However, it is the physical 
architecture that is critical for sustaining the hierarchy of descriptions. 

 As discussed in more detail Chap.   7    , the physical architecture is shaped by a 
number of practical requirements. One requirement is to utilize as few physical 
resources as possible. A second requirement is to be able to modify any one feature 
without introducing undesirable side effects on other features. A related third 
requirement is to be able to identify a failed component in order to replace it. 
A fourth requirement is to be able to build copies of the system at reasonable 
cost. The requirements to be able to construct, modify and repair the system are 
essentially the same as the need to understand the system, and when combined with 
the need to make economical use of resources place some strong constraints on the 
form of the hierarchy of descriptions. 

 One such constraint is that the hierarchy makes use of two common informa-
tion models for operations at every level. These models are instruction and con-
dition (or data) read/write. These models refl ect that the fundamental operations 
of any complex control system are detection of conditions in the information 
available to the system and association of conditions with behaviours. In a system 
designed under external intellectual control, behaviourally relevant conditions 
are precisely specifi ed by design, and detection of a condition or combination of 
conditions can therefore be associated with an instruction or command to perform 
a behaviour. 

 At every level, a description is made up of combinations of operations of 
these two types. For example, at high level, a description of a process might be 
an instruction to connect with a particular website. At a very detailed level, the 
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description would be a large combination of transistor operations which could each 
be viewed as either a command (e.g. open the gate of a logic transistor) or a 
condition read/write (access/change the state of a memory transistor). The high 
level description is an approximation, for example the display that appears on 
the computer screen could be derived from information located on many different 
physical sites. The common information models make it possible to map from the 
high level description to whatever level of detailed description is required to solve a 
particular problem.  

1.4     The Brain and Hierarchies of Description 

 In the case of electronic systems, the understandable hierarchy of descriptions is of 
course created under human intellectual control. The brain is a complex control 
system that receives large amounts of information from the senses and uses that 
information and records of past sensory information to select an appropriate behav-
iour from within a large range of possibilities. Unlike a chaotic system, a brain 
is required to meet objectives including homeostasis, body survival and generation 
of offspring. Hence like an electronic system, conditions must be detected in 
the information available to it, and condition detections must be associated with 
behaviours. However, in a brain many of the conditions and their associations 
with behaviours must be defi ned heuristically. 

 Although there is minimal direct resemblance between a brain and an electronic 
system, natural selection imposes on brains many pressures analogous with those 
that shape the electronic system physical architecture. A species with a brain that 
can learn to perform a given set of behaviours with fewer neurons than required 
by the brain of another species will have a signifi cant natural selection advantage. 
A species with a brain that can learn new behaviours with less interference to 
previously learned behaviours than another species will also have a natural 
selection advantage. A species in which the process for building a brain from DNA 
“blueprints” is less error-prone than in another species will have a natural selection 
advantage. 

 In Chap.   7     we will discuss in detail the ways in which these natural selection 
advantages tend to result in a brain with a physical architecture which supports the 
creation of a hierarchy of descriptions, analogous with but qualitatively different 
from the hierarchy in an electronic system. This brain architecture, which tends to 
result in any system which must learn a complex combination of behaviours 
with resources that are not unlimited, also makes use of two common information 
models. However, in the case of the brain, these two models are behavioural 
recommendation and condition defi nition/detection. These information models 
differ from those in a system designed under intellectual control because conditions 
are defi ned heuristically and can constantly change. Conditions can therefore only 
be associated with behavioural recommendations.  
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1.5     The Basis for Understanding the Brain 

 Understanding of higher cognition in terms of anatomy, physiology and chemistry 
requires a hierarchy of descriptions. At the highest level in such a hierarchy, a 
cognitive process would be described causally, in other words in terms of a cogni-
tive circumstance leading to another circumstance and then another. At a more 
detailed level, any segment of the cognitive description could be described causally 
in terms of information operations within major anatomical structures. At a yet 
more detailed level, any segment of the major anatomical structure level description 
could be causally described in terms of information operations in anatomical 
substructures. At even more detailed levels segments of higher level descriptions 
could be described in terms of interactions between neurons, and segments of a 
neuron level description could be described in terms of chemistry within a neuron. 

 As in the physical sciences, the key property of such a hierarchy is the ability to 
know when the accuracy of a higher level description is inadequate, and to know 
how to map between levels. An adequate hierarchy of description is what a scientifi c 
theory delivers. 

 To understand any particular problem, the highest possible level of description 
must be used. A shifting to more detailed levels only occurs when greater precision 
is required than is available on the higher level. To remain comprehensible to a 
human mind, such a shift can only be made for a small part of the higher level 
description. 

 The concept we will develop through this book is that the behaviour recommen-
dation and condition defi nition/detection information models imposed on the brain 
by natural selection make it possible to create hierarchies of description analogous 
with those for electronic systems. A cognitive process can be described at 
high level, a comprehensible description of any small element of the high level 
description can be described at more detailed level and a comprehensible descrip-
tion of any small element of the detailed level description can be described at a yet 
more detailed level. 

 The development of consistent hierarchies of description is the main focus of 
this book. However, to give a preliminary idea of how the process works, consider 
the attention process.  At high level  the process will in due course be described 
in terms of detecting conditions in the overall visual fi eld, each condition recom-
mending a group of different attention behaviours. Acceptance of the predominant 
recommendation results in detection of a much wider range of conditions within just 
the object of attention, each having recommendation strengths in favour of a range 
of behaviours appropriate in response to the presence of the object.  At an anatomical 
level , part of the high level process will be described in terms of the cortex heuristically 
defi ning conditions, and detecting any of its conditions that are currently present. 
The basal ganglia interprets each currently detected cortical condition as a recommen-
dation in favour of a range of behaviours, and selects the behaviour most strongly 
recommended across all currently detected conditions. The thalamus implements 
the behaviour selected by the basal ganglia. The hippocampus defi nes and detects 
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conditions that recommend changes to conditions elsewhere in the cortex.  At a 
detailed anatomical level , part of the anatomical level process will be described in 
terms of cortical columns detecting groups of conditions that we will call receptive 
fi elds, the structure of a column making it possible to manage receptive fi eld changes 
to minimize undesirable side effects on the behaviours recommended by the current 
column receptive fi eld defi nition.  At the neuron level , part of the detailed anatomical 
level process will be described in terms of a pyramidal neuron defi ning and detecting 
a group of conditions called the neuron receptive fi eld. Neuron receptive fi eld detec-
tions indicate detections of the column receptive fi eld and/or recommend changes 
to the column receptive fi eld.  At the dendrite level , part of the neuron level process 
will be described in terms of a terminal branch on a dendrite defi ning and detecting 
one condition within the neuron receptive fi eld, and an output from the branch rec-
ommending detection of the neuron receptive fi eld. The dendritic structure defi nes 
and implements the integration of branch recommendations.  At the synapse level , 
part of the dendrite level process will be described in terms of a synapse defi ning 
and detecting one element in a terminal branch condition, the presence of an input 
recommending the detection of the condition.  At a neurochemical level , part of the 
synapse level process will be described in terms of different kinase cascades recom-
mending different types of changes to the weight of a synapse. 

 In this example, a higher level description simplifi es and approximates the much 
greater information content of a more detailed description. The use of the information 
models means that translation between levels is possible, and the approximations 
introduced are well understood. These are exactly the requirements for a scientifi c 
theory as discussed earlier.  

1.6     Computer Modelling and Its Limitations 

 The question might be raised, why not just employ massive computer simulations to 
support the descriptions on the more detailed levels? The issue with this approach is 
that it does not lead to actual human understanding. In the extreme, suppose that it 
was possible to create a computer model for every neuron in a brain, the connectivity 
between them, and the way in which each neuron responded to its inputs. Then suppose 
that this computer model actually exhibited cognitive phenomena. The problem 
would be that we simply have another system in which the link between component 
activity and cognitive phenomena is not understood. 

 Computer modelling to verify detailed models is certainly valuable. Design and 
implementation of a general artifi cial intelligence system will also require computer 
modelling. However, just as for regular electronic systems, development of such a 
system will only be possible through a hierarchy of descriptions that makes it possible 
for human beings to comprehend the design.    

1 The Nature of Scientifi c Understanding
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                   Our brains play a role in almost everything we do, but in this book the focus is on 
activities under the general label of higher cognition, including memory and 
 learning, speech, emotions, intellectual disciplines, planning, consciousness and 
self awareness. 

 Our brains are general purpose learning systems: they can learn to perform any 
of a very wide range of different types of behaviour. With very limited exceptions 
current computer systems do not learn. In contrast with such electronic systems 
brains are very good at defi ning and fi nding patterns and creating and recalling 
 relevant associations between different objects and situations. Sometimes these 
 pattern fi nding and association creating capabilities are misleading, such as when 
we see faces in clouds or in groups of rocks on the surface of Mars, or associate 
numbers like 13 with unpleasant situations. 

 Unlike our brains, electronic systems can have permanent, unchanging, reliable 
memories: the picture stored in the computer will look exactly the same in all details 
several years in the future. Brains on the other hand can extract meanings from 
memories, and select the more important information to be remembered. 

 Electronic systems are very good at precisely following tightly defi ned rules, 
such as the rules of arithmetic. Brains, on the other hand, fi nd arithmetic much 
harder, making all sorts of errors. It has been tellingly pointed out that it takes from 
birth to about 5 years old for a human infant to learn a language, and at the end of 
that period speech is accurate and sophisticated. It takes another 5 years to learn 
arithmetic, and at the end of that period there are still lots of errors [ 4 ]. 

 One oddity about brains is that they go off line for a signifi cant proportion of 
each day into a mode called sleep that superfi cially looks passive. Unlike com-
puters, which can actually be put in a passive mode (or “put to sleep”), sleep for 
the brain is actually a very active combination of many different processes. 
During sleep our brains go through several types of processing (stages), as indi-
cated by attaching electrodes to the scalp and measuring electrical activity. This 
electrical activity occurs at predominant frequencies, with different frequencies 
in each of three or four different sleep stages, only one of which has frequencies 
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resembling activity in an alert brain. Electronic systems perform perfectly well if 
rarely turned off or put to sleep, but brain sleep appears to be important for effec-
tive brain performance [ 5 ]. 

 We do not always realize how much of our awareness is an artifact constructed 
by our brains. Our eyes have lenses that focus light on the retina, much like the lens 
in a camera focuses an image on the CCD detector. If we look at the image detected 
by a camera as we move the camera around we see change, the positions of all the 
objects move rapidly. If we move our eyes or tilt our head, the image projected on 
the retina is changing in the same way. But what we are aware of seeing is a stable 
environment, with all the stationary objects fi xed in position and moving objects 
with the correct relative motion. This stable environment is not the image on the 
retina, it is constructed by our brain using inputs from the eyes and inputs from 
muscles in the eyes and body that indicate movement. 

 At a higher level, it is possible for eyes to be working perfectly, and the brain to 
be unable to understand what is being “seen”. For example, certain types of brain 
damage can result in the patient being able to recognize visual features but being 
unable to put them together to recognize an object. A rose might be described as 
“about 6 in. in length; a convoluted red form with a linear green attachment” [ 6 ]. 
However, the patient does not perceive that he has any problem when describing 
things this way. If given a photograph and asked what he sees, he may describe 
nonexistent scenes in detail, believing that the picture is being described, a process 
known as confabulating. A river, a guest house and people dining on a terrace may 
be confabulated from a picture of sand dunes in the Sahara desert [ 6 ]. But again, he 
does not see any fault in his description. 

 At a yet higher level, there are patients who lose the ability to create new 
 memories, and yet appear superfi cially quite normal. This type of amnesia, called 
anterograde amnesia, occurs in patients with damage to one or more of a number of 
brain structures. One example is Korsakoff’s syndrome [ 6 ], where damage to a 
brain structure called the mammillary bodies (see next chapter) sometimes results 
from long term excessive alcohol consumption. You could visit someone with 
Korsakoff’s syndrome, have a normal conversation for a few minutes, but if you 
leave and come back 5 min later they have no memory of ever having met you. Such 
a patient has no memory of how they arrived at the place where they are currently 
located. A patient in hospital meeting a doctor may speak initially as if he was in his 
grocery store before the amnesia occurred, and address the doctor as a customer. 
When this story breaks down the patient will immediately jump to seeing the doctor 
as a pre- amnesia friend, then a different pre-amnesia friend, then a doctor he has not 
met before, then back to a customer in his store again. The patient remembers noth-
ing for more than a few seconds, each confabulation is an instinctive creation a 
current “story” in which to locate himself, and he has no awareness that his story is 
changing abruptly from moment to moment. This frantic jumping from story to 
story reveals the importance of such “stories” to our sense of identity, and the degree 
to which this sense of identity is an artifact constructed by our brains from our 
memories. In some ways these amnesic patients seem to an outside observer to have 
lost their identity or self. 

2 Higher Cognition
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 Our personality is a large part of who we are, but patients with brain damage 
often show personality changes. Such changes include uncontrolled anger, inability 
to take responsibility, socially inappropriate behaviour, and impaired self aware-
ness. An investigation of subjects with a history of recurrent attacks of uncontrolled 
rage with little or no provocation and no known reason (i.e. with psychotic, psycho-
pathic, profi t motivated, drug related, mental retarded cases excluded) found that in 
almost all cases there was evidence of brain damage [ 7 ]. 

 The most famous example of personality change following brain damage is 
Phineas Gage, who in the middle of the nineteenth century sustained major damage 
from a spike passing through the front part of his brain. As the doctor who treated 
him over a long period of time reported the situation:

  Previous to his injury, although untrained in the schools, he possessed a well-balanced mind, 
and was looked upon by those who knew him as a shrewd, smart businessman, very energetic 
and persistent in executing all his plans of operation. In this regard his mind was radically 
changed, so decidedly that his friends and acquaintances said he was ‘no longer Gage’ .  [ 8 ] 

   We will now consider in more detail some different aspects of the cognitive capa-
bilities exhibited by our brains. We will start with two fundamental aspects of all 
cognitive activities. The fi rst is attention, or the ability (and necessity) of focusing 
on a limited range of information selected from what is currently available. The 
second is memory, or the ability to recall information derived from past experiences 
and/or to use such information to infl uence current behaviour. 

2.1     Attention 

 The environment in which we operate is very complex and responses to many 
 different objects or combinations of objects in that environment could be appropri-
ate. Generation of a response requires processing of the information derived from 
an object, and it is therefore necessary to select objects within the environment in 
order of priority for such processing. Selection of and processing of information 
from objects is known as attention. 

 In the case of visual attention, there are three stages to the attention process. 
For example, presented with a visual scene, the brain drives a guided scanning 
process in which the eye and head are moved to centre the sensitive central part of 
the retina (the fovea) on different objects. This scanning process is made up of 
rapid jumps from one object to another (called saccades), sometimes mini-saccades 
to correctly centre on a target object, and pauses of one or two hundred millisec-
onds at each object. Subjects cannot pay attention to one object and make a saccade 
to a different object [ 9 ]. Once the gaze has been focused on an object, simple 
behaviours can be generated with respect to that object, for example naming or 
avoiding the object. A further attention step is called conscious awareness [ 10 ]. 
This step includes a much richer subjective awareness, during which it becomes 
possible, for example, to talk about the object. Not all object attention steps are 
followed by conscious awareness.  

2.1  Attention
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2.2     Memory 

 In our daily lives, we remember some things for only a few seconds, other things 
for hours and days, yet other things for all our lives. Some of our memories are 
purely factual, like the name of the capital city of the country in which we are 
 living. Other memories are for what happened at a particular time and place, and 
can include recall of the emotions felt at the time, such as an embarrassing, annoy-
ing, or highly successful personal event. Yet other memories are how to perform 
various skills like riding a bicycle, driving a car, or playing a piano. Another mem-
ory capability is holding a telephone number in our mind just long enough to dial 
it. Yet another capability is remembering to do something at a particular time and 
place. The ability to do this is sometimes called prospective memory, and failure to 
perform this task correctly is one of the most common reasons for complaining 
about our memory. 

 In order to study memory scientifi cally it is necessary to select relatively 
 simple tasks that can be measured consistently across different subjects. An 
important part of such studies is imaging the brain during the tasks, and deter-
mining which physiological structures are active during different memory activi-
ties. Another source of information is observing how patients with damage to 
different brain regions perform on the various memory tasks. Yet another source 
is study of the brains of animals on tasks which have a degree of similarity to 
human memory tasks. 

 Such laboratory studies have led to the conclusion that there are fi ve indepen-
dent systems in the brain supporting different types of memory. These fi ve sys-
tems are semantic memory, episodic memory, working memory, procedural 
memory and priming [ 11 ]. Each of these systems involves a set of memory tasks 
that are different from the tasks performed by the other systems. The reasons for 
believing the systems are separate is that if the circumstances in which memory 
tasks are performed is changed, some changes affect one type of memory task 
and not another type. 

 One particularly important set of examples of changed circumstances are obser-
vations that local damage to one part of the brain affect memory type A with no 
effect on memory type B, while damage to a different part of the brain has the oppo-
site result. These type of combined observations are called double dissociations. We 
will be describing examples of double dissociations later in the chapter. 

 However, in real life an actual cognitive task will typically be a process involving 
many of the different memory systems. Learning to drive a car involves learning 
motor skills, but will involve a fair amount of memory for facts and events, espe-
cially in the early stages. Working memory will also be required. Remembering the 
sequence in which memory and other cognitive processes must be performed can 
itself be viewed as another type of memory. 

 In the following sections we will consider the different memory systems sepa-
rately, but much later in the book we will discuss real life cognitive tasks and how 
they are achieved by sequences of different memory processes. 

2 Higher Cognition
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2.2.1     Semantic Memory 

 Semantic memory is the memory for facts, with no memory for the circumstances 
in which the facts were learned. We generally know that there are planets in the 
solar system called Mercury, Venus, Earth, Mars etc. but do not remember when or 
where we learned that there are such planets and what they are called. The meanings 
of words are important examples of semantic memory, and we generally have no 
memory of when we learned the words. It is possible to make mistakes, where we 
retrieve a fact or word meaning which is incorrect but which we believe to be true. 
Such mistakes appear to be very rare in normal people. It is not always possible to 
immediately recall a fact or word which we have learned, and sometimes we have a 
“tip of the tongue” experience in which we feel as though the memory is in some 
sense very close to being retrieved but not quite there. 

 In the laboratory, a frequently used test of semantic memory is category verifi cation. 
A subject is given the name or picture of an object, and the name of a category, 
and asked to respond yes/no that the object is/is not a member of the category. 
An interesting observation is that the time to respond for an object that is clearly 
a member of the category (e.g. hawk – bird) is about the same as for a clear non- 
member (e.g. walnut – bird), but the time for an atypical member of a category 
(e.g. ostrich – bird) is somewhat longer. The difference is slight but signifi cant. 
Over lots of trials, it takes the average subject about 1.3 s to respond for a typical 
category member or a non-member, and about 1.5 s for an atypical category member 
[ 12 ]. Other tests measure the speed with which semantic memories can be accessed. 
For example, subjects may be asked to think of fi ve letter words beginning with the 
letter M, and the number that they can retrieve in 1 min is measured. This measure 
can vary considerably between different subjects, from under 8 to over 12 in one 
study [ 13 ], although almost all the retrieved words are known to all subjects. Yet 
other tests investigate memory for well known facts in the subjects culture, such as 
the names of famous people. Many of these tests are used to compare subjects with 
memory defi cits with normal people, or older subjects with younger [ 14 ]. 

 The “tip of the tongue” experience has also been investigated, and it is found that 
if we have such an experience when, for example, trying to think of the correct word 
corresponding with a defi nition, we can often identify the fi rst letter, the number of 
syllables or a rhyming word even while the actual word is still inaccessible [ 15 ].  

2.2.2     Episodic Memory 

 Episodic memory is the memory for events, often events in which we were person-
ally involved, in which case it is called autobiographic memory. Episodic memory 
can reconstruct the sequence in which things happened and the emotions felt at the 
time. Recalling an episodic memory is almost like reliving the event, except that the 
raw sensory inputs are not there, in other words the recall is not an auditory and 
visual hallucination. 

2.2  Memory
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 However, our memories of an event are selective. For example, if we are feeling 
strong emotion (such as fear) during an experience, our memory for the general situ-
ation during the experience (the gist of the event) is enhanced, although memory for 
more sensory aspects of the event is unaffected [ 16 ]. If an event is novel, we are more 
likely to be able to recall the event later, especially if there was strong emotion at the 
time. An extreme example of very enhanced memory is the phenomenon of fl ashbulb 
memory. When a person recalls a particularly dramatic event (such as the assassina-
tion of President Kennedy, the moon landing, or the 9/11 attack on the World Trade 
towers), it is often possible to also recall many details of where the person was and 
what they were doing and feeling when they fi rst heard the news [ 17 ]. 

 At the other extreme, if our attention is focused on one aspect of a situation, we 
may have no memory for another aspect. A striking example of this phenomenon is 
the “gorilla movie” experiment. In this experiment, subjects are shown a movie of a 
group of people passing a ball between them. Some people have white shirts, some 
black shirts, and the viewer is asked to concentrate on counting how many times the 
ball is passed between black shirted participants. When people see the movie for the 
fi rst time under these conditions, about half fail to notice or remember the person in 
the gorilla suit who walks through the players, pausing at one point to face the cam-
era and thump its chest [ 18 ]. 

 Even if we can recall a memory, it is not always a reliable reconstruction of the 
original experience. For example, if someone is shown a picture of an often encoun-
tered scene (such as a beach or a classroom), and later asked to recall the picture and 
indicate if various objects were present, objects characteristic of such scenes but not 
actually present in the picture are often “remembered” [ 19 ]. Talking about an event 
can change our memory of the event. If someone witnesses a crime scene, and after-
wards is asked to verbally describe the criminal, they are less likely to accurately 
select the criminal from a photo lineup than someone who was not asked for a ver-
bal description [ 20 ]. 

 Although remembering an actual past event and imagining some future event 
may seem to be very different activities, the imagining process uses many of the 
same parts of the brain as remembering an actual past event [ 21 ]. It is even possible 
to create false memories for events which never happened. Subjects were asked to 
read paragraphs describing various events from their past experience, some of 
which actually happened, some of which defi nitely did not happen. These descrip-
tions were created in consultation with family members. A common false event was 
becoming lost in a shopping centre as a child. After reading each paragraph, the 
subjects were asked what they could remember of the events. Several times in the 
next few weeks they were shown the paragraphs and asked again what they could 
remember. At the end of this process, a number of subjects were convinced they 
could remember the non-existent event [ 22 ]. It is believed that false memories of 
childhood abuse may have sometimes been inadvertently introduced by a process of 
this type [ 23 ]. 

 Another aspect of episodic memory is the ability to fi t events into a timeframe. 
We can judge whether one event happened before or after another event. We have a 
subjective sense of how long an event lasted even if we do not have a memory of the 
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actual start and fi nish times. However, this subjective sense is not precise: for 
 example, most of us feel that time seems to have passed more slowly when we were 
younger. This subjective sense also tells us how long a current event has been under 
way, but again the feeling is not fully reliable relative to the clock: time seems to 
pass more slowly during a boring event than during a novel, stimulating event. 

 In the laboratory, both long term and short term episodic memory is measured. 
In one type of test of relatively short term recall, subjects read a story, and later are 
asked to recall what they can of that story. In another type of test a subject is given 
pairs of objects (which may be pairs of words or pairs of pictures), and later shown 
one object and asked to recall the other. Longer term testing includes being given a 
group of words, and asked what autobiographical memory is generated. As for 
semantic memory, these tests are often used to compare subjects with and without 
memory problems.  

2.2.3     Declarative Memory and the Distinction Between 
Semantic and Episodic Types 

 The content of semantic and episodic memories can be described verbally, and both 
these memory types are therefore known as declarative memories. An interesting 
aspect of declarative memory is that it is much easier to recognize that we have seen 
something before than it is to recall a mental image. Our higher ability to recognize 
familiarity implies that we are constantly recording large volumes of information, 
much of which is not available for easy later recall. In one study, subjects were 
shown several thousand photographs, each for a few seconds. Several days later 
they were shown pairs of photographs, one new and one previously seen. They 
could pick out the familiar photograph more than 90 % of the time [ 24 ]. It is much 
easier to recognize that we have visited a place when we return than it is to imagine 
the place when we are not there. However, an indication of limits to recognition of 
familiarity is the déjà vu experience, in which a new experience feels as if it is famil-
iar, along with an awareness that it is in fact novel. 

 In healthy people, there are declines in declarative memory capabilities with 
age, but these declines appear to be limited to the acquisition and retrieval of new 
information, not in the retention of older memories [ 25 ]. With a disease like 
Alzheimer’s, all declarative memories can be degraded [ 14 ]. 

 Brain damage provides some important evidence that semantic and episodic 
memories are supported by different brain systems. One example is the exten-
sively studied patient Henry Molaison, known in the many papers written about 
him as HM until his death late in 2008. In 1953 at age 27, he had experimental 
surgery to treat severe epilepsy [ 26 ]. This surgery removed signifi cant sections of 
his hippocampal system (see next chapter). Like the patients mentioned earlier in 
this chapter, he lost all ability to create new declarative memories, but retained 
normal intelligence and conversation skills. The separation between semantic and 
episodic memory is indicated by the observation that although he also lost his 
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autobiographical memories for a period of 11 years prior to his surgery [ 27 ], he 
retained semantic memories for the same period, such as words which fi rst came 
into use in those years [ 28 ]. HM also exhibited normal working [ 26 ], procedural 
[ 29 ] and priming memory [ 30 ]. In contrast with HM, other patients with damage 
to different brain areas can show a general deterioration in semantic memory but 
no effect on episodic memory [ 31 ].  

2.2.4     Working Memory 

 Working memory refers to the number of different things we can be actively think-
ing about at the same time. When we look up an unknown telephone number in 
order to dial it, the task is more diffi cult if the number is longer. However, if part of 
the number is known from another context (such as the year we were born), the task 
is easier. If we are interrupted while dialling, the number may disappear from our 
mind and we have to look it up again. Imagine the visual appearance of cat. Now try 
to retain the cat image, and also imagine the visual appearance of a pineapple. Now 
try to retain the cat and pineapple image and also imagine a book. Then try to retain 
the three images and also imagine a chair. The task becomes more and more diffi -
cult. However, it is easier to imagine a scene in which a cat is sitting on a book 
located on a chair and scratching a pineapple than to imagine four unrelated objects. 

 Forming objects into a group in which they are associated in some way (four digits 
making up a familiar year; four visual objects relating to each other) is known as chunk-
ing, and in general chunking increases the number of objects available for immediate 
mental processing. The familiar process of reading depends on a hierarchy of chunking, 
we put words into phrases, phrases into sentences, sentences into paragraphs. 

 Laboratory tests of working memory attempt to quantify these observations. 
Subjects are given lists of unrelated words and a short while later are asked to recall 
them. Early work suggested that the number was the “magic number” seven [ 32 ]. 
However, this earlier work did not take chunking into account, and later experiments 
suggest that the actual number is in the range of three to four. For example, rather 
than measuring the average number of words that can be recalled, experiments can 
measure the largest list size for which the subject never makes errors [ 33 ]. If the 
subject is given a different verbal task during the delay between hearing the words 
and attempting to recall them, the number of words recalled is reduced. 

 There is evidence that we have several separate working memory stores, including 
a verbal store, a visual store, and a spatial store. The verbal store is tested by word 
lists as described in the previous paragraph. The visual store is tested by showing 
subjects a visual array of rectangles, some fi lled and some not (see Fig.  2.1a ) and 
after a short delay asking the subject to indicate the fi lled blocks on an empty array. 
The spatial store is tested by the experimenter tapping on a set of blocks in some 
random order, and after a short delay asking the subject to reproduce the  tapping 
order (see Fig.  2.1b ). The typical subject can correctly fi ll in about nine rectangles, 
and reproduce fi ve or six taps.
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   The reason for believing there are separate stores is that if the delay between 
verbal presentation and recall is fi lled with a visual or spatial task, the verbal 
memory is less affected than if the distracting task is verbal. If the delay between 
visual presentation and recall is fi lled with a verbal or spatial task, the visual 
memory is less affected than if the distracting task is visual, and similarly for 
spatial memory [ 34 ]. 

 Evidence that working memory is a different brain system from semantic and 
episodic memory comes from observations that one type of brain damage or 
deterioration strongly affects declarative memory with limited effect on working 
memory, and another type affects working memory with little effect on declarative 
memory. Important examples of declarative memory defi cits with no effect on 
working memory are HM [ 26 ] and patients with Korsakoff’s syndrome as discussed 
earlier. Patients with Huntington’s disease show the opposite symptoms of relatively 
intact declarative memory combined with working memory defi cits [ 35 ]. Patients 
with the frontal variant of frontotemporal dementia show working memory defi cits 
but unaffected semantic memory, while patients with the temporal variant show 
severe semantic memory defi cits but unaffected working memory [ 36 ].  

2.2.5     Procedural Memory 

 Procedural memory refers to learning and performing skilled behaviours. Skills 
learned early in life include walking, running, descending stairs, and drinking from a 
cup. Some very complex skills are the generation of sequences of muscle movements 

  Fig. 2.1    Measuring visual and spatial working memories. ( a ) In visual working memory experiments, 
a subject views an array of rectangles for a few seconds. Arrays contain 4–30 rectangles in which 
about half are shaded. After a short delay, the subject is given a copy of the array with all rectangles 
unfi lled, and asked to fi ll in the shading as on the previous array. Typical subjects can correctly 
recall up to about nine shaded rectangles. ( b ) In spatial working memory, a subject watches an 
investigator tap his fi nger on a sequence of two to eight wooden blocks in a random arrangement 
of nine such blocks. After a short delay, the subject is asked to reproduce the tapping sequence. 
Typical subjects can correctly reproduce sequences of up to fi ve or six taps       
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to produce speech and writing or to play a musical instrument. A relatively simple 
skill often used in experiments on procedural memory is tracing the outline of a 
shape when the shape and trace are only seen in a mirror. 

 It is generally very diffi cult to verbally describe the practice of a skill: try to 
describe how you ride a bicycle. Once learned, a skill is fairly stable in time, 
although complex skills may deteriorate if not practiced. Only the current state of a 
skill is accessible, you cannot decide to go back to your skill level, say, 3 years ago. 

 Declarative memory is often very important in learning a skill. Early in the learn-
ing process you may use episodic memory to recall the correct sequence of actions. 
However, declarative memory access becomes less important when the skill has 
reached a high level. In fact, requiring an expert to verbally describe their skill can 
result in their performance deteriorating [ 37 ]. 

 Furthermore, in some cases a skill can be learned without any apparent declara-
tive memory, or even awareness that the skill is being learned. For example, subjects 
can be given a task that requires rapidly identifying the location of an object in a 
complex picture presented on a computer screen [ 38 ]. A sequence of pictures is 
presented with the object in different locations, but with a complex rule defi ning 
how the object shifts from picture to picture. Subjects learn to become faster in fi nd-
ing the object, but have no awareness of the rule or of having learned it. 

 Different defi cits observed following different types of brain damage or deterio-
ration supports the idea that declarative and procedural memory are supported by 
different brain systems. In the case of HM, declarative memory was strongly 
affected but past skills remained intact, and there was a retained capability to learn 
new simple skills such as mirror tracing that did not require initial assistance from 
declarative learning. In such simple tasks, skill would improve over a number of 
sessions, but with no memory of attempting the task earlier. Furthermore, patients 
with Parkinson’s disease show degradation of procedural skills such as walking and 
loss of some abilities to learn new skills [ 39 ] but relatively little loss of semantic or 
episodic memories.  

2.2.6     Priming Memory 

 If a message “drink Lipton Ice” is fl ashed on a screen during performance of another 
task, and the message is visible so briefl y that the subjects have no awareness of 
having seen it, the subjects nevertheless have a later preference for the Lipton Ice 
drink, provided that they are already thirsty [ 40 ]. This phenomenon is much more 
limited than the exaggerated claims for effective subliminal advertising, but does 
demonstrate that there can be memory (i.e. an effect on later behaviour) when there 
is no conscious awareness. 

 In another laboratory test for priming, subjects are shown a series of line drawings 
of different objects and asked to identify the object [ 41 ]. Each drawing is visible for 
less than 50 ms, and is followed by a meaningless pattern with strong contrast to 
prevent retinal afterimages. The fi rst time a drawing is seen under these conditions, 
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the object is identifi ed about 13 % of the time. However, if the same drawing is seen 
again under the same conditions a little later, the object is identifi ed about 35 % of 
the time. In other words, somehow the exposure to the drawing, even though it could 
not be identifi ed at the time, increases the chance of its being identifi ed later. 

 Priming memory appears to be affected by damage to the visual areas of the 
cortex [ 42 ], but not by damage or deterioration that affects any of the other types of 
memory [ 43 ].  

2.2.7     Prospective Memory 

 Prospective memory refers to our ability to remember to do something, when the 
intention to do it was formed earlier. Typical examples are remembering to go to an 
appointment with the dentist, remembering to pay a bill on time, remembering to 
get milk at the supermarket on the way home and so on. Prospective memory fail-
ures make up the bulk of everyday forgetting and are very common. Such failures 
become much more frequent with, for example, patients with Alzheimer’s disease. 
Prospective memory failures are generally much more disruptive to daily life than 
failures to remember words or facts or past events [ 44 ]. Constant failures to remem-
ber appointments with friends or professional colleagues can be very disruptive to 
social and working life. 

 Prospective memory tasks are separated into time based or event based types. A 
time based task requires a behaviour at a specifi c time (e.g. put the meat in the oven 
at 5 p.m.) while an event based task requires a behaviour in response to a cue (e.g. 
mention something to a friend when you see them). Tasks are also classifi ed as regu-
lar or irregular. A regular task is an habitual activity (e.g. take medicine every day 
with breakfast). At irregular task is occasional (e.g. water the garden tomorrow 
when you get home). A distinction can also be made between short term prospective 
memory (e.g. I forget what I was going to say) and longer term. 

 Prospective memory is typically regarded as a sequence of activities which can 
draw as required on other memory systems. The fi rst step is a planning to develop an 
intention, the second is maintaining the intention while being distracted by other 
tasks, the third is returning to the intention at the appropriate point, the fourth is car-
rying out the original intention. Some parts of prospective memory could be working 
or episodic memory tasks. Study of brain activation during prospective memory 
tasks indicate overlaps with areas active during episodic and working memory [ 45 ].  

2.2.8     Information Models for Different Types of Memory 

 The differences between memory types suggest different information models. Thus as 
illustrated in Table  2.1  semantic memory is learned by the repeated presence of two ele-
ments at the same time, and accessed by the occurrence of one element. This suggests 
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an information model in which information is accessed on the basis of frequent past 
simultaneous activity. Episodic memory is sensitive to the degree of novelty in an expe-
rience, and novelty will tend to require more information recording. This suggests 
access on the basis of simultaneous past information recording. The information model 
for working memory is simply the number of objects which can be independently main-
tained in the same resources at the same time. The information model for priming mem-
ory is activation on the basis of recent simultaneous activity. The procedural memory 
model is reward modulated access to behaviours from sensory conditions. 

  As discussed in later chapters, activation on the basis of recent activity, frequent 
past simultaneous activity and simultaneous past information recording represent 
the three primary ways in which information recorded in the past about the environ-
ment can be accessed, and procedural memory represent the way in which current 
and past information can be linked to appropriate behaviours. Working memory 
represents a limit on the simultaneous information accessing processes that can 
occur in the same resources.   

2.3     Speech 

 The ability to understand speech and to generate appropriate speech are fundamen-
tal to human cognition. Reading and writing are important extensions of these capa-
bilities. Speech allows the thought processes of one person to be reproduced in the 
mind of another person, at least approximately. The second person can in turn mod-
ify the thought processes, and return them to the fi rst person again. Speech and 
writing make it possible to experience situations that we have never directly experi-
enced, including situations that do not exist in the real world. Frequently, even our 
own internal thought processes are experienced as sequences of words. 

 A newborn baby has the capability to learn any human language. The baby goes 
through a series of stages. The fi rst stage, usually starting around 6 months, is 
 babbling [ 46 ]. Use of individual words, usually nouns, follows by around 12 months. 
Meaningful use of word pairs is generally achieved by 2 years. Speech is  completely 
intelligible by about 5 years. However, if a baby is not exposed to a particular 
 language in the fi rst 5 years, accent, grammar and style will not be fully mastered 
by later learning. There will be permanent major defi cits in language use in general 
if no language is acquired by age 12 years [ 47 ]. Interestingly, many species of song-
birds show a similar learning pattern, there are stages of babbling and subsong, with 
auditory feedback needed [ 48 ]. 

 An infant hears a large amount of speech. However, in terms of the complexity of 
the language system which is learned, the total heard is in fact remarkably small. This 
suggests that the human brain must have some source of knowledge about the struc-
ture of language in general, which can be used to guide the learning process [ 49 ]. 

 Understanding speech begins with a sequence of sounds. Within a language, 
there are sound units called phonemes. Each phoneme is a group of sounds, such 
that changing one sound to another within the group will make no difference to the 
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meaning. For example, in kit and skill as usually spoken, the k sound is slightly 
different: in kit the sound is aspirated, or ends with a tiny puff of air. In English, one 
sound could be exchanged for the other without changing the meaning, and the 
two sounds are therefore both in the same phoneme. In, for example, Icelandic, 
changing from one of these sounds to the other would change the meaning of the word 
containing them, and they are therefore parts of different phonemes. There are about 
40 phonemes in English. A 6 months old baby can detect the difference between any 
two sounds that can be in different phonemes in any human language, but by 
12 months can only discriminate between phonemes in the languages the baby has 
been hearing regularly [ 50 ]. 

 Out of these sound units our brains extract words, phrases, sentences and meanings 
on larger scales. Individual words can communicate meaning. To generate meaning 
on a larger scale, multiple words must be presented within a structure known as 
 syntax. In English this structure defi nes word order, longer pauses at certain points, 
relative stress on different words, the way the tone changes within a word, and even 
the detailed form of the word. If the structure is violated, the meaning is changed, 
 diffi cult to grasp, or absent. For examples see Table  2.2 . 

  The meaning of an individual word can change depending on the context in 
which it is used. One word may have multiple unrelated meanings, such as “light” 
in the three sentences:  I will light the fi re ;  This backpack is fairly light ; and  The 
moon provides enough light . A word may have different but related meanings, such 
as “window” in the two sentences:  I cleaned the window  (an object) and  The bat 
fl ew in through the window  (an opening). A word may have different related and 
unrelated meanings, such as “bank” in the three sentences:  The bank offered a no fee 
credit card  (fi nancial institution);  The bank was destroyed in the fi re  (building); and 
 There was a rabbit on the bank of the river . 

 Understanding speech is so natural that it is hard for us to listen to the physical 
sounds of our own language. For example,  s poken Engli s h contain s  a high propor ti on 

   Table 2.2     Some ways in which different types of structure determine the meaning of a group 
of words   

  Word order  
 North of the lakes are the mountains 
 The mountains are north of the lakes 
 The lakes are north of the mountains 
 The north mountains are of the lakes 
 Lakes the mountains are the north of 

 The fi rst two mean almost the same, except for a slightly different emotional tone: the second 
sentence is more factual. The third has the opposite meaning. The fourth has a somewhat obscure 
meaning that the mountains are associated with the lakes in some way. The meaning of the fi fth 
is not clear 

  Longer pauses at certain points  
 there is no way I can do the task I am working on Thursday 
 there is no way I can do the task  pause  I am working on Thursday 

 The fi rst states that I cannot do a task scheduled for Thursday, the second that I cannot do a task 
because I am working on Thursday 
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of “ss”  s ounds, but it i s  hard for a native  s peaker to ob s erve that by li s tening, although 
it i s  obviou s  from in s pec ti on of written Engli s h. 

 Generating speech is equally natural, the required sequences of muscle move-
ments are produced without any attention, and we are often not conscious of the 
words we are going to say until we say them, only (sometimes) of a general internal 
image that drives speech production. Nevertheless we are able to produce accurate, 
grammatical speech with very few errors. 

 The kind of speech defi cits that result from damage to different brain areas can 
provide signifi cant information about how the processing of speech is organized in 
the brain. However, it is important not to exaggerate the conclusions that can be 
drawn from such associations between damage and defi cit. For example, if there is 
a type of local damage that affects the production of speech but not the understand-
ing of speech, this does not necessarily mean that production and comprehension 
are supported by completely different brain regions. However, it does imply that 
there is a brain area specialized in an information process that is needed by speech 
production but not comprehension. 

 There are four major types of speech deficit (or aphasia) observed in patients 
with brain damage to certain brain regions. One is a deficit in the production of 
speech. A second is in the ability to understand speech and produce meaningful 
utterances. A third is if the ability to repeat sentences spoken by someone else. 
The fourth is difficult or unclear articulation of speech that is linguistically 
normal [ 51 ]. 

 In a speech production defi cit (one example is Broca’s aphasia [ 52 ]), spontane-
ous speech is slow, laboured and choppy. On average, only two words are generated 
at a time, sometimes only one word, even though an intended meaning is present. 
Utterances include nouns, verbs and adjectives, but function words like articles, 
conjunctions and prepositions are not generated. An example might be an intent to 
take pride in a son who is attending university coming out as “son … university … 
smart … boy … good … studies … good”. 

 In a speech comprehension defi cit (one example is Wernicke’s aphasia [ 52 ]), 
incomprehension leaves the patient unable to generate meaningful utterances, 
although the articulation and syntax remains normal. For example, a verbal dis-
course by a patient might be made up of sentences like “I told my cow with the radio 
but did not understand the fence”. All spoken sentences are grammatically correct 
but devoid of meaning to the hearer. 

 A defi cit in the ability to accurately repeat sentences is also present in both 
Broca’s and Wernicke’s aphasias, but in Transcortical Sensory aphasia [ 53 ] there 
are Wernicke-like production and comprehension defi cits but no repetition defi cit. 

 There is a specifi c brain region known as Broca’s area, which often results in 
Broca’s aphasia if it is damaged. Brain imaging results show that Broca’s area is 
active during speech production [ 54 ]. However, a limited degree of speech com-
prehension deficit can sometimes be present with damage to this area, and 
brain imaging indicates that it is also active during language comprehension 
[ 55 ]. This region is also active during prospective memory [ 56 ]. Furthermore, a 
brain region very similar to Broca’s area is also present in the brains of the 
great apes [ 57 ]. The implication is that although this brain area performs an 
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information processing function that is very important for human speech generation, 
its  function is also important for other cognitive capabilities including in the 
great apes with no (or extremely limited) language capabilities.  

2.4     Arithmetic 

 As mentioned earlier, many people have diffi culty with arithmetic, even though the 
need for some skill in this area is ubiquitous in society. Errors are often made in the 
mental performance of the basic manipulations (addition, subtraction, multiplica-
tion and division). These errors are common in children learning arithmetic, but still 
occur surprisingly frequently in adults. Given the effort put into the formal teaching 
of arithmetic, the high level of errors suggests that there is something about the 
information processes needed for arithmetic that do not match well with the capa-
bilities of our brains. As Marr commented “I have no doubt that when we do mental 
arithmetic we are doing something well, but it is not arithmetic” [ 4 ]. 

 Many different strategies may be used to perform the same manipulation includ-
ing counting and memorisation of a fact portfolio. For example, to fi nd the result of 
4 + 3, a child may start at 4 and count off the next three numbers in the standard 
number sequence. Alternatively, the answer may be known from memory. For more 
complex calculations we make use of various memorized rules. 

 Another aspect of number knowledge is the ability to look at a group of objects, and 
immediately know how many objects are in the group without counting. Human beings 
are able to do this for groups of up to fi ve or six objects, but not for larger groups. 

 More fundamental is the capability called number sense, meaning an intuitive 
understanding of numbers, their relative sizes, and how they are affected by different 
arithmetic processes. Number sense is revealed in the ability to rapidly assess the 
relative sizes of 3/7 and ½, to immediately see that 100     /0.97 is larger than 100, or if 
asked to multiply 7 × 99 to immediately recognize that the answer is 700 – 7, a much 
easier problem. Number sense includes the ability to detect when the answer to a 
calculation does not “make sense”, in other words when the result is wildly different 
from an intuitive estimate. Mistakes are more likely to be noticed and corrected if there 
is a good number sense. Interestingly, brain damage can sometimes make the perfor-
mance of even simple arithmetic problems slower and less accurate, but leave number 
sense (such as judging which is the larger of two numbers) intact. Such a patient might 
be able to estimate answers but unable to calculate the exact answer [ 58 ].  

2.5     Face Recognition 

 Most of us are able to remember and recognize the faces of a thousand or more 
 different individuals, including family, friends, coworkers, and casual acquain-
tances. Furthermore, it is very rare to see a stranger among the many thousands we 
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encounter and falsely identify their face as someone known to us. Compared with 
most of the other visual objects we need to be able to discriminate between, faces 
are very similar to each other. If we are brought up exposed only to black faces, all 
white faces look alike, and vice versa [ 59 ]. The detailed discrimination between 
faces is thus something we learn. In fact, it has been shown that if 6 months old 
babies are exposed to different monkey faces they learn to discriminate between 
monkey individuals [ 60 ]. 

 There is a particular area of the brain called the fusiform face area (FFA) which 
is always active during face recognition tasks [ 61 ]. Damage to this area results in 
prosopagnosia, or the loss of ability to recognize faces, but the ability to recognize 
other types of object is unaffected [ 61 ]. However, the FFA seems to be also associ-
ated with different types of strong visual expertise. For the average person, the area 
is not active when recognizing birds, or dogs, or cars. Some people have a strong 
expertise in one of those areas, able to recognize many different species of birds, to 
distinguish between many different types of dog, or to identify the make and year of 
many different cars. In such people, the FFA is also active when performing tasks in 
their area of expertise [ 62 ]. 

 Human beings also have a capability to recognize the emotion of a person from 
their facial expression. There is evidence that facial expressions indicating anger, 
disgust, happiness, sadness (or distress), fear, and surprise are recognized across 
widely different human cultures, from Japanese and American to preliterate Papua 
New Guinea [ 63 ]. Brain damage to specifi c structures can affect recognition of one 
or more types of emotion from facial expression [ 64 ]. An ability to recognize the 
emotional implications of facial expression independent of culture would imply that 
such expressions are to some degree programmed genetically, although it is also 
clear that cultural experience can modify any such genetic programming, in particu-
lar the interpretation of the degree to which an emotion is indicated by a given 
expression [ 65 ].  

2.6     Emotions 

 Human beings can experience a range of emotions that are both reactions to circum-
stances and general infl uences on behaviour. An emotion can also label a personal-
ity trait (“He is an angry person”). There appear to be large numbers of emotions 
labelled by different English words, perhaps well over 100, and it has been argued 
that they can be organized to some degree on the basis of similarity into major cat-
egories, subcategories and sub-sub-categories [ 66 ]. If has also been argued that 
more complex emotions are combinations of simpler emotions [ 67 ]. For example, 
remorse could be a combination of sadness and disgust, and contempt a combina-
tion of anger and disgust. 

 Table  2.3  provides a list of the names of some widely accepted emotions. 
For the basic emotions, there is evidence that the emotion is defined under 
signifi cant genetic control. Thus as discussed in the previous paragraph, the 
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physical human response to the presence of anger, disgust, happiness, sadness, 
fear, or surprise is partially independent of human culture. Pride also seems 
to be expressed in culture independent ways [ 68 ]. For other emotions like con-
tempt, embarrassment and shame there is weaker evidence for cross cultural 
commonality [ 69 ]. 

2.7       Hobbies and Intellectual Disciplines 

 Human beings are able to develop sophisticated skills in a wide range of intellectual 
areas from astronomy through history and physics to zoology. Sometimes profi -
ciency involves a high degree of specifi c motor skills, such as sports of different 
kinds. Sometimes the skill is in complex cognition within a defi ned rule framework, 
such as the games of chess or go. An intellectual discipline may require the ability 
to create associations within a very large body of factual knowledge, such as history 
or zoology. Alternatively, a discipline may require the ability to defi ne a small set 
relatively simple starting points and develop an extensive range of logical conse-
quences, such as mathematics and physics. 

 Anecdotally, individuals appear to be better at some types of skill than others. 
However, some types of skill often go together in the same individual, such as 
mathematics, physics, music and chess. For some skill types, the most creative 
contributions tend to be made earlier in adulthood, while for others creativity can 
sometimes steadily increase with age. Physical scientists do their best work at age 
40 ± 10 [ 70 ], but historians generally do their most signifi cant work when late in 
adulthood [ 71 ]. Poets and novelists often peak in their 30s with some differences 
depending on the type of writing [ 72 ].  

  Table 2.3     Some different 
emotions  

 Physical  Basic  Complex 

 Hunger  Anger  Anticipation 
 Thirst  Disgust  Disappointment 
 Sexual desire  Fear  Envy 
 Panic  Happiness  Hate 

 Pride  Horror 
 Sadness  Indignation 
 Surprise  Longing 

 Love 
  Contempt   Pity 
  Embarrassment   Remorse 
  Shame   Trust 

  For basic emotions there is evidence (weaker in the 
case of the italicized group) that there are geneti-
cally defi ned facial expressions and body language 
associated with the presence of the emotion  
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2.8     Tool Making 

 Human beings can create tools to assist in achieving behavioural and cognitive 
objectives. A simple tool could be a stone that happens to be available locally, 
used as a hammer or as a weapon thrown at a target. At the other extreme, an 
airplane is a tool for travelling long distances, and a spacecraft is a tool for acquir-
ing information about distant objects which cannot even be perceived by unaided 
human senses. Human tools can thus be extremely complex. The task aided by the 
tool may occur far away from where the tool is made, it is not necessary for the 
tool maker to be where the tool is needed. Tools can even be made for tasks in 
locations that have never been directly experienced such as the surface of another 
planet. Imagining the task and location is adequate to guide tool making. The abil-
ity to make a tool can be passed to another individual, and the tool improved by 
that individual. 

 It was once thought that toolmaking was unique to human beings, but it has been 
found that some forms of this capability are present in a number of animal species, 
from crows to chimpanzees. 

 Some crows are able to modify objects available on the spot to use as tools. 
One example is bending a straight piece of wire to extract food that is out of 
direct reach in a deep container [ 73 ]. Another example is the snipping of leaves 
followed by tearing to make tools for probing crevices containing insects. Study 
of the variation in these probing tools suggest that crows are able to pass the 
ability to make the tools to other crows and build up a technology across genera-
tions [ 74 ]. 

 Chimpanzee tool making also seems to be limited to close to the time when the 
tool is used. However, observation of chimpanzees making stick tools to probe 
underground termite nests showed that although the tools were made (stripped of 
leaves and shortened) at the location where they were used, raw branches were 
collected at some distance from that location [ 75 ]. Chimpanzees also seem able to 
learn from other chimpanzees, even from videos of other chimpanzees making 
the tool [ 76 ].  

2.9     Consciousness and Self Awareness 

 The topic of consciousness is controversial, and even the defi nition of conscious-
ness is far from being universally agreed. At a very basic level, distinctions can be 
observed between normal wakefulness, being stunned (by a physical blow), being 
asleep, and being in a coma with the extreme of a persistent vegetative state. These 
different states of consciousness can also be observed in animals. 

 The more interesting question for higher cognition is whether there is something 
qualitatively different about the internal experience of human beings, also labelled 
“consciousness” or perhaps “human consciousness”. In the nineteenth century, the 
psychologist William James described his concept of “stream of consciousness” as 
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the unique and characteristic property of human consciousness [ 77 ]. This stream of 
consciousness concept refers to the experience of streams of mental images that 
have no apparent connection to current sensory inputs, and may be of situations 
never actually experienced or even impossible in reality. However, these mental 
images have some similarities to direct sensory experiences, although generally 
without the sensory detail that would make them hallucinations. The experience is 
marked by points at which the mental images are sharp, separated by periods of 
much more vagueness [ 77 ]. 

 More recently, emphasis has been placed on the observations that some expe-
riences can be reported verbally, while others can infl uence behaviour but are 
not accessible for verbal description. The ability to report verbally is called 
access  consciousness [ 78 ]. One characteristic example of unconscious infl uence 
is the phenomenon of dichotic listening [ 79 ]. In dichotic listening experiments, 
a subject wearing headphones hears one meaningful text being read in one ear 
and a different meaningful text in the other ear, having been told to pay attention 
to the right ear. Such subjects can afterwards describe the material read to the 
right ear, but not the other ear. The material read to the left ear is ignored and is 
not remembered later. However, if part way through reading, the texts are 
switched between ears, the  subject follows the continuation of the text that 
started in the left ear, without  realizing that a switch has occurred. The content 
arriving at the unattended ear is thus available to infl uence behaviour despite 
being consciously unavailable. This laboratory observation is similar to the 
cocktail party phenomenon: one conversation can be followed in a room full of 
people, and generally a memory for the one conversation and no others is 
retained. Nevertheless, words indicating strong personal relevance in an unat-
tended conversation can be detected and attention shifted at least briefl y to that 
conversation. 

 Another possible aspect of human consciousness has been labelled phenomenal 
consciousness [ 78 ]. The concept of phenomenal consciousness has its origins in the 
observations that although our experience of something (such as the colour red) 
may be very vivid, it is hard to describe the full vividness of that subjective experi-
ence in words. It is therefore diffi cult to assess whether one person’s experience of 
the colour red is similar to or completely different from the experience of someone 
else, or even if individual experiences of red are the same on different occasions. 
The term ‘qualia’ is used in philosophy to refer to these vivid, subjective experiences 
[ 80 ], and it has even been argued that scientifi c understanding of the subjective 
experience of qualia is not possible. 

 A fi nal important aspect of human consciousness is self awareness. The stream 
of consciousness includes images of self, behaving and experiencing. These self 
images can be memories of past personal sensory experiences, actions and 
emotions. They can also be imaginings of future experiences by self, including 
plans for possible experiences and impossible fantasies. There are “I” and “me” 
type self images [ 81 ]. If you are asked to imagine the last time you swam in a lake, 
the image that comes to mind could be a view of yourself, standing at the edge of 
a lake, and perhaps diving in. This self viewed from the outside is a perspective 
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never seen in real life, and has been labelled the “I” self image. Alternatively, you 
could imagine the water splashing on your face, where the perspective is self 
looking out. This self view is labelled the “me” perspective. Both perspectives are 
useful, for example in developing plans for the future. 

 Are these conscious capabilities unique to human beings, or are they shared by 
other animals to some degree? It can be argued that human consciousness and self 
awareness are dependent on speech capabilities, and on the basis of evidence from 
human literature developed only within historical times [ 81 ].  

2.10     Individual Differences and Complex Society 

 There is relatively little difference between different individual fl ies. Differences 
between individual lizards are diffi cult to fi nd. There are some detectable differ-
ences between individual birds, and even more differences between individual 
chimpanzees. The differences between individual human beings are very large 
compared with any other species, and a signifi cant proportion of these differences 
are the result of different learning histories. 

 These differences are valuable to a complex society, and make it possible to 
undertake tasks requiring the participation of large numbers of individuals, each 
making a unique individual contribution. One major value of large cities is that 
they bring into close proximity the vast range of different human skills needed, for 
example, to create a new industry [ 82 ]. However, the combination of individual 
differences and the need to coordinate the activities of large numbers of individuals 
presents a problem. How can it be ensured that the efforts of each individual 
fits with the efforts of all the other individuals as required to achieve the common 
purpose? 

 For primates other than man, the maximum size of group is about 40 [ 83 ]. This 
limit is set by the need for enough interaction between members of the group (such 
as grooming) to maintain social coherence. If a group exceeds this size, there are 
consequences such as increased risk from predators. The group size for human 
Pleistocene hunters has been estimated at 25 [ 84 ]. However, around 12,000 years 
ago, archaeological evidence suggests settlements of about 200 people. As pointed 
out by Julian Jaynes [ 81 ], such a settlement size means that, for example, a leader 
cannot have a face to face encounter with each person every day. The coordination 
problem must be solved some other way. Groups of over 200 people need a hier-
archical structure to enforce rules of cooperation. Still larger groups need rule 
enforcement involving the threat of violence. 

 In modern societies, the need to coordinate the activities of millions of unique 
individuals is addressed by moral standards, culturally defi ned behavioural norms, 
religious beliefs, legal and governmental systems, etc. All these systems are creations 
of higher cognition. Julian Jaynes has argued that the major driving force that led 
to human consciousness and self awareness is the need to make coordination of very 
large groups of human beings possible [ 81 ].  
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2.11     Art, Music and Literature 

 Animals can create remarkably complex structures, from spider webs to beaver 
dams. A particularly unusual example is the ornately decorated construction of the 
New Guinea bower bird. Male bowerbirds construct large structures of wood or 
straw, and decorate them with small stones, glass fragments, and bones. The purpose 
is to attract female bowerbirds. Bower quality and number of decorations have a 
strong effect on male success [ 85 ]. 

 While human art may have “practical” purposes, such as attracting members of 
the opposite sex, propitiating natural forces supposed to be under the control of a 
god, or earning a living, the fundamental difference from animal examples is that a 
primary objective is to generate imaginative experiences for both the artist and the 
audience [ 86 ]. 

 There is evidence for the existence of hominid art several hundred thousand 
years ago, such as the rough stone “Venus” carvings of Berekhat Ram and Tan-Tan, 
and the petroglyphs at Auditorium Cave, Bhimbetka. Examples of art become much 
more abundant from around 20,000 years ago with hominids that are anatomically 
Homo sapiens. 

 Similarly with music, animals like birds generate songs that appear to be assertions 
of territorial rights or attractors for females [ 87 ]. Human music may well include 
these uses, but another result is the generation of an imaginative, emotional experience. 

 There is nothing in animals that is analogous with fi ctional literature, and again 
a major phenomenon in human beings is the generation of an extremely complex 
imaginative experience.  

2.12     Higher Cognition and the Brain 

 In this chapter we have briefl y outlines some of the major components of what is 
viewed as higher cognition in human beings. The brain appears to be the anatomical 
organ that provides most of the biological support to higher cognition. The question 
to be addressed in later chapters is how activity in the observed complex assembly 
of interconnected neurons making up the brain corresponds with all the higher 
cognitive processes we have discussed.            

2 Higher Cognition
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                    In the previous chapter we looked at the phenomena of higher human cognition. The 
brain is the organ where much of the activity supporting higher cognition takes place, 
and in this chapter we will provide an overview of major brain anatomy  structures, 
and a simplifi ed overview of neurons and their physiology within those structures. In 
Chaps.   4     and   5     we will describe the physiology and chemistry of neurons in much 
more detail. Then in Chap.   6     we will describe the anatomy and physiology of the 
seven major structures and a number of smaller structures in more detail. 

3.1     Major Anatomical Structures of the Brain 

 An image of the whole brain is shown in Fig.  3.1 . Underneath the upper skull are the 
two cerebral hemispheres, left and right. Connecting between the middle levels 
of the two hemispheres is a thick band of nerve fi bres called the corpus callosum. 
In between the two hemispheres in the region under the corpus callosum is a mass 
of tissue separated into a number of different structures such as the thalamus and 
basal ganglia. Under this mass of tissue, below the base level of the cerebral 
 hemispheres, is a sequence of other structures, with the spinal cord emerging at the 
bottom of this sequence.

   Many different structures are visible in the brain. Seven structures are prominent: 
the cortex, the hippocampus, the thalamus, the basal ganglia, the amygdala, the 
hypothalamus, and the cerebellum. These structures are distinguished because they 
are physically separate, have different types of neurons, and/or different connectivity 
with other structures. Each of these structures is divided up into substructures with 
smaller differences between them. For example, the cortex is a thin sheet of neurons 
organized into a number of layers. The cortex is divided up into different areas all 
with similar neurons but different patterns of layering. Each area contains many col-
umns vertical to the sheet, with more connectivity within one column than between 
columns. The thalamus is divided up into many separate clumps of neurons called 
nuclei, with similar types of neurons but different connectivity with the cortex. 

    Chapter 3   
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 The seven major structures make up the bulk of the tissue in the upper part of the 
brain. All of the structures are bilateral, in other words each is made up of two very 
similar structures on the left and the right sides of the brain. Lower down towards the 
spinal cord there are other structures, these will play a smaller role in the discussion 
of cognition. There are also many smaller structures in the upper parts of the brain that 
are not regarded as parts of the seven. Discussions of higher cognition will focus on 
the seven, but also touch on the roles of some of these smaller structures. The anatomy 
and connectivity of the major structures will be discussed in more detail in Chap.   6    . 

 If the top of the skull is removed, a mass of red tissue is revealed. The red colour 
is the result of the rich supply of blood going to all parts of the brain. In a brain 
preserved after death, two types of tissue can be observed: grey matter and white 
matter. Grey matter is made up of cells called neurons which perform the basic brain 
information processes. White matter is made up of connections between neurons, 
called nerves or axons. 

  Fig. 3.1    An MRI image of the head with the complete brain. At the top of the brain are a pair of 
large structures called the cerebral hemispheres, almost completely covered by a layer of tissue 
called the cortex. The cortex is intricately folded to give it a much larger surface area than if it 
covered the hemispheres smoothly. In the centre of the brain is a vessel fi lled with liquid called the 
lateral ventricle which has structural but not information processing functions. The lateral ventricle 
is dark in the image. Extending over the top of the lateral ventricle is a bundle of nerve fi bres called 
the corpus callosum. This nerve bundle is the primary information connection between the two 
cerebral hemispheres. Under the lateral ventricle and between the two hemispheres is a complex of 
structures including the thalamus, the basal ganglia, the amygdala and the hypothalamus. Under 
these structures are a sequence of anatomical components that lead down to the spinal cord. Off the 
back of one of these components (the pons) and extending under the back of the cerebral hemi-
spheres is a large, convoluted structure called the cerebellum (Image from the Michigan State 
University Brain Biodiversity Bank. Funded by the National Science Foundation. Reproduced 
with permission)       
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 There are a number of ways to investigate the internal structure of the brain, three 
of the most important are physical sectioning, magnetic resonance imaging (MRI), 
and measurements of brain electrical activity such as electroencephalography 
(EEG) and magnetoencephalography (MEG). Physical sectioning means slicing a 
postmortem brain into fl at, parallel layers, and staining the layers (called sections) 
to bring out different types of detailed structure. Some types of staining can make 
neurons more visible, others make axons more visible. MRI uses a combination of 
strong magnetic fi elds and radio signals to create images of section-like layers in a 
living brain. The resolution of MRI is relatively poor, it falls far short of being able 
to distinguish individual neurons. EEG records electrical activity outside the scalp. 
MEG records magnetic fi elds produced by electrical currents within the brain. Both 
EEG and MEG have better temporal resolution than MRI, but MEG is somewhat 
less sensitive to skull impedance etc. and therefore in principle has a spatial resolution 
comparable with MRI. However, relating EEG and MEG measurements to physical 
locations in the brain is a complex problem [ 88 ]. 

 The brain is roughly the shape of a sphere that is extended towards the front and 
back of the head (i.e. technically an approximate ellipsoid). It is divided into two 
hemispheres, left and right. Wrapped around each of these hemispheres is a thin 
sheet of tissue, 2–4 mm thick, called the cortex. The cortex covers the outside of 
each hemisphere, and extends around to cover the areas of each hemisphere where 
they face each other, except where the corpus callosum connects the hemispheres. 
The cortex is not a smooth surface, it is crumpled up (or folded) with deep fi ssures 
(called sulci) so that its area is much larger than that of the surface it covers. Beneath 
the cortex wrapper, the two hemispheres are made up largely of nerve tissue, the 
nerves mostly connecting different parts of the cortex. 

 Beneath the middle of the two hemispheres, they are pushed apart to make room 
for a complex of subcortical structures, including the thalamus, the basal ganglia, 
the amygdala and the hypothalamus. Each of these major subcortical structures are 
made up of a number of nuclei, each nucleus being a clump of neurons. 

 Further underneath come a series of structures: the tectum and tegmentum, the 
pons, then the medulla, and fi nally tapering down into the spinal cord. All these 
structures are unitary: they are single structures rather than left and right pairs. 
Extending backwards out from the pons and under the cortex is a structure called the 
cerebellum which is bilateral. 

 Figures  3.2 ,  3.3  and  3.4  show the relative positions of these major structures 
in the physical slices stained to reveal neurons and in MRI images. Figure  3.5  
summarizes this information in conceptual form.

3.2           Roles of Major Anatomical Structures 

 The roles of the cortex, hippocampus, thalamus, basal ganglia, amygdala, hypo-
thalamus and cerebellum in higher cognition have been intensively investigated. 
It is clear that the cortex plays a role in almost every cognitive process, with 
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some areas being more important than others for some types of process but with 
no one-to- one  correspondences between area and cognitive function. The hip-
pocampus plays an important role in memory, but again no one-to-one corre-
spondences between hippocampal substructures and cognitive functions. The 
thalamus plays an important role in managing access of sensory inputs to the 
cortex, but also plays an important role in communications between cortical 
areas. The basal ganglia plays a role in behaviour selection and the cerebellum in 
managing frequently used behaviours. The amygdala and hypothalamus play 
roles in emotion, but the cortex is also important. 

  Fig. 3.2    ( a ) Coronal slice of the human brain with neurons stained dark. The location of the slice 
in the brain corresponds with a vertical plane that notionally cuts the brain into two roughly equal 
parts, with the eyes and front of the brain on one side, the back of the brain on the other side, pass-
ing symmetrically through the left and right ears. This slice is illustrated in MRI in ( b ), and its 
location in a 3-D image of the head is illustrated in ( c ). The two similar but not completely identi-
cal left and right cortical hemispheres can be seen in cross section. The major information link 
between the hemispheres is the bundle of nerves called the corpus callosum. The darker band that 
goes most of the way around the outside of each of the two hemispheres is the cortex. Much of the 
volume inside the cortex is white matter, or nerve fi bres mainly connecting between different parts 
of the cortex. The cortex thickness is fairly uniform, but at the bottom of the brain it curls around 
in an area called the entorhinal cortex, then thins substantially to an area called the hippocampus. 
This thinner cortical sheet ends in an area called the dentate gyrus, which is V-shaped in this sec-
tion. Below the corpus callosum the hemispheres are further apart, and in that space a number of 
structures are located. In this section the thalamus is visible. Below the thalamus is a series of 
structures (one of which is the pons, visible in the section) and at the bottom of the series is the 
spinal cord (Image from the Michigan State University Brain Biodiversity Bank. Funded by the 
National Science Foundation. Reproduced with permission)       
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 Later in the book the different information processes performed by these struc-
tures will be described. Understanding these information processes makes it possi-
ble to understand the different roles they play in higher cognition.  

3.3     Neurons, Axons, Dendrites and Synapses 

 The brain, like all the rest of the body, is made up of large numbers of cells, the 
universal building blocks of life that are too small to be seen without the aid of a 
microscope. All cells are completely enclosed by a wall called the cell membrane 
that maintains some specifi c differences between the chemical environments inside 
and outside. A range of structures and chemical processes are protected inside the 
cell membrane. The membrane actively moves some chemicals in or out, allows a 
few to permeate relatively freely, allows a small number to pass in or out under 
specifi ed circumstances, and blocks all others. 

  Fig. 3.3    Central sagittal slice of the human brain with neurons stained dark. The slice in image ( a ) 
is vertical from front to back along the centre of the brain as shown in the MRI images ( b ) and ( c ). 
The convoluted folding of the cortex can be seen. More detail of the large structure called the 
cerebellum is visible in this slice. Like the cortex, the cerebellum is made up of a relatively thin 
outer sheet of neurons, even more folded than the cortex. Inside this cerebellar cortex is white mat-
ter, and at the centre of the cerebellum is a set of different clumps of cells called the cerebellar 
nuclei (Image from the Michigan State University Brain Biodiversity Bank. Funded by the National 
Science Foundation. Reproduced with permission)       
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 A type of cell called the neuron performs the information processes supporting 
cognition. There are also other cells in the brain such as glia cells that play physio-
logical support roles including supplying nutrients to neurons, recycling chemicals 
used by neurons, and isolating neurons from each other. The number of neurons in 
the human brain is diffi cult to determine. Estimates range from a few times 10 10  
neurons up to 10 12  neurons. A high proportion of these totals is in the cortex and the 
cerebellum. The cerebellum is smaller than the cortex but contains very large num-
bers of small neurons called granule cells. Hence the cerebellum probably has more 
neurons than the cortex. 

 Neurons vary considerably in size, form, and properties. However, there are 
some general characteristics that can be identifi ed, although the reader is warned 
that there are always a small proportion of neurons that are exceptions to almost any 
of the descriptions that follow. 

 Anatomical structures in the brain are concentrations of neurons. Such a concen-
tration is separated from other concentrations by neuron-sparse regions, and has a 
different pattern of neuron connectivity from neighbouring structures. Major struc-
tures also differ in the types of neuron they contain. 

  Fig. 3.4    Medial sagittal slice of the human brain with neurons stained dark. A slice of the brain 
from front to back, located in a plane parallel to the one illustrated in Fig.  3.3  but shifted to the left 
so that it passes between the nose and the left eye is illustrated in ( a ). The location is illustrated by 
the MRI image of the slice in ( b ) and a 3-D image in ( c ). The basal ganglia and thalamus are 
mainly located to the left and right of the central plane, and are therefore more visible than in the 
central slice shown in Fig.  3.3 . The basal ganglia are located in front of and under the thalamus, 
and also wrapped around the side of the thalamus that is facing away from the centre. Some cere-
bellar nuclei are also visible in the centre of the cerebellar cortex in this section (Image from the 
Michigan State University Brain Biodiversity Bank. Funded by the National Science Foundation. 
Reproduced with permission)       
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  Dimensions 

 The micron is a useful unit of length for describing neuron physiology. There 
are 1,000 μm in a millimetre, or one million microns in a metre. 

 The diameter of the period at the end of the previous sentence is about 200 μm, 
ten times bigger than the body of a typical neuron. 

 The nanometre is a useful unit for describing the components of neurons. 
There are 1,000 nm in a micron. 

 The thickness of the cell membrane surrounding and enclosing a neuron is in 
the range 3–10 nm or 0.003–0.01 μm  

  Fig. 3.5    Conceptual arrangement of major brain structures. At the top of the brain are the two 
cerebral hemispheres, which are a thin sheet of mostly neuron tissue (the cortex) wrapped around 
a body of nervous tissue. A region that resembles a thinned down area of the cortex is called the 
hippocampus. Underneath the cerebral hemispheres are the thalamus, basal ganglia, amygdala and 
hypothalamus, all of which are bilateral or duplicated in the left and right brain. Below these 
subcortical structures are a series of structures that lead to the spinal cord. These structures are 
the tectum and tegmentum, the pons and the medulla. Extending out from the pons is a further 
bilateral structure, the cerebellum. The tectum is a relay for auditory and visual information. 
The tegmentum includes nuclei (the substantia nigra and ventral tegmental area) that are functionally 
part of the basal ganglia. The cerebellum includes both a cortex like layer and inner nuclei. The pons, 
the tegmentum and the medulla all include nuclei that are important for communication with the 
cerebellum       

 

3.3  Neurons, Axons, Dendrites and Synapses



38

 The body of a neuron (called its soma) can range in diameter from about 4 to 
50 μm or more. This diameter is not untypical of cells elsewhere in the human body. 
However, the distinctive physical characteristic that makes neurons different from 
any other type of cell is that they have extensions out of their somas called neurites. 
As illustrated in Fig.  3.6  there are two types of extension: axons and dendrites. Each 
neuron has one axon and several dendrites. An axon is a thin thread that emerges 
from a slight bulge in the soma called the axon hillock. The thread is about 1 μm in 
diameter and can extend several centimetres or more. In other words the axon can 
be over 1,000 times longer than the diameter of the soma. Towards its end an axon 
may branch into several thousand different threads, each thread at its end contacting 
another neuron.

   Dendrites are generally several times thicker than axons, and begin to branch 
close to where they emerge from the soma, to give them a tree like structure. The 
dendritic tree can extend up to several millimetres from the soma in many different 
directions. The diameter of the volume in which dendrites can be found can there-
fore be 100 times the diameter of the soma from which the dendrites come. 

 The pyramidal neuron illustrated in Fig.  3.6  is the most common neuron type in 
the cortex. The drawing is roughly to scale. The dendritic tree can be illustrated, but 
if the axon were fully drawn on this scale it would extend a metre or more off the 
page with extensive branching towards its end. The axon and dendrites are all 
enclosed in the cell membrane, so the neuron somas make up less than 1 % of the 
volume of neuron tissue. 

 The axon from one neuron can branch and terminate on thousands of different 
other neurons. Most of the terminations arrive at different points on the dendrites of 
the target neurons, either close to the soma (called proximal connections) or further 
away from the soma (called distal connections). Some terminations can actually 

  Fig. 3.6    A pyramidal neuron in the cortex. A typical soma is about 20 µm in diameter. The 
single apical dendrite emerging from the soma may extend for several millimetres (i.e. 100 times 
the soma diameter). There are also typically about six basal dendrites emerging from the soma. 
The one axon emerges from a slight bulge in the soma called the axon hillock, and may extend 
a number of centimetres (i.e. over 1,000 times the diameter of the soma) across the brain. On the 
same scale as the rest of the drawing the axon would extend a metre or more off the page, with 
multiple branches emerging towards its end. Some axons that extend through the spinal cord are 
even longer       
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target the soma directly, or even the axon close to where it leaves the soma. 
Connections are not formed indiscriminately, each neuron connects with specifi c 
other neurons or groups of neurons, and the identity and strength of these connec-
tions are the primary way in which information is stored in the brain. At the end of 
the axon there is a slight swelling which almost touches a swelling out from the 
target neuron. These two swellings form a synapse, which is the point of contact 
between the two neurons. 

 Information is carried in the brain in the form of electrical impulses travelling 
along axons. These impulses indicate the activity of the neuron that is the source of 
the axon to all of the neurons targetted by that axon. Information processing occurs 
by neurons determining whether or not to become active and generate an electrical 
impulse on the basis of all the indications of activity they are receiving from other 
neurons. 

 A neuron acts upon its target by releasing a chemical called a neurotransmitter 
from the axon part of the synapse towards the dendrite part. For any one neuron, the 
same neurotransmitter (or sometimes a small group of neurotransmitters) is released 
from all its synapses on to other neurons. In many cases, the one neurotransmitter 
has similar effects on all the targetted neurons, either increasing or decreasing their 
tendency to produce their own output electrical impulse. Neurons that increase the 
tendency of their targets to become active are called excitatory, neurons that decrease 
that tendency are called inhibitory. Pyramidal neurons are the most common excit-
atory neuron in the cortex. Another excitatory cortical neuron is the spiny stellate 
cell which can be regarded as a simplifi ed pyramidal neuron. There are many differ-
ent types of inhibitory neurons in the cortex, generically called interneurons.  

3.4     Ion Pumps 

 In all cells including neurons there is a difference in the concentrations of various 
types of ion between the inside and the outside of the cell membrane. These concen-
tration differences are maintained by active passageways through the membrane 
called ion pumps. 

 One example is the sodium-potassium pump. Each of these pumps is actually a 
very complex molecule that interacts with sodium and potassium ions. These ions 
are atoms with one electron missing, and they therefore have one unit of positive 
electrical charge. Ions are the most common state of sodium and potassium atoms 
everywhere in the body. The sodium-potassium pump goes through a cycle, illus-
trated in Fig.  3.7 , which moves three sodium ions (Na + ) from the inside to the 
outside of the neuron and two potassium ions (K + ) from the outside to the inside, 
resulting in a single net negative charge inside. One pump can go through over 100 
cycles per second, and one neuron has over a million such molecular pumps. As a 
result of the operation of the sodium-potassium pumps, there is a lower concentra-
tion of Na +  ions and a higher concentration of K +  ions inside the neuron. 
Furthermore, a net excess of negative charge inside the cell in maintained. The net 
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excess results in a voltage difference between interior and exterior called the 
resting potential. The resting potential is generally in the range −65 to −85 mV, a 
common value is close to −70 mV.

   Other types of ion pumps discussed in Chap.   4    . The operation of these pumps 
results in the interior of the neuron having a lower concentration of chloride ions 

  Fig. 3.7    The sodium-potassium pump that maintains the voltage inside a neuron below the level 
outside. The cell membrane is a double layer of oily molecules, less than 10 nm thick, that is 
impermeable to most chemicals present in the body. Sodium-potassium pumps are complex mol-
ecules spanning the cell membrane that use energy in the cycle illustrated to remove three sodium 
ions (Na + ) from the inside of the cell and inject two potassium ions (K + ) into the cell. Energy is 
provided by the universal source of energy within cells: the fracture of an adenosine triphosphate 
( ATP ) molecule into an adenosine diphosphate ( ADP ) molecule and a phosphate. The pump has a 
number of receptors, or sites that have chemical affi nities for specifi c chemicals that are generally 
available circulating in the environment. In the  top left , the pump is open to the inside of the cell, 
and an ATP molecule attaches itself to a specifi c receptor on the pump that has an affi nity for ATP. 
The attachment triggers the pump to activate three Na +  ion receptors, resulting in adherence of 
three Na +  ions. In the  top right , the adherence of the Na +  ions triggers a chemical reaction that 
opens the pump enclosure to the outside of the membrane. The energy needed for this reaction is 
provided by the breaking of ATP into ADP and phosphate. Another result of this reaction is that 
the three Na +  ion receptor sites are deactivated, releasing the ions outside the cell, and two K +  ion 
receptor sites are activated. In the  lower right , K +  ions attach to their receptors, triggering the open-
ing of the pump to the inside of the cell. In the  lower left , the switch in pump confi guration triggers 
release of the K +  ions and the phosphate into the cell interior, returning the pump to its original 
state ready for another cycle. The operation of the pump results in a defi cit of Na +  ions inside the 
cell and a rather smaller excess of K +  ions. The net defi cit of positive ions inside the cell results in 
a negative voltage potential of about 70 mV in the inside relative to the outside       
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(Cl − ), a higher concentration of HCO 3  −  ions, and a very low concentration of 
calcium ions (Ca ++ ). 

 In specifi c circumstances the voltage difference can change or even collapse 
 dramatically at points on the cell membrane of the dendrites, soma or axon. 
Collapses at different points can spread and reinforce each other. If a collapse 
reaches an area of the soma called the axon hillock where the axon emerges, it is 
launched along the axon. It then propagates all along the axon and arrives as a spike 
of voltage at the synapses on to all the targets of that neuron. This spike of voltage, 
called an action potential, infl uences the target neuron. Action potentials are the 
primary mechanism for information transfer within the brain, but to understand 
the generation of action potentials in a little more detail it is fi rst necessary to 
describe molecules called ion channels.  

3.5     Ion Channels 

 As described earlier, the sodium-potassium pump actively moves Na +  and K +  ions 
through the cell membrane, creating a defi cit of Na +  ions and an excess of K +  ions 
inside the cell, relative to the outside. There are also pumps that maintain a defi cit 
of Cl −  ions inside the cell membrane and calcium pumps that maintain a very low 
level of Ca ++  ions inside the cell. If there is a higher density of ions in one region 
relative to another, there will be a strong tendency for ion fl ow to even out the 
density. However, the cell membrane largely blocks such fl ows. 

 Ion channels are molecules embedded in the cell membrane. An ion channel is 
conceptually illustrated in Fig.  3.8 . Such an ion channel can be in one of two differ-
ent states. In the open state a channel allows one or more types of ion to pass freely 
in or out of the cell. In neurons there are ion channels largely specifi c to sodium, 
potassium, calcium or chloride ions. In the closed state an ion channel does not 
allow ion passage. If a channel is in its open state, a fl ow occurs that will tend to 
even out any ion concentration differences between the two sides of the cell mem-
brane. There can be very large numbers of ion channels present in certain areas of 
the cell membrane, and the more of these ion channels that are open and the longer 
they are open, the more rapidly the internal concentration close to the membrane 
will approach the external concentration. If they are all closed, the normal concen-
tration difference will rapidly be restored by diffusion to or from deeper inside the 
neuron.

   Ion channels are generally closed unless opened by a specifi c stimulus. Some ion 
channels are opened if a particular chemical appears in its environment outside the 
neuron and attaches itself to a specifi c site (called a receptor site) on the ion channel 
molecule. Such a chemical is called a neurotransmitter. Other ion channels open in 
response to a change in the electrical voltage difference across the membrane in 
which they are embedded. Opening of other channels depends on some combination 
of voltage and neurotransmitter. 
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  Ions 

 An ion is an atom with one or more electrons missing or one or more extra 
electrons. Ions therefore have a net electrical charge of one or more positive or 
negative units. There are a number of atoms that are present in an ionized state in 
the brain and that are important to neuron functions. These include sodium and 
potassium ions with single positive charges, calcium atoms with two positive 
charges and chlorine atoms with one negative charge. These ions are represented 
in diagrams etc. by their atomic symbol followed by the appropriate number of  +  
or  −  symbols to indicate their charge, i.e. a sodium ion as Na + , a potassium ion as 
K + , a calcium ion as Ca ++  and a chlorine ion (usually called a chloride ion) as Cl − . 
If the distribution of negative ions is uniform, an excess of positive ions in a 
region will result in a positive voltage in that region, while a defi cit of such ions 
will result in a negative voltage. If unconstrained, ions will tend to drift towards 
locations where they will cancel out any electrical potential: positive ions towards 
where there is a negative voltage, negative ions towards where there is a positive 
voltage. Furthermore, even in the absence of any voltage difference, there is a 
strong tendency for ions to fl ow from regions where it is highly concentrated 
towards regions where the concentration is lower.   

  Fig. 3.8    An ion channel that when opened allows passage of just one type of ion. The cell mem-
brane is a double layer of oily molecules that is impermeable to most chemicals present in the 
body. An ion channel is a molecule that spans the cell membrane. In its closed state, the ion chan-
nel is also impermeable. In its open state, the ion channel allows passage of one type of ion, which 
could be Na + , K +  Ca ++  or Cl − . In general there is a difference in concentration of these ions between 
the inside and the outside of a neuron. If the channel is open then ions of its type will pass from the 
region of high concentration to the region of low concentration. There are two ways in which the 
opening of an ion channel can be triggered. One is by a specifi c change in the voltage in the vicin-
ity of the channel. The other is by attachment of one specifi c molecule (called a neurotransmitter) 
to a sensitive point on the ion channel called a receptor. Different ion channels, even for the same 
ion, may be sensitive to different neurotransmitters       
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3.6     Synapses and Their Response to an Incoming 
Action Potential 

 The synapse is where the axon from one neuron contacts the dendrite of another 
neuron. Such a synapse is illustrated in Fig.  3.9 . The axon of the source neuron (the 
presynaptic neuron) and the dendrite of the target neuron (the postsynaptic neuron) 
both swell slightly towards each other, but do not quite touch, they are separated by 
a narrow space called the synaptic cleft. This cleft is about 20 nm (0.02 μm) across.

  Fig. 3.9    Conceptual drawing of a synapse. The sizes of ions, ion channels and neurotransmitter 
molecules are greatly exaggerated relative to the size of the synapse, and all are much more numer-
ous than illustrated. Part of the synapse is formed by swelling of the membrane of the axon of the 
presynaptic neuron and another part is formed by swelling of the membrane of the postsynaptic 
neuron. The two swellings are separated by a narrow gap about 20 nm wide called the synaptic 
cleft. In both parts of the synapse there is a defi cit of Na +  ions and a surplus of K +  ions, resulting 
in a negative voltage potential relative to the outside. In addition there is a defi cit of Ca ++  ions 
relative to the outside. There are numerous calcium channels in the vicinity of the presynaptic axon 
swelling that if open would allow entry of these ions. The opening of these channels is triggered 
by collapse of the potential difference in the axon resulting from an incoming action potential. 
Also in the presynaptic volume there are a number of containers (called vesicles) fi lled with a 
neurotransmitter. Entry of Ca ++  ions results in some of these vesicles moving to the cell membrane 
and releasing their contents into the synaptic cleft. 

 In the cell membrane of the dendrite of the postsynaptic neuron next to the synaptic cleft 
there are a number of Na +  ion channels. These ion channels open if one of the neurotransmitter 
molecules released by a vesicle into the synaptic cleft attaches to its receptor site. A neurotransmitter 
only acts on a channel for a limited period of time, and there are chemicals in the environment 
outside the cells that are constantly removing any neurotransmitter, so the number of Na +  ions that 
fl ow into the postsynaptic neuron as a result of the incoming action potential is limited, depending 
on the number of neurotransmitter gated Na +  channels in the postsynaptic neuron       
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   There are numerous ion channels embedded in the cell membrane in the synaptic 
swelling of the presynaptic neuron. These ion channels initiate the effect of an 
incoming action potential on the postsynaptic neuron. The presynaptic synapse con-
tains a number of vessels (called vesicles) fi lled with a neurotransmitter chemical. 
The neurotransmitter is sealed within the wall of the vesicle, and the vesicle is 
inside the membrane of the synapse. The arrival of an action potential from the 
presynaptic neuron means the collapse of the voltage difference between the inside 
and the outside of the membrane on the presynaptic side. Calcium channels that 
exist in the membrane in this area are triggered to open by such a collapse, and 
because of the low concentration of Ca ++  ions inside the membrane there is a rapid 
inward fl ow. The presence of Ca ++  ions inside the membrane triggers a series of 
chemical reactions that result in neurotransmitter vesicles drifting to the cell mem-
brane, opening a hole through both the vesicle wall and the cell membrane, and 
releasing their contents into the synaptic cleft. 

 Neurotransmitter molecules can diffuse across the cleft in about 0.2 ms, where 
they can bind to sites on receptor molecules in the membrane of the postsynaptic 
neuron. Some types of receptor, called ionotropic, are ion channels that open when 
bonded by their neurotransmitter. Other types, called metabotropic, exert chemical 
effects on the target neuron, which in some cases can lead to opening of ion chan-
nels. In Fig.  3.9 , a synapse with ionotropic postsynaptic receptors is illustrated, 
specifi cally sodium channels. Because the concentration of Na +  ions is greater 
outside the cell membrane, when these channels open there is a fl ow of positive 
charge into the postsynaptic neuron. This current results in a slight reduction in the 
potential difference across the postsynaptic cell membrane called a depolarisation. 
Neurotransmitter molecules only attach to their receptor sites for a brief time, 
and there are chemicals in the synaptic cleft that are constantly removing the neu-
rotransmitter molecules. Hence the overall effect of the action potential is a small 
reduction in the potential across the postsynaptic membrane in the neighbourhood 
of the cleft. The concentration of Na +  ions deeper in the cell is not affected, and 
fl ow of such ions from the interior restores the resting potential over a period of a 
few tens of milliseconds as illustrated in Fig.  3.10a .

   If the ion channels opened in response to the neurotransmitter are chloride 
channels, there will be a small fl ow of Cl −  ions into the cell, which will result in a 
small increase in the magnitude of the negative potential across the postsynaptic 
membrane. The resting potential will again be restored by diffusion from the interior 
of the cell. 

 The small changes in voltage resulting from an incoming action potential to a 
synapse can be regarded as injections of postsynaptic potential. As explained in the 
next section, an injection of positive postsynaptic potential by a fl ow of Na +  ions 
increases the tendency of the postsynaptic neuron to produce its own action poten-
tial. Such an injection is called an excitatory postsynaptic potential (EPSP) and 
synapses of this type are called excitatory. An injection of negative postsynaptic 
potential by a fl ow of Cl −  ions reduces the tendency to produce an action potential. 
Such an injection is called an inhibitory postsynaptic potential (IPSP) and synapses 
of this type are called inhibitory. 
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  Fig. 3.10    Dynamics of postsynaptic potential injection at synapses. ( a ) Change in the membrane 
potential at a synapse in the postsynaptic neuron following the arrival of one action potential from 
the presynaptic neuron. Soon after the arrival of the action potential, there is a gradually increasing 
change in potential, which peaks after a couple of milliseconds at something of the order of milli-
volts, and then decays to 0 over the next 20 ms. The size of the peak depends on the synaptic 
strength, which is determined by the number of neurotransmitter gated ion channels in the postsyn-
aptic neuron adjacent to the synaptic cleft. The decline is the result of diffusion of ions between the 
local membrane and neuron interior. If the ion channels opened are Na +  channels, the potential 
change will be depolarising, reducing the magnitude of the −70 mV resting potential and therefore 
making the interior of the neuron less negative relative to the exterior. If the ion channels are Cl − , 
the potential change will be hyperpolarising. The magnitude of the change and the time taken to 
restore the resting potential may differ for different synapses. ( b ) Integration of separate postsyn-
aptic potentials over time. An area of the membrane wall of a dendrite is illustrated at the top. An 
action potential arriving at any one of the synapses injects a postsynaptic potential which rises 
initially to a peak value and then decays. Action potentials arrive at different synapses and at 
slightly different times, and the postsynaptic potential spreads from the arriving synapse into the 
local region. The postsynaptic potentials injected at different synapses due to arrival of different 
action potentials at different points in time are illustrated, and the total potential that could result 
from diffusion of the individual potentials to a point on a dendrite membrane central to the group 
of synapses is also illustrated. If at some point in time this total potential exceeds the threshold for 
opening voltage gated Ca ++  channels, there will be a further depolarisation of the membrane poten-
tial which can spread. Such a further depolarisation will only occur if enough action potentials 
arrive within a short enough period of time for them to reinforce each other and reach the threshold 
for collapse. This period of time is called the integration window, and is closely related to the time 
within which an individual postsynaptic potential decays to a low level       
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 Different excitatory synapses on the same neuron can differ in the magnitude of 
the postsynaptic potential injected in response to an incoming action potential. This 
magnitude is known as the synaptic strength or weight, and in many cases can be 
adjusted by combinations of incoming action potentials to the synapse and other 
inputs to the neuron elsewhere. Such adjustments are common in excitatory syn-
apses, and such synapses generally have an asymmetrical appearance, with a much 
thicker structure on the postsynaptic side, known as the  postsynaptic density . This 
postsynaptic density is the location of the chemical machinery managing weight 
changes. Inhibitory synapses have a more symmetrical appearance. Synaptic weight 
changes are the basis for learning from experience.  

3.7     Dendrite Branches Integrating Action Potentials 
Arriving at Synapses 

 A branch of a dendrite is illustrated in Fig.  3.11 . In addition to the neurotransmitter 
gated Na +  channels there are also voltage gated Ca ++  channels. A voltage gated 
Ca ++  channel on a dendrite will open if the magnitude of the potential difference 
across the membrane in the area where it is located falls signifi cantly below the 
resting potential of −70 mV. An incoming action potential to one synapse injects 
potential in the neighbourhood of the synapse which briefl y reduces the magnitude 
of the resting potential by an amount of the order of millivolts by opening Na +  
channels. Such reductions can spread around the synapse injecting them. If a num-
ber of action potentials arrive at a group of synapses on the same branch within a 
time period signifi cantly less than the 20 ms in which each postsynaptic potential 
decays (Fig.  3.10a ), they can reinforce each other as shown in Fig.  3.10b . This time 
period can be viewed as an integration window within which action potentials must 
arrive if they are to be mutually reinforcing. If the depolarisation reaches the 
threshold at which the voltage gated Ca ++  channels open, Ca ++  ions will fl ow into 
the neuron in the vicinity of the channels, causing the potential across the  membrane 
to drop further.

   The larger drop in the membrane potential in one small area due to Ca ++  infl ux 
will spread and reduce the magnitude of the membrane potential in neighbouring 
areas. If the reduction in a neighbouring area is large enough, Ca ++  channels in that 
area will open also. Thus as illustrated in Fig.  3.12 , reductions in the membrane 
potential can spread across a dendrite, depending on the distribution and timing of 
incoming action potentials. Such spreads are known as calcium action potentials. 
Unlike the sodium action potentials that propagate down an axon (see next section), 
the propagation of a calcium action potential may or may not occur depending on a 
number of factors. One factor is the local distribution of voltage gated Ca +  channels: 
a high concentration of such channels will make propagation easier in that location. 
Another factor is whether calcium action potentials from different branches arrive 
at a common point at the same time and therefore reinforce each other. Other factors 
include the distribution of other types of neurotransmitter or voltage gated ion 
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channels. For example, an open Cl −  or K +  channel will reduce the local membrane 
potential and therefore the chance of propagation of the calcium action potential. 
Such a channel could be opened by an inhibitory neurotransmitter derived from 
another neuron, or by a combination of voltage and presence of a neurotransmitter 
released by yet another neuron.

   The overall effect is that calcium action potentials generally decay in magnitude 
as they propagate. To initiate a sodium action potential down the neuron, calcium 
action potentials propagating from one dendritic branch must combine with the 
effects of other branches, and the action potential resulting from the combination 

  Fig. 3.11    A branch of a dendrite. There are a number of synapses on a branch, eight are illustrated. 
The synapses are from different source neurons. Each postsynaptic membrane contains a number 
of neurotransmitter gated Na +  channels. Distributed over the branch and from the branch towards 
the neuron are numbers of voltage gated Ca ++  channels. The voltage gated Ca ++  channels open 
if the magnitude of the voltage difference across the membrane in their vicinity is suffi ciently 
depolarised (i.e. becomes more positive, reducing the magnitude of the −70 mV resting potential). 
If an action potential arrives at one synapse, the total injected potential change due to the 
neurotransmitter gated Na +  channels only results in a depolarisation of the order of millivolts in the 
neighbourhood of the synapse, and the resting potential is restored within 20 ms. If another action 
potential arrives at the same or a different synapse before the potential change from the fi rst has 
decayed away completely, the two injected potentials will add to some degree. If enough action 
potentials arrive at the branch within a short enough period of time, the total depolarisation in an 
area of the branch membrane can reach the point at which the voltage gated Ca ++  channels will 
open in that area. Injection of Ca ++  further depolarises the local membrane. This further depolarisation 
can trigger opening of voltage gated Ca ++  channels in neighbouring areas. The spreading depolari-
sation is known as a calcium action potential. Unlike a sodium action potential down an axon, a 
dendritic calcium action potential can decay as it propagates depending on various factors such as 
the local concentration of Ca ++  voltage gated ion channels       
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propagate into the trunk of dendrite and then into the soma and deliver an adequate 
depolarisation to the axon hillock. Hence the distributions of many different types 
of ion channel over the surfaces of the dendrites and soma support very complex 
algorithms by which a neuron integrates its inputs to determine its output [ 89 ]. 

  Fig. 3.12    Staged integration across a neuron. An information model for the generation of an out-
put by a neuron is illustrated. Action potentials arrive at different synapses within a closely collo-
cated group on a branch. If enough such inputs occur within a short period of time, a local calcium 
action potential is generated that proceeds towards a further integration point along a path defi ned 
by a high density of voltage gated Ca ++  channels. Such a local calcium action potential indicates 
that the condition programmed on the branch by the group of synapses has been detected. This 
condition is defi ned as outputs within a short period of time any signifi cant subset of the presynap-
tic neurons providing inputs to the group. Local calcium action potentials indicating the detection 
of different conditions arrive at a common integration point. If the total potential at the integration 
point exceeds a threshold defi ned by the moderate level of voltage gated Ca ++  channels, a calcium 
action potential is generated that proceeds towards a higher level integration point, again along a 
path defi ned by a high density of voltage gated Ca ++  channels. Local action potential propagation 
can be reduced or blocked by the presence of open Cl −  or K +  ion channels. Such channels may be 
opened by neurotransmitters released by other neurons. They may also be opened membrane 
potential variations, which could for example limit the size of the calcium action potential propa-
gated from a particular source. They could also be opened by a combination of voltage and external 
neurotransmitter, which could limit the size of the calcium action potential only if some other neu-
ron was active. This second order integration indicates that a more complex condition defi ned by a 
group of simpler conditions has been detected. Further stages of integration result in the neuron 
producing an output that can be interpreted as detection of a very complex condition, defi ned as any 
signifi cant subset of all the more detailed conditions programmed by different groups of synapses       
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However, in information terms a dendritic branch detects a simple condition defi ned 
by a weighted combination of synapses. A dendrite detects a more complex condi-
tion defi ned by a weighted combination of branch conditions. A neuron detects a 
very complex condition (or receptive fi eld) defi ned by a weighted combination of 
dendritic conditions. At all levels the weights can be adjusted dynamically, and the 
adjustment factors can be viewed as additional conditions that contribute to the 
receptive fi eld defi nition.  

3.8     Generation of Output Action Potentials 

 Injections of potential into the soma from dendrites and from synapses direct on the 
soma can result in spreading potential reductions and collapses on the membrane of 
the soma. If there are suffi cient potential reductions to generate a collapse in the 
axon hillock region where the axon emerges from the neuron, a collapse results in 
the fi rst part of the axon. Along the axon, there are suffi cient voltage gated Na +  
channels that collapse in the fi rst part reduces the magnitude of the potential in the 
next part by enough to induce a collapse. Collapse in that part results in collapse in 
the following part, and so on all along the axon. In other words, the propagation of 
the action potential along an axon resembles the collapse of a line of dominoes. 

 This domino-like collapse mechanism is superior to simple propagation of an 
electric current, because such a current would be subject to resistance and the signal 
would decay. The collapse mechanism results in the same signal reaching all the 
endpoints of an axon equally. However, it is much slower that simple current fl ow, 
travelling no faster than about 100 m/s.  

3.9     Different Types of Neurotransmitter 

 Neurotransmitters are the chemicals released by synaptic swellings at axon termina-
tions, that affect targetted neurons in various ways. Generally, a neuron generates 
the same neurotransmitter at all of its synapses onto target neurons. However, 
 different neurons can generate different neurotransmitter chemicals, including 
 glutamate, GABA, dopamine, acetylcholine, serotonin, noradrenaline and about 50 
others. Neurons and axons are often labelled by the type of neurotransmitter they 
generate (e.g. glutamatergic, GABAergic, dopaminergic, cholinergic, serotoniner-
gic, noradrenergic neurons and axons). The neurotransmitter affects the target 
 neuron by binding to sites on molecules called receptors that are embedded in the 
membrane of the target. This binding changes the properties of the receptor in vari-
ous ways. 

 The neurotransmitter chemical released by synapses of pyramidal neurons to 
other neurons is glutamate. This neurotransmitter binds to a site on AMDA receptor 
molecules located in the membrane of the postsynaptic neuron adjacent to the 
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synaptic cleft. These AMDA receptors are Na +  ion channels. The ion channel open 
only when glutamate attaches to the site, and glutamate neurons are therefore excit-
atory. The neurotransmitter released by inhibitory interneurons in the cortex is 
called GABA. This neurotransmitter triggers the opening of Cl −  channels located in 
the postsynaptic membrane and is therefore inhibitory. 

 This picture is made more complex by the fact that neurons may have different 
receptors for these same neurotransmitters, and the different receptors have different 
effects on their targets. For example, there is also an NDMA receptor for glutamate 
that is a Ca ++  channel that opens only in response to glutamate binding plus com-
plete local membrane depolarisation. NDMA opening plays a role in triggering 
changes to synaptic strengths. In the basal ganglia, in some cases the same dopami-
nergic neuron can excite neurons with one type of receptor, and inhibit other  neurons 
with a different type of receptor. Acetylcholine comes to cortex from subcortical 
structures. It is excitatory for pyramidals in cortical areas involved in control of 
body movement, but inhibitory elsewhere. Serotonin and noradrenaline also come 
to the cortex from subcortical structures, and often have a general modulatory effect 
on their target neurons. In some cases neurotransmitter releases from one synapse 
can diffuse to affect many different postsynaptic neurons in the vicinity. All these 
complexities are discussed in more detail in Chaps.   4     and   5    .  

3.10     Flow of Information Between Neurons 

 The predominant fl ow of information is thus primarily via an action potential initiated 
in the soma of a source neuron which travels along its axon to synapses on the 
 dendrites (or sometimes the soma or axon) of target neurons. However, there are 
some exceptions to this fl ow direction. On a local scale, chemicals can travel back 
from the postsynaptic to the presynaptic neuron to make changes to the synapse. On 
a larger scale, chemicals can fl ow back along an axon from the target to the source 
neuron and infl uence the source [ 90 ].  

3.11     Electrical Activity of the Brain 

 The various types of action potentials in dendrites and axons result in measurable 
electrical activity in the brain. EEG and MEG measurements can detect this activity. 
The cortex is closest to the skull, and pyramidal neurons are arranged parallel to 
each other. Hence pyramidal neuron activity contributes most strongly to such 
external measurements. 

 It is observed that the electrical activity varies in time, and analysis reveals a 
number of different frequency bands in which there is correlation between power in 
the band and cognitive state of the brain. For example, the delta band (up to 4 Hz) is 
often detected in slow wave sleep. The theta band (4–8 Hz) may be related to 
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memory. The alpha band (8–13 Hz) is detected when the brain is drowsy or idling. 
The beta band (13–30 Hz) is present in an active, thinking brain. The gamma band 
(30–90 Hz) is associated with attention and working memory. Some bands (such as 
gamma) appear to refl ect axonal activity, others (such as beta) may refl ect activity 
in dendritic trees [ 91 ].  

3.12     Descriptive Gaps 

 In this chapter we have briefl y described the highest level anatomical structures in 
the brain, and outlined some detailed neuron physiology. The large descriptive gaps 
between the cognitive phenomena covered in Chap.   2    , the anatomy covered in the 
fi rst part of this chapter, and the neuron physiology covered in the second part illus-
trate the understanding problem. In the next two chapters we will describe neuron 
physiology and neuron chemistry in more detail, and begin to discuss what this 
physiology suggests about function. Then in Chap.   6     we will describe the major 
anatomical structures of the brain in detail, again beginning consideration of their 
functional roles.             
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                    In this chapter we will describe the morphology and physiology of neurons in much 
more detail, with particular emphasis on the ways in which molecules spanning the 
neuron membrane result in detection and integration of signals received from other 
neurons. At each point in time a neuron receives large numbers of external signals, 
most derived from other neurons. The internal chemistry of neurons results in the 
detection and integration of all the external signals and determines their current 
outputs and any changes to their integration algorithms. Hence understanding of 
how signals are received by neurons and integrated by chemical processes to infl u-
ence current and future outputs is the detailed basis for understanding neural infor-
mation processing. 

4.1     Neuron Morphology and General Electrical Properties 

 In the brain, the most important cells from a functional point of view are neurons. 
Other cells, called glia cells, support neurons by the provision of chemical and 
structural resources and have some limited information processing roles but dis-
cussion of glia cells in this book will be limited. The barrier wall or membrane 
that partially isolates a neuron from its environment is illustrated in Fig.  4.1 . The 
membrane is made up of two layers of phospholipid molecules. Phospholipid 
molecules have a water soluble (hydrophilic) head and a water repellent (hydro-
phobic) tail, and in the membrane the molecules are aligned in a double layer with 
hydrophilic heads facing out. The membrane is a barrier to most hydrophilic mol-
ecules, and allows both chemical and electrical differences to exist between the 
interior and exterior of the neuron.

    Chapter 4   
 Neuron Physiology 
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4.1.1       Major Physical Components of Neurons 

 Inside the neuron membrane is a viscous fl uid called the  cytoplasm  permeated by a 
large number of different chemicals. As illustrated in Fig.  4.2 , a number of struc-
tures are suspended in this fl uid. Different structures perform specialized functions 
and are often called organelles, by analogy with organs in the body. One organelle 
is the  nucleus , which is the cellular genetic material (DNA) surrounded by a mem-
brane which isolates the genetic material from the rest of the cell. There are large 
pores in this membrane which actively transport specifi c molecules in or out of the 
nucleus, and allow some smaller molecules to diffuse relatively freely. DNA is a 
long molecule in which specifi c segments (genes) code specifi c proteins needed by 
the cell. These proteins can be structural, functional, or catalysts for chemical pro-
cesses (in which case they are called enzymes). Generation of a protein from DNA 
occurs in a series of stages. When a chemical signal indicating the need for the 
protein is received in the nucleus, a series of chemical steps lead to production of 
messenger RNA molecules (mRNA) which are transported out of the nucleus 
through pores to other organelles called  ribosomes . Ribosomes are the structures 
where proteins are produced. Proteins required by the nucleus must be created at 
ribosomes and transported back into the nucleus through pores. mRNA can also be 
transported to ribosomes located in distant parts of the neuron, to support protein 
synthesis for specifi c local needs. For example, there are ribosomes close to indi-
vidual synapses [ 92 ] where inputs arrive from other neurons.

   Ribosomes can be free fl oating in the cytoplasm, in which case they generally 
produce proteins for internal use by the neuron. Alternatively, ribosomes can be 
attached to an organelle called the  endoplasmic reticulum . The endoplasmic reticu-
lum is an extensive set of folded membranes that are an extension of the membrane 
around the nucleus. Ribosomes attached to these membranes produce proteins for 
the use of the external cell membrane or for use outside the neuron. For example, in 

  Fig. 4.1    The neuron membrane. This membrane separates the internal cytoplasm from the extra-
cellular environment, and is a barrier to many chemicals, including ions like Na + , Ca ++ , K + , Cl −  and 
HCO 3  − . The impermeability makes it possible to maintain concentration gradients in these ions 
between the inside and outside of the neuron, sustaining a steady state electrical potential differ-
ence across the membrane       
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a synapse there are vesicles, which are bubble like structures with a concentration 
of neurotransmitter(s) surrounded by membrane. Neurotransmitters can be rela-
tively small molecules (up to about 50 atoms), or larger molecules (small proteins 
with 3–100 amino acid residues). Enzyme proteins that catalyse the synthesis of 
small molecule neurotransmitters are transported to the synapses where the synthe-
sis occurs. Pump molecules located in vesicle membranes insert the neurotransmit-
ter into the vesicles. Each pump molecule is specifi c to one neurotransmitter type, 
and depending on what pump molecules are present, multiple neurotransmitters can 
be inserted into the same vesicle. For large molecule neurotransmitters, precursor 
proteins and enzymes are synthesized from mRNA and packaged into vesicles in a 
special purpose part of the endoplasmic reticulum called the  Golgi apparatus  
located in the soma. Vesicles are then transported to the synapses where they are 
required. In this case the synthesis of the neurotransmitter occurs during transport 
to the synapse. Additional small molecule neurotransmitters are often inserted into 
these vesicles at the synapse. 

 Transport of molecules and vesicles to the location where they are needed is 
performed by components called  microtubules . These microtubules are long seg-
mented threads, and molecules or vesicles are passed from segment to segment to 

  Fig. 4.2    The internal structure of a neuron. As in any cell in the body, neurons have a range of 
internal structures which are themselves surrounded by membranes. The nucleus contains the 
genetic information. The endoplasmic reticulum is the location at which proteins are synthesized 
by ribosomes, and forms a network which can extend throughout the neuron. Many neurotransmit-
ters are synthesized and packaged in the Golgi apparatus. The mitochondria provide energy to the 
neuron in a form in which it can be utilized. The microtubules form a skeleton which supports the 
shape of the neuron and also provides a means for distributing chemicals to the locations in which 
they are required       
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their destination. The “skeleton” of the neuron that maintains its shape and fl exibility 
is made up of the microtubules plus neurofi laments (and microfi laments). There are 
also organelles called  mitochondria  which synthesize adenosine triphosphate 
(ATP). ATP molecules provide the energy to drive the chemical reactions needed by 
the neuron. Mitochondria are almost independent cells with their own separate 
genetic material. Finally, there are organelles called  lysosomes  that break down 
chemicals and components that are no longer required. Chemicals that cannot be 
recycled for some reason may be stored long term on  vacuoles , another type of ves-
sel surrounded by membrane.  

4.1.2     Major Electrical Properties of Neurons 

 As discussed in the previous chapter, complex protein molecules embedded in the 
external cell membrane link the inside of the neuron with its environment in specifi c 
ways. Ion pump molecules maintain concentration differences and an electrical 
potential difference across the membrane. In the equilibrium state this potential dif-
ference has a maintains the interior of the neuron at −70 mV relative to the exterior. 
This potential difference is called the resting potential. Ion channel molecules in 
their open state allow fl ows that can reduce concentration differences and change 
the potential difference. If the magnitude of the voltage difference is reduced (i.e. 
the interior potential becomes less negative) it is called a depolarisation, if it is 
increased (i.e. the interior potential becomes more negative), a hyperpolarisation.  

4.1.3     Structure of Neurons 

 Neurons have neurites, or very large extensions from the soma, called axons and 
dendrites as illustrated in Fig.   3.6    . A neuron has one axon, which carries the output 
of the neuron to other neurons. This axon generally comes out of the soma from an 
area called the axon hillock. An axon can branch to carry the neuron output to many 
other different neurons. The output of a neuron is a spike of voltage lasting a couple 
of milliseconds and called an action potential. The spike travels down the axon to 
infl uence other neurons. Under a constant input stimulus, different types of neuron 
generate different patterns of output action potentials [ 93 ]. In some neurons, called 
 regular spiking , spikes lasting ~1.5 ms [ 94 ] are generated individually and relatively 
independently of each other with an average frequency that varies considerably over 
time. Such neurons often exhibit the phenomenon of adaptation, in which with a 
constant stimulus the average rate of action potential generation declines with time. 
Other neurons, called  intrinsically bursting , produce clusters of action potentials, 
either singly or repetitively. Prolonged stimulus of a burst fi ring neuron results in a 
complex pattern of bursts and single spikes. Yet other neurons, called  fast spiking , 
produce sequences of shorter (~0.5 ms) spikes [ 94 ], at a characteristic frequency 
which is different for different types of fast spiking neurons [ 95 ]. Under prolonged 
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stimulation fast spiking neurons show no adaptation. The different output types are 
determined by the detailed structure of the neuron. 

 Some neurons have many dendrites that emerge separately from the soma. For 
example, the pyramidal neurons (Fig.   3.6    ) common in the cortex, hippocampus and 
amygdala have two types of dendrite: apical and basal. The one apical dendrite 
emerges from the soma on the opposite side to the axon. This apical dendrite typi-
cally has branches from its main shaft, and ends with a tuft made up of a number of 
branches. The multiple basal dendrites emerge from the soma in many directions 
perpendicular to the direction of the axon. 

 Each dendrite can branch extensively, and the degree of branching varies consid-
erably. For example, in the CA1 area of the rat hippocampus, the typical pyramidal 
neuron [ 96 ] has an average of 17 oblique branches from its apical dendrite, each of 
which bifurcates once on average. The apical tuft has about 15 branches. An aver-
age of 5 basal dendrites each branch several times, forming about 40 terminal 
branches. So in this structure there can be on average 34 terminal branches on the 
apical shaft, 15 on the apical tuft, and 40 on the basal dendrites. However, even 
within this structure, the number of terminal branches can vary by a factor of two 
either way. Between structures the average degree of branching also varies, for 
example, pyramidal neurons in the prefrontal cortex have three times the branching 
complexity of pyramidal neurons in the primary visual area [ 97 ]. The branching 
pattern of a dendrite correlates with its electrical properties. For example, apical 
dendrites with many side branches have different electrical responses from those 
with few such branches [ 98 ].  

4.1.4     Speed of Communication Between Neurons 

 Most inputs to a neuron from other neurons arrive at a synapse on a dendrite and are 
carried by a neurotransmitter across the synaptic cleft to receptors on the postsynaptic 
neuron. However, some synapses occur on the soma or even the axon, and a small 
proportion of receptors are located on the membrane distant from any synapse. 
Neurotransmitters are stored within vesicles in the presynaptic neuron. When required, 
the vesicle membrane fuses with the exterior synaptic membrane and the vesicle 
contents are released from the presynaptic synapse and diffuse across the synaptic 
cleft. Despite this intervening diffusion step, when the receptors are ionotropic 
(i.e. ion channels) the time delay between the start of an incoming action potential 
and the commencement of a postsynaptic response can be as little as 150 μs [ 99 ]. 
The minimum delay between an incoming action potential and an action potential 
output response by the postsynaptic neuron is of the order of 2 ms. 

 There are also electrical synapses with an even shorter delays, that appear to 
be important for achieving almost exact synchronisation between the activity of 
different neurons [ 100 ]. Such electrical synapses are most common in the olivary 
nucleus, the thalamic reticular nucleus, and between inhibitory interneurons in the 
cortex and hippocampus. 
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 When the postsynaptic receptors are metabotropic (i.e. triggering complex 
chemical changes in the target neuron) the time delay between incoming action 
potential and detectable neuron response is longer, and in some cases long term 
structural changes to the target neuron can result, such as modifi cations to synap-
tic weights.  

4.1.5     Physical Differences Between Neurons 

 Neurons differ in their morphology, i.e. in the sizes of their somas and in the sizes 
and general shapes of their dendrites and axons. Types of neuron are defi ned by 
similarities in these morphologies, and each brain structure contains a limited num-
ber of different types. Another major difference between neurons is that the axons 
of some neurons (projection neurons) travel outside the brain structure within which 
they are located, while the axons of other neurons (interneurons) only project 
locally. Often the projection neurons and interneurons within one brain structure 
have different morphologies. 

 Another major difference between neurons is that in some neurons many syn-
apses are located on spines which protrude out from the shaft of the dendrite, while 
in other neurons the dendritic tree is more smooth. Each spine receives one excit-
atory input, inhibitory and other inputs are sometimes located on the shaft [ 101 ]. 
Spines have a narrow neck that emerges from the dendrite and ends with a larger 
head, and the synapse terminates on the head. It is believed that spines have the role 
of chemically isolating the synapse from the rest of the dendrite [ 102 ]. Although 
spines are formed, eliminated and change in size, many spines in an adult brain last 
for the lifetime of the animal [ 103 ]. Spine size varies widely, and correlates with 
synaptic size [ 102 ]. 

 Yet another difference between neurons is in the neurotransmitters they release. 
Most neurons have a primary neurotransmitter, plus one or more additional neu-
rotransmitters that often modulate the effects of the primary neurotransmitter in 
various ways [ 104 ]. Additional neurotransmitters may be packaged in the same 
vesicles as the primary, sometimes in varying proportions, or in separate vesicles.  

4.1.6     Internal Chemistry of Neurons 

 As in all cells, there are complex, interacting chains of chemical reactions which 
implement the behaviour of the neuron. Some of these chemical reactions will be 
discussed in more detail in the next chapter, but some principles critical for general 
control will be described here. 

 For a specifi c chemical reaction to occur in a cell, at least three factors must be 
present. Firstly, energy must be available to drive the reaction. Secondly, appropri-
ate catalysts must be present to enable the reaction to occur. Thirdly, the starting 
point chemicals and catalysts must be present at the same location at the same time. 
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 Energy is generally provided by adenosine triphosphate (ATP) molecules. These 
molecules have three phosphate groups linked in a row to an adenosine molecule. The 
links between the phosphate groups require energy to create, and this energy is available 
to drive other chemical reactions by adding a phosphate group to another molecule. 

 Very few chemical reactions in a cell will proceed without a catalyst. A huge 
number of catalysts is therefore required. These catalysts are large proteins called 
enzymes, each enzyme targetting a different set of reactions. Some enzymes have an 
active state in which they can catalyse their target reaction, and one or more inactive 
states. The conversion of an enzyme into its active state is often implemented by 
addition of a phosphate group at a particular site on the enzyme, and the enzyme can 
be inactivated by removal of the phosphate group. These activation and deactivation 
processes themselves need to be catalysed by different activated enzymes. Enzymes 
called  kinases  activate other enzymes by phosphorylating them at specifi c sites, and 
enzymes called  phosphatases  inactivate other enzymes by dephosphorylating them 
[ 105 ]. A kinase may be needed to activate another kinase, resulting in long chains 
of chemical processes. Such chains may be initiated by messenger molecules that 
are released inside the neuron as a result of some external signal. An enzyme may 
require activation at more than one site, by multiple catalysts and/or messenger 
molecules, resulting in complex networks of chemical reactions as illustrated in 
Fig.  4.3 . More details on these reactions will be described in Chap.   5    .

   Enzymes and smaller messenger molecules can catalyse or initiate more than 
one chemical process. Which process will actually occur at one point in time is 
often determined by anchor proteins [ 106 ]. Anchor proteins have binding sites for 
all the catalysts, messenger molecules and participating chemicals in a specifi c reac-
tion. They therefore hold most of the reaction participants together in one place, and 
when the missing catalysts or messengers arrive, for example by diffusion from a 
release point elsewhere in the neuron, the reaction is initiated.  

4.1.7     Permanence of Neurons 

 In most organs of the body, new cells are constantly generated to replace older cells. 
However, in the mammal brain, the vast majority of neurons exist at birth, with few 
subsequent additions. This presumably refl ects the unique information captured by 
individual neurons through learning, which generally cannot be preserved if the 
neurons are replaced. The only exceptions to this general rule appear to be that new 
interneurons are generated in the olfactory bulb and new granule cells in the dentate 
gyrus of the hippocampus [ 107 ].   

4.2     Molecules Embedded in the Neuron Membrane 

 A wide range of protein molecules are embedded in the neuron membrane and span 
that membrane to link the exterior and the interior in different ways. Four important 
categories of embedded molecule are ion pumps, ion channels, G-protein receptors 

4.2 Molecules Embedded in the Neuron Membrane

http://dx.doi.org/10.1007/978-94-007-7107-9_5


60

and tyrosine kinase receptors. Ion pumps are constantly active and force specifi c 
ions in one direction across the membrane, maintaining a concentration gradient of 
that ion between the inside and outside of the neuron. Ion channels, G-protein 
receptors and tyrosine kinase receptors have a resting or inactive state, and are 

  Fig. 4.3    A simplifi ed view of some separate but interacting pathways that can result in gene 
transcription.  A  – The neurotransmitter dopamine targets a D1 G-protein receptor and triggers 
separation of the α-subunit from the β/γ subunits. The α-subunit then activates the membrane 
bound protein adenylyl cyclase (AC). AC catalyses conversion of ATP molecules into cAMP mol-
ecules. cAMP molecules catalyse the activation of the kinase PKA, which can activate the CREB 
transcription factor. Activated CREB triggers transcription of the c-fos gene.  B  – The neurotrans-
mitter glutamate opens an NDMA channel, allowing diffusion of Ca ++  ions into the cytoplasm. 
These ions bind to molecules of calmodulin, and the bound complex can activate the kinase 
CaMKII. This kinase can activate CaMKIV which in turn can activate CREB.  C  – Simultaneous 
activation of NDMA and mGluR5 receptors by glutamate results in an interaction between pro-
teins bound to them in the postsynaptic density (Homer1b/c and PSD-95 respectively). The bound 
complex activates a MAP kinase, triggering a cascade of kinase phosphorylation leading to the 
activation of CREB.  D  – Activation of an mGluR5 receptor by glutamate results in the α-subunit 
activating PLC. PLC hydrolysed a membrane phospholipid into two components: DAG which 
remains in the membrane and IP 3  which is released to diffuse through the cytoplasm. DAG acti-
vates a membrane bound kinase called PKC. PKC can activate CaMKK, which leads to CaMKIV 
activation and again to CREB activation. IP 3  activates channels in the endoplasmic reticulum leading 
to release of Ca ++  stores into the cytoplasm. Ca ++  can trigger further reactions. Crosstalk between 
these pathways includes PKA in path 1 inhibiting CaMKK in paths 2 and 4; CaMKIV in paths 2 and 
4 inhibiting AC in path 1; CaMKK and CaMKIV in paths 2 and 4 inhibiting the kinase activation 
chain in path 3       
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switched to an active state by some stimulus. This stimulus is often the presence of 
some relatively small neurotransmitter molecule outside the neuron which activates 
the embedded molecule by binding to it. Small molecules that activate other mole-
cules by binding to them are often labelled  ligands . In the active state an ion channel 
is open to allow specifi c ion types to diffuse freely through the channel between the 
inside and outside of the membrane, while in the inactive state it is closed. In the 
case of ligand gated ion channels, opening is triggered by the presence of a neu-
rotransmitter in the extracellular environment which binds to the ion channel. 
Voltage gated ion channels are opened if the membrane potential is in a specifi c 
range. Yet other ion channels require both a neurotransmitter and a specifi c mem-
brane potential value. G-protein receptors respond to external neurotransmitters by 
triggering changes within the neuron which can vary from the opening of ion chan-
nels to transcription of genetic information in the nucleus. Tyrosine kinase receptors 
are activated by an external ligand, and when activated can phosphorylate proteins 
such as enzymes within the neuron, initiating chains of chemical reactions. 

4.2.1     Ion Pumps 

 As discussed in Chap.   2    , large numbers of protein molecules called sodium- 
potassium (Na + /K + ) pumps are embedded in the neuron membrane. This Na + /K +  
pump molecule constantly goes through a cycle powered by ATP molecules which 
forces three Na +  ions from the inside of the membrane to the outside and two K +  
ions from the outside to the inside. The effect of the operations of large numbers of 
Na + /K +  pumps is to make the internal neuron environment lower in Na +  ion concen-
tration than the outside environment and higher in K +  ion concentration. The con-
centration differences also result in a potential difference between the exterior and 
interior of the neuron in the range −65 to −85 mV. 

 Two other pump molecules move calcium (Ca ++ ) ions from the inside to the out-
side of the neuron [ 108 ]. One is the Plasma Membrane Ca ++  ATPase (PMCA) mol-
ecule that uses the energy of one ATP molecule to move one Ca ++  ion across the 
membrane. This molecule pumps at a relatively slow rate, but over time maintains a 
very low concentration of Ca ++  ions within the neuron. A second molecule, the Na + /
Ca ++  exchanger, uses the energy implicit in the low concentration of Na +  ions within 
the neuron to shift one Ca ++  ion to the outside in exchange for three Na +  ions moving 
in. This pump operates only if there is a high concentration of Ca ++  ions inside the 
neuron, but in this situation it operates much faster than the PMCA molecule. 

 There are also ion pump molecules that move chloride (Cl − ) ions across the cell 
membrane. These cation-chloride co-transporters (CCCs) are neutral in their 
electrical effects because any Cl −  ion movements are accompanied by an equivalent 
number of Na +  or K +  ion movements. Different CCCs can move Cl −  ions in either 
direction across the membrane, but in neurons there is generally a defi ciency of Cl −  
in the interior. Osmotic pressure will therefore move Cl −  ions into the neuron if a 
Cl −  channel is opened. Yet another ion pump exchanges Cl −  and bicarbonate (HCO 3  − ) 
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ions [ 109 ]. This Cl − /HCO 3  −  exchanger generally results in a higher concentration of 
HCO 3  −  ions in the interior of the neuron. 

 The difference in concentration of ions means that there is an osmotic pressure 
in favour of a fl ow of ions to equalize the concentrations, but the phospholipid mem-
brane largely blocks such fl ows.  

4.2.2     Ion Channels 

 Different types of ion channel can pass Na + , K + , Ca ++ , Cl −  or HCO 3  −  ions. Some 
channels can pass more than one type of ion, for example cation channels that pass 
Na + , K +  and Ca ++  ions to varying degrees. 

 As shown in Fig.  4.4 , the opening of a channel molecule can be triggered in a 
number of ways. Some channels, called neurotransmitter- or ligand-gated, open if 

  Fig. 4.4    The cell membrane is penetrated by various proteins. Some of these proteins serve as 
channels for ions to fl ow across the membrane. Ion channels can be fairly specifi c for one type of 
ion (generally Na + , K + , Ca ++  or Cl − ), or can allow passage for multiple types (e.g. Na + , K + , and Ca ++ , 
or Cl −  and HCO 3  − ). Ion channels have an open state which allows passage of their ion type, and 
closed that blocks passage. The opening and closing of channels can be controlled by three types 
of mechanism. ( a ) A specifi c chemical called a ligand in the extracellular environment opens the 
channel by binding to a specifi c receptor site. ( b ) A chemical in the intracellular environment 
opens the channel by binding to a specifi c receptor site. ( c ) The channel is opened when the voltage 
across the membrane in the vicinity of the channel is within a specifi c range of values. Often but 
not always the range does not include the resting potential. Some ion channels are opened by com-
binations of these mechanisms. Ion channels of different types are widely but unevenly distributed 
over the neuron membrane, including soma, dendrites and axon       
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a specifi c chemical (the neurotransmitter) outside the neuron binds to a particular 
site on the molecule. There are many different neurotransmitters that can open 
different channels, and generally multiple different types of channel opened by 
the same neurotransmitter. Although in most cases a channel molecule bonds to 
molecules of just one neurotransmitter, in some cases an additional neurotrans-
mitter will affect opening in some fashion. Ligand gated ion channels are gener-
ally concentrated in the post-synaptic density, the region of the postsynaptic 
neuron opposite the synaptic cleft.

   In addition to open and closed states, some ion channels have additional states, 
for example a closed state in which they have a higher than normal resistance to 
being opened. Ion channels can also differ in the lengths of time they remain open. 

 The opening of an ion channel affects the membrane potential close to the 
channel in different ways. Because there is a much higher concentration of Na +  
and Ca ++  ions outside the membrane, opening of Na +  or Ca ++  channels will result 
in an infl ow of positive ions that will depolarise the membrane, exciting the 
neuron. Because there is a higher concentration of K +  ions inside the membrane, 
opening a K +  channel will result in an outfl ow of positive ions that will hyper-
polarise the membrane and inhibit the neuron. In most neurons, there is a higher 
concentration of Cl −  ions inside the membrane. Although the concentration gra-
dients across the membrane for Na + , K +  and Ca ++  ions do not vary signifi cantly 
between different types of neuron, inside some neurons the concentration of 
Cl −  ions is maintained lower [ 110 ], and opening a Cl −  channel will cause depo-
larisation [ 111 ]. In addition, Cl −  channels are often able to pass other negative 
ions like HCO 3  − , which may have opposite concentration gradients across the 
membrane [ 112 ], and channel opening can be inhibitory or excitatory depending 
on circumstances. 

 Voltage-gated ion channels are triggered to open by the membrane potential 
reaching some value (generally different from the resting potential) which is the 
threshold for the channel. The threshold is usually a depolarisation but can some-
times be a hyperpolarisation (e.g. the cation channel I h ) from the membrane poten-
tial. Depending on the ions passed by the channel, openings may reinforce or oppose 
the membrane potential change that caused them to open. When the threshold is 
reached, a channel takes a characteristic time to open, and remains open for another 
characteristic time, or in a some cases until the membrane depolarisation reaches 
some other voltage threshold. There are a large number of different types of voltage 
gated ion channels, that differ in the ions they pass, the time taken to open and close, 
and the ion current they pass when open at a given voltage (i.e. their conductance, 
the inverse of electrical resistance). Some channels pass ions more effectively one 
way than another and are called rectifying (e.g. the inward rectifying K +  channel). 

 Some voltage gated channels are affected by factors in addition to the membrane 
potential, such as the presence of neurotransmitters. Many voltage gated channels 
are affected by the presence of chemicals called second messengers like cAMP 
[ 113 ], which are infl uenced by G-protein receptors. In one important K +  channel 
type the primary gating is viewed as being by Ca ++  ions but there is strong depen-
dence also on membrane voltage. 

4.2  Molecules Embedded in the Neuron Membrane



64

 Most ligand gated channels are located close to a synapse. Voltage gated ion 
channels can be located anywhere on a neuron, each type of neuron has a specialized 
selection of channels which are distributed in an uneven fashion over its soma, den-
drites and axon [ 114 ]. For example, there can be large differences in concentration 
of one channel type and relatively uniform distribution of another channel type 
between soma and dendrites of the same neuron [ 115 ]. There is evidence for consid-
erable variation in the numbers of channels between similar dendritic locations 
[ 116 ,  117 ]. Non-uniform distributions of K + , Ca ++  and I h  channels have been 
observed in the dendrites of many different types of neuron [ 114 ]. 

 Later in the chapter we will discuss examples of the many different types of ion 
channel. To understand the signifi cance of the many different types, consider a pyra-
midal neuron in the cortex. Such a neuron has large numbers of excitatory synapses 
from other pyramidal neurons, and these synapses contain Na +  channel receptors. 
As discussed in Chap.   3    , these synapses can be viewed as defi ning a number of dif-
ferent conditions instantiated on dendritic branches. The neuron receptive fi eld is 
detected if a signifi cant proportion of the conditions are present. A neuron therefore 
integrates detections of combinations of conditions. The communication of detec-
tions occurs largely by dendritic action potentials propagating along the membrane. 
The huge range of different ion channels make it possible to regulate these action 
potentials, and therefore the detection of a receptive fi eld, in many different ways. 

 Voltage gated ion channels can defi ne a reference integration algorithm, placing 
relative weights on different branches and dendrites through the strengths of the 
pathways carrying the dendritic action potentials. Voltage gated ion channels can 
also regulate the pattern of output axonic action potentials, determining for example 
if the neuron is regular, burst or fast spiking. Neurotransmitters targetting voltage 
gated ion channels and modulating their responses can regulate the reference inte-
gration algorithm in different ways. Inhibitory synapses allow their source neuron 
to reduce the probability of receptive fi eld detection by the target neuron, regulate 
the relative infl uence of different dendrite or branch conditions, or even the relative 
infl uence of different synapses within one branch. Hence the detection of the pri-
mary pyramidal neuron receptive fi eld within the activity of other pyramidal neu-
rons can be regulated by the activity of other types of neurons in the cortex and in 
many other anatomical structures. The challenge is to describe this regulation with-
out requiring huge and incomprehensible degrees of detail. Such a description will 
be approximate, so it must also be possible to know where approximations are being 
made and to map parts of the description to more detailed levels if required.  

4.2.3     G-Protein Receptors 

 G-protein receptors are molecules that span the neuron membrane. Outside the 
membrane they are sensitive to specifi c neurotransmitters. Inside the membrane 
they can trigger the activity of G-proteins that are embedded in the membrane but 
only interact with the cell interior. G-protein activity triggers cascades of chemical 
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reactions that can have many different effects on the target neuron. Although there 
are many different G-protein receptors and G-proteins, they have a typical structure 
and mode of operation as illustrated in Fig   .  4.5 .

   Outside the membrane, each G-protein receptor molecule has a binding site for 
one specifi c neurotransmitter. If the neurotransmitter binds to that external site, a site 
on the receptor inside the membrane is activated, which in turn activates a G-protein. 
In response to activation, the G-protein splits into two components, α and β/γ. The α 
component has a binding site that activates a membrane-bound enzyme. This enzyme 
in turn activates many molecules of an internal chemical messenger (called a second 
messenger). Second messengers can initiate sequences of chemical processes within 
the neuron, leading to results ranging from opening of ion channels to transcription 
of genetic information. The primary role of the β/γ component is to recombine and 
therefore inactivate the α component, but the β/γ component can sometimes have an 
additional role, such as directly opening ion channels [ 118 ]. 

 In more detail, the G-protein is inactive when the α component is bound to a 
small molecule called guanosine diphosphate (GDP). The receptor protein catalyses 

  Fig. 4.5    G-protein receptor systems. G-protein receptor systems include a receptor with one or 
more extracellular binding sites, a G-protein, and various second messenger molecules. The receptor 
is a protein that spans the neuron membrane. The G-protein is made up of α, β and γ components 
that in their inactive state are bound together, with the α component also bound to a guanosine 
diphosphate ( GDP ) molecule. In a typical activation sequence, the receptor is bound at its extracellular 
site by a neurotransmitter; the bound receptor activates the G-protein to a state in which it dissociates 
from GDP and is bound by guanosine triphosphate ( GTP ). The G-protein then splits into an α 
subcomponent and a β/γ subcomponent, either of which can catalyse further chemical reactions. For 
example, the enzyme activated by the α subcomponent may catalyse conversion of molecules in an 
inactive state present in the intracellular environment into an active form which can diffuse within 
the neuron and catalyse yet other reactions. These active molecules are called second messengers       
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replacement of the GDP by guanosine triphosphate (GTP), which breaks the α 
component from the β/γ component. However, the α component is also a catalyst for 
the conversion of GTP to GDP. Such a conversion results in recombination of the 
G-protein components, limiting the period of time a G-protein is activated. 

 Any one neurotransmitter generally has multiple G-protein receptors, but multiple 
G-protein receptors can target the same G-protein and therefore modulate the same 
chemical processes. A number of different such processes infl uenced by G-protein 
systems will be described below. 

 G-protein receptors are generally concentrated in the postsynaptic synapse. 
However, in specifi c cases such as certain receptors for the neurotransmitter dopa-
mine [ 119 ], they can be distributed over regions of the dendritic tree remote from 
actual synapses.  

4.2.4     Tyrosine Kinase Receptors 

 Tyrosine kinases, when activated, phosphorylate other proteins at tyrosine amino 
acid positions in the target protein. Some tyrosine kinases, called tyrosine kinase 
receptors, are bound to the cell membrane and are activated by an external ligand 
molecule. The most common ligands for tyrosine kinase receptors are a category 
of chemicals called neurotrophins or growth factors. Activation of tyrosine 
kinase receptors by neurotrophins plays a key role in managing cell division and 
differentiation of cells into different types. However, neurotrophins can also acti-
vate tyrosine kinase receptors in mature neurons to affect changes to synaptic 
strengths [ 120 ]. 

 The four neurotrophins are nerve growth factor (NGF), brain derived neuro-
trophic factor (BDNF), neurotrophin-3 (NT-3) and neurotrophin-4 (NT-4). There 
are three types of tyrosine kinase receptors: TrkA; TrkB and TrkC. Each receptor 
can be activated by one or more of the neurotrophins. As discussed later, activa-
tions lead to triggering a number of signalling pathways which can lead to gene 
activation [ 121 ].   

4.3     Electrochemical Signals Within and Between Neurons 

 Much of the communication within and between neurons is by electrical signals. 
However, these electrical signals are not simply currents. Simple currents would be 
fast, but would decay because of electrical resistance. The electrical signals between 
neurons are carried by chemical processes that regenerate the signal at a sequence 
of points. This regeneration allows the same signal to reach all the different syn-
apses down the branches of the axon at considerable distances from the neuron. 
However, although the same signal reaches each synapse, its effect on that synapse 
can be different, allowing a source neuron to have different effects on its targets. 
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The effects of individual synapses can be separately managed based on presynaptic 
and postsynaptic neuron activity. 

 Within a neuron, electrical signals can be simple currents carried by diffusion of 
ions, but they can also be chemically regenerated electrical signals carrying longer 
distances across the dendritic tree. 

4.3.1     Action Potentials Between Neurons 

 Neurons communicate with each other by means of action potentials. Such an action 
potential is a collapse of the voltage across a small area of axon membrane for a 
brief period of time, which propagates along the axon. The propagation of an action 
potential can be understood from Fig.  4.6 . There is a high concentration of voltage 
gated Na +  channels and of voltage gated K +  channels all along the axon. The resting 
membrane potential is −70 mV, the Na +  channels open if the membrane is depolar-
ised to about −55 mV, and the K +  channels open if the membrane is depolarised to 
+30 mV. If a calcium action potential initiated in the dendritic tree and/or external 

  Fig. 4.6    Variation in membrane potential during an action potential. Slight decreases from the 
resting potential can occur at some area of the membrane, for example by opening of Na +  channels 
in the vicinity. If such a decrease, called a depolarisation, reaches a threshold value, voltage gated 
ion channels that are able to pass Na +  ions open, forcing a much larger depolarisation that collapses 
the membrane potential. Once collapsed, the Na +  channels close and the membrane potential is 
restored, with a slight overshoot (hyperpolarisation) due to the opening of K +  channels. The whole 
process takes of the order of 2 ms. The Na +  ions can diffuse to the neighbouring region of the 
membrane, where they can trigger another collapse. Hence the collapse can propagate along the 
neuron membrane. Such a propagating collapse is called an action potential. Note that one effect 
of the hyperpolarisation is to prevent transmission of the action potential back towards the 
neuron       

 

4.3  Electrochemical Signals Within and Between Neurons



68

inputs direct to the soma result in a membrane depolarisation at the axon hillock 
reaching −55 mV, the voltage gated Na +  channels open, allowing a massive fl ow of 
Na +  ions which equalizes the concentration close to the membrane. The potential 
difference across the membrane therefore collapses. The unaffected excess of K +  
ions in the interior in fact causes the membrane potential to go positive to about 
+30 mV. This positive potential level is the trigger for closing the Na +  channels and 
opening K +  channels. With the Na +  channels closed, the excess Na +  ions diffuse 
away from the membrane into the interior of the neuron, restoring the negative 
potential within a millisecond or so. The opening of the K +  channels removes the 
positive potential supported by the concentration difference, making the restoration 
faster and in fact overshooting slightly. The K +  channels then close and the mem-
brane potential is restored to its steady state value. The collapse and restoration of 
the membrane potential takes a couple of milliseconds.

   If the potential collapses at one point in the axon membrane, diffusion of Na +  
ions means that there will be drops in the membrane potential in adjacent axon 
areas. This leads to a similar Na +  channel driven collapse in the membrane potential 
in that adjacent area and the collapse propagates along the axon to all the targets of 
that axon [ 122 ]. The brief hyperpolarisation prevents reverse propagation of the 
action potential. The membrane collapse mechanism means that the action potential 
is regenerated at each point using the energy stored in the steady state membrane 
potential. Hence unlike simple conductance of an electrical current the magnitude 
of the potential does not decay as it propagates. Simple conductance of current does 
occur within neurons, but such currents decay with distance from point of origin. 

 The speed with which the collapse propagates along an axon has been measured 
in mammals to vary between 10 and 100 m/s [ 123 ]. One major factor determining 
this speed is the diameter of the axon, larger diameters resulting in higher speeds. 
The speed for a given diameter can be increased by about a factor of ten by a myelin 
coating [ 124 ]. Glia cells coat stretches of the axon with myelin, with the coated 
stretches separated by uncoated sections (called nodes of Ranvier). Myelin conducts 
electricity, and the distance between two nodes is short enough that an action poten-
tial is carried from one node to the next with enough strength to generate a collapse 
in that next node. The action potential is therefore carried much faster, jumping 
rapidly across myelinated sections and being regenerated fully at the nodes. The 
myelin coat has the additional advantage that it reduces the total fl ow of ions and 
therefore the energy to restore the axon to resting potential. Myelin is white, and 
volumes of brain tissue largely made up of myelinated axons therefore appear white, 
hence for example the white matter inside the cortex. 

 There is a general similarity between all action potentials along axons, but the 
frequency with which they can be generated and their detailed shape can differ 
between neurons. As described earlier, part of the process that terminates an action 
potential is the opening of voltage gated K +  channels. The resultant membrane 
hyperpolarisation typically lasts for 1–10 ms, and it is much more diffi cult for a 
neuron to generate another action potential during this period. In some neurons this 
fast hyperpolarisation is reinforced by K +  channels that are opened by the presence 
of Ca ++  ions inside the neuron [ 125 ]. Such Ca ++  gated K +  channels are described 
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below. In some cases there are also two longer term hyperpolarisations lasting from 
several hundred milliseconds to several seconds [ 125 ]. The medium component of 
this longer term hyperpolarisation begins within <10 ms of the action potential and 
lasts between 50 and several hundred milliseconds. The slow component is often 
only observed after several action potentials, has a slow rise and can last for several 
seconds. The longer term hyperpolarisations are produced by different types of Ca ++  
gated K +  channels. The Ca ++  ions involved in both fast, medium and slow hyperpo-
larisations are present inside the neuron as a result of the opening of voltage gated 
Ca ++  channels during the action potential. 

 The detailed shapes of the fast, medium and slow hyperpolarisations depends on 
the concentration and type of the various ion channels, and infl uences the frequency 
and shape of the action potentials generated [ 126 ]. The adaptation phenomenon 
described earlier, in which the probability of spike production declines after a 
sequence of spikes, is the result of such hyperpolarisations.  

4.3.2     Calcium Action Potentials Within Dendrites 

 Calcium action potentials tend to occur within dendritic trees, at least in pyrami-
dal neurons in the cortex. Such action potentials reach their peak in 5–10 ms, 
slower than Na +  action potentials [ 127 ]. They also differ from Na +  action poten-
tials along axons in that they are not fully self sustaining, often propagating only 
for relatively short distances across the dendritic membrane and not reaching the 
soma [ 128 ]. However, even if the action potential does not reach the soma, some 
current can reach the soma by passive conductance from the region in which the 
action potential occurred.  

4.3.3     Backpropagating Action Potentials 

 When an action potential is initiated down the axon of a neuron, some potential will 
propagate back into the dendritic tree. This propagation can be passive, in which case 
it decays relatively rapidly. However, backpropagation into the dendritic tree can also 
occur actively by an action potential. A backpropagating action potential [ 129 ] 
depends upon voltage gated Na +  channels but may also involve voltage gated Ca ++  
channels and can be blocked by K +  channels. The degree to which it propagates 
depends upon the densities and activation states of these channels over the surface of 
the dendrite, which varies between different dendritic areas within the same neuron 
[ 130 ] and between different types of neuron [ 129 ]. For example, backpropagation is 
almost passive in Purkinje cells, which are a type of neuron located in the cerebellum. 
A backpropagating action potential penetrates actively to all parts of the dendritic 
tree of projection neurons in the substantia nigra (part of the basal ganglia). 
Backpropagation in cortical pyramidal neurons lies between these two extremes. 

4.3  Electrochemical Signals Within and Between Neurons
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 Such backpropagating action potentials communicate to the dendritic tree that an 
output action potential has been generated down the axon. This information is used 
to determine whether weight changes are made to recently active synapses that con-
tributed to generation of the output.   

4.4     Synapses and Synaptic Strengths 

4.4.1     Synaptic Strengths 

 At an excitatory synapse, neurotransmitter released by the source neuron attaches to 
binding sites on neurotransmitter gated Na +  channels in the membrane of the post-
synaptic neuron resulting in fl ow of Na +  ions into the target neuron. This fl ow of 
ions is an excitatory postsynaptic potential (EPSP), which depolarises the mem-
brane of the target neuron in the vicinity of the synapse. 

 Chemical processes in the synaptic cleft constantly remove neurotransmitter, so 
it is only available for a brief period. The size of the EPSP is determined by the 
number of opened Na +  channels. An action potential arriving at a synapse with more 
Na +  channels and more neurotransmitter release will therefore have a larger effect. 
Such synapses are said to be stronger. 

 The pyramidal neurons common in the cortex release the neurotransmitter gluta-
mate at all their synapses on to other neurons. Postsynaptic neurons have molecules 
of a protein called the AMPA receptor embedded in the membrane opposite the 
postsynaptic cleft. The AMPA receptor is a Na +  channel opened by glutamate, 
which is therefore excitatory. The number of AMPA receptor molecules in a syn-
apse is therefore a key parameter in determining the synaptic strength.  

4.4.2     Synaptic Strength Changes on Different Timescales 

 If the magnitude of neurotransmitter release or number of ionotropic receptors 
changes, the strength of the synapse changes. If the strength increases, the change 
is called potentiation, if it decreases, depression. Changes to synaptic strengths 
can occur in response to specifi c types of neuron activity. Investigation of such 
changes typically involves electrical stimulation of an axon bundle carrying inputs 
to some structure, and measuring the postsynaptic potential generated by the tar-
get structure. One heavily investigated example is the Schaffer bundle of axons 
carrying inputs to CA1 from CA3 in the hippocampus. The electrical stimulation 
is in the form of a sequence of pulses with a general similarity to action potentials. 
Initially, a low level of stimulation is used to determine a baseline postsynaptic 
response. Different types of stronger inputs are then imposed, and changes to the 
baseline response measured. For example, one type of input is the theta-burst 
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stimulation (TBS) protocol in which one unit of input is 10 bursts of 5 pulses 
delivered at 200 ms intervals, in a general imitation of the theta band of the EEG. 
Multiple TBS trains can be delivered at 30 s intervals. The change in postsynaptic 
response typically depends on the number of trains delivered [ 131 ]. In addition, 
relatively long term changes can depend on whether the postsynaptic neuron 
produces an output action potential, and the relative timing of the synaptic input 
and target neuron output [ 132 ]. 

 Changes can be very short term, lasting for periods of the order of milliseconds 
to a minute or two until they relax back to the original strengths [ 133 ]. Very short 
term changes are believed to be supported by changes in the presynaptic neuron 
[ 134 ]. In some cases these very short term changes may be driven by receptors in 
the presynaptic neuron that are sensitive to the neurotransmitter released by the 
presynaptic neuron [ 135 ]. These receptors then infl uence the magnitude of neu-
rotransmitter release in the immediate future. In other cases, residual Ca ++  concen-
trations in the presynaptic neuron remaining from a previous action potential can 
infl uence the response to a later action potential [ 133 ]. These very short term 
changes will be labelled very short term potentiation (VSTP) for increases and very 
short term depression (VSTD) for decreases. 

 Longer term changes can persist more than a few minutes, much longer that the 
neuron activity that induced them. Changes lasting longer than a few minutes, but 
returning to original weight within 30–60 min are sometimes called short-term 
potentiation (STP) or depression (STD). Increases or decreases in synaptic weight 
change that are maintained for longer than 30–60 min are called long term potentia-
tion (LTP) or long term depression (LTD) [ 136 ]. LTP and LTD are further subdi-
vided by the length of time beyond 60 min that they persist. LTP and LTD have 
mainly been investigated in excitatory synapses on to both excitatory and inhibitory 
projection neurons, but have also been observed in inhibitory synapses made by 
interneurons. LTP and LTD have been observed in many different brain structures 
[ 137 ]. However, there is evidence that in live brains ( in vivo ), LTD is less common 
than LTP in many [ 138 ,  139 ] but not all anatomical structures. The cerebellar cortex 
is a specifi c example where LTD is commonly observed [ 140 ]. 

 One very important type of LTP and LTD modulates AMPA receptor channels 
in the postsynaptic membrane adjacent to the synaptic cleft. Chemical modifi ca-
tions can change the size of the ion currents carried by AMPA receptor channels. 
Changes to the number of AMPA receptor channels, which can be accompanied by 
enlargement of the synapse [ 141 ], can occur in response to specifi c types of neuron 
activity [ 132 ]. Pre-existing AMPA receptor channels can diffuse from the nearby 
dendritic shaft, or can be released from a vacuole to the spine [ 142 ]. LTD occurs 
by removal of AMPA receptor channels from the postsynaptic membrane to the 
interior of the neuron [ 143 ]. 

 Three different timescales for AMPA receptor channel based activity depen-
dent LTP have been defi ned: short term LTP (STP or LTP1); early LTP (E-LTP or 
LTP2) and late LTP (L-LTP or LTP3) [ 144 ]. LTP2 develops later that LTP1, and 
LTP3 later than LTP2. Hence the initial increase in synaptic weights depends on 
LTP1, as LTP1 decays it is replaced by LTP2, and as LTP2 decays it is replaced 
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by LTP3. If the later types are not induced, the synaptic weight increase decays 
again without being replaced [ 145 ]. 

 In some cases LTP and LTD require the presence of other neurotransmitters such 
as dopamine in order to take place [ 146 ]. STP requires transient modifi cations to 
locally available enzymes, receptors and/or ion channels, but not synthesis of new 
proteins [ 147 ]. E-LTP requires some protein synthesis, but only utilizes mRNA that 
is already available locally, close to the synapse [ 148 ]. L-LTP requires structural 
modifi cations involving gene transcription in the cell nucleus and transport of new 
proteins or mRNA to the synapse [ 149 ], and generally require the presence of mod-
ulating neurotransmitters such as dopamine at an appropriate time [ 150 ]. 

 Long term changes to synaptic weights are the physical substrate for memory 
[ 151 ,  152 ]. Such changes require sequences of chemical processes on a number of 
different timescales ranging from milliseconds to months [ 153 ].  

4.4.3     Management of Long Term Average Neuron Firing Rate 

 Over time, pyramidal neurons in the cortex can grow and add synapses to their den-
dritic trees, and therefore receive more action potentials. The weights of individual 
synapses can change. However, the long term average frequency of a neuron fi ring 
is maintained within a fi xed range [ 154 ]. When a pyramidal neuron in the cortex 
fi res, it releases a neurohormone called brain derived neurotrophic factor (BDNF). 
BDNF in the extracellular environment reduces the strength of excitatory synapses 
on to pyramidal neurons, scaling the strengths of all synapses down by removing a 
proportion of AMPA receptors. BDNF also increases the strength of excitatory syn-
apses from pyramidal neurons on to interneurons that inhibit local pyramidal neu-
rons, also reducing average pyramidal fi ring rates. A reduction in extracellular 
BDNF increases the strengths of excitatory pyramidal synapses. These changes 
scale all the synapses on a neuron by the same multiplicative factor, and require 
hours or days of altered activity to have an effect [ 155 ]. Hence extracellular BDNF 
operates to stabilize long term pyramidal neuron average fi ring rates. 

 As discussed later, the functional signifi cance of this regulation is that a neuron 
is detecting some circumstance defi ned by its receptive fi eld. Its primary value is 
discriminating between circumstances in which different behaviours are appropri-
ate. If a neuron fi res too often, its discriminatory value is less.   

4.5     Specifi c Molecules 

 A range of specifi c molecules have important roles in communication between 
neurons and in changes within neurons in response to such communications. In the 
rest of this chapter some of these molecules will be discussed under fi ve categories. 
Firstly, neurotransmitters and their associated ion channel and G-protein receptors. 
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Secondly, various second messengers that carry amplifi ed neurotransmitter signals 
within neurons. Thirdly, the different types of G-protein receptors that activate second 
messengers. Fourthly, voltage gated ion channels. Fifthly, kinases and phosphatases 
that activate and inactivate enzymes and other proteins will be mentioned, but more 
fully discussed in Chap.   5    . 

 There are very large numbers of different molecules in most categories. In human 
beings there are hundreds of different G-proteins, which can be organized into fi ve or 
six classes. There are over one hundred voltage gated ion channels, many hundreds of 
ligand gated ion channels and many hundreds of kinases. Not all of these G-proteins, 
ion channels and kinases are present in neurons. Five second messengers that have 
been found in neurons, and it is estimated that there are over 50 neurotransmitters. 

 Some examples from each category will be described, including molecules that 
will form part of the discussions of chemical processes within neurons in Chap.   5    . 
One objective is indicate the extent of the range of chemical capabilities. In Chap.   6     
some processes that support some key neuron information processes will be 
described, and a second objective is to provide information about the molecules that 
feature in these processes. 

4.5.1     Neurotransmitters 

 A neurotransmitter is generally defi ned by a number of characteristics. Firstly, 
it is a chemical that is packaged in vesicles located within axon terminals. 
Secondly, Ca ++  entry into the axon terminal triggers release of the neurotrans-
mitter from the vesicles into the extracellular environment. Thirdly, the neu-
rotransmitter binds to specifi c sites on receptor molecules embedded in the 
membrane of target neurons, producing changes to those neurons. Fourthly, 
there are mechanisms for removing the neurotransmitter from the external envi-
ronment after release. There are more than 50 known chemicals that act as neu-
rotransmitters in the human brain, each of which has a set of different receptor 
molecules to which it binds [ 156 ]. Neurotransmitters can range in size from 
individual ionized atoms, through relatively small molecules with up to perhaps 
50 atoms to much larger neuropeptides. Zinc ions are an example of individual 
atoms. Small molecules are often either amino acids or molecules of a type 
called amines. These molecules contain under 50 atoms. Examples include the 
amino acids glutamate, aspartate, GABA, glycine and serotonin, and the amines 
dopamine and norepinephrine. A small molecule neurotransmitter that does not 
fi t in either of the two categories is ATP, which is also the primary energy trans-
fer mechanism in all biological processes. Neuropeptides are small proteins that 
can vary from 3 to 100 amino acid components. For example, oxytocin contains 
nine amino acids, a little under 150 atoms. 

 There are also some chemicals that are counted as neurotransmitters even 
though they do not have all the defi ning characteristics. In particular, gases like 
carbon monoxide (CO) and nitric oxide (NO) can be synthesized in one neuron 
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and diffuse through the membranes to have effects in another neuron. NO will be 
discussed further below. 

 Most individual neurons produce one primary neurotransmitter, but often 
also produce additional neurotransmitters. Such additional neurotransmitters may 
be packaged in the same vesicles as the primary, in which case they will tend 
to be released in the same circumstances. In other cases, additional neurotrans-
mitters are packaged in separate vesicles and released in somewhat different 
circumstances [ 157 ]. 

 Receptor molecules on target neurons determine the effect of a neurotransmitter, 
and there can be many different receptors for any one neurotransmitter. The effects 
of receptor molecules on the target neuron can differ in both the type of change and 
the timescale over which the change initiates and persists. 

 Some very common neurotransmitters bind to ionotropic receptor molecules, 
i.e. ion channels. Binding causes them to open. Such binding occurs for a limited 
period of time and the neurotransmitter molecule is then released and the channel 
closes. Major parameters which differ between different ionotropic channels 
include the  types of ions  that are conducted; their  conductance  or the ion current 
that passes when they are open; their  activation time  or the time they take to open 
after binding; and their  deactivation time  or the time they take to close. In addi-
tion, some receptors no longer open after continuous exposure to their neurotrans-
mitter beyond a certain time ( desensitisation time ), and once desensitized take 
time to recover ( recovery time ). All these time constants are collectively known as 
the kinetics of the channel. 

 Most neurotransmitters have more indirect and/or more complex effects, binding 
to molecules called metabotropic receptors and triggering a sequence of chemical 
processes within the neuron [ 158 ]. Such sequences generally involve a step using a 
G-protein which triggers release of a chemical messenger molecule into the interior 
of the neuron. This chemical messenger is called the second messenger because it is 
activated after the external neurotransmitter which is the fi rst messenger, and such 
sequences are therefore called G-protein second messenger (GPSM) systems [ 159 ]. 

 One major difference between GPSM systems and systems in which neurotrans-
mitters act directly on ion channels is that GPSM systems are generally slower act-
ing. Direct opening of ion channels can occur in a fraction of a millisecond, while 
GPSM systems take from 100 ms up to several minutes or more to complete their 
actions. Another difference is that GPSM systems amplify the effect of a single 
external neurotransmitter molecule. There are many different GPSM systems, and 
one neurotransmitter may have effects on more than one system, although for one 
type of neuron the effect on one system may be predominant. Furthermore, in addi-
tion to effects on multiple different GPSM systems, one neurotransmitter may have 
a direct action on an ion channel. 

 It is also possible for the presynaptic neuron to have receptors for its own neu-
rotransmitter, which can regulate subsequent release of that neurotransmitter. There 
are also neurotransmitters which can act from the target neuron back on to a source 
neuron. For example, nitric oxide (NO) discussed below can diffuse through the 
neuron membranes from the postsynaptic to the presynaptic neuron. 

4 Neuron Physiology



75

4.5.1.1     Glutamate 

 Glutamate is a very common neurotransmitter, and its usual mode of action is to 
excite postsynaptic neurons by directly opening cation channels. There are three 
major types of glutamatergic ionotopic channels: AMPA receptor; NMDA recep-
tor and kainate. These channels are permeable to Na + , K +  and Ca ++  ions to differ-
ent degrees. AMPA receptors mainly pass Na +  ions, but some variants can pass 
signifi cant Ca ++  currents. The kainate channel is also a Na +  channel, but again 
some variants can pass signifi cant Ca ++ . The kainate channel opens and closes 
somewhat more slowly than the AMPA receptor channel [ 160 ]. The NMDA recep-
tor channel mainly passes Ca ++  ions. The NMDA receptor channel is unusual in 
that it is generally blocked by the binding of a Mg ++  ion. This ion is released if the 
membrane potential is depolarised in the vicinity of the channel. Hence an NMDA 
receptor channel requires both glutamate and depolarisation of the membrane 
potential to open. 

 In detail, the picture is rather more complex. All three receptor types can pass all 
three cations (Na + , Ca ++  and K + ) to varying degrees. Each receptor type is made up 
of subunits. In the case of AMPA receptor channels these subunits are called GluR1, 
GluR2, GluR3 and GluR4 and a channel is constructed from different combinations 
of four subunits. For NMDA receptor channels there are seven possible subunits 
(NR1, NR2A, NR2B, NR2C, NR2D, NR3A, NR3B) and a channel is again con-
structed from different combinations of four subunits. In the case of kainate chan-
nels these subunits are called GluR5, GluR6, GluR7, KA1 and KA2, and a channel 
is constructed from different combinations of fi ve subunits. Each channel subtype 
varies in conductance for different types of cation, activation time, deactivation 
time, desensitisation time and recovery time [ 161 ]. Furthermore, AMPA receptor 
channels have four binding sites for glutamate, and conductance increases with the 
number of sites occupied [ 162 ]. 

 Most synapses that show LTP and LTD are glutamatergic. The AMPA receptor 
channel based mechanism for LTP mentioned earlier can be understood at a deeper 
level as an interaction between AMPA receptor and NMDA receptor channels as 
illustrated in Fig.  4.7 . NMDA receptors pass Ca ++  ions when open. In the environ-
ment of the NMDA receptor channels, these Ca ++  ions initiate the creation of new 
AMPA receptor glutamate-triggered Na +  ion channels. The presence of such new 
channels means that more Na +  ions will enter the postsynaptic neuron in response to 
an incoming action potential, resulting in a greater reduction in the negative mem-
brane potential and a greater tendency to produce an action potential in the postsyn-
aptic neuron. In other words, the strength of the synapse has been increased. NMDA 
receptor channels only open in response to a combination of two circumstances. 
One is that the glutamate neurotransmitter is bonded to the receptor site. The other 
is that the local membrane potential is depolarised by an action potential. These 
NMDA receptor channels are located in the membrane of the postsynaptic neuron, 
and the action potential must therefore be generated by the target neuron and back-
propagated into its dendritic tree. However, the neurotransmitter must come from 
the source neuron. The overall effect is that synaptic strength will tend to increase if 
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an incoming action potential from the source neuron is followed shortly afterwards 
by an action potential generated by the target neuron, provided that action potential 
is backpropagated to reach the synapse [ 132 ].

   A mechanism for LTD in AMPA receptor channel based synapses has been 
observed in Purkinje neurons in the cerebellum. In this mechanism [ 163 ], LTD 
results from removal of AMPA receptor channels. Such removal results when both 
AMPA receptors and mGluR1 GPSM receptors are activated by glutamate, and 
voltage gated Ca ++  channels are also opened. The combination of these three events 
results in activation of a protein kinase (PKC) which phosphorylates the AMPA 
receptor, leading to its removal from the membrane. 

 AMPA receptors tend to be located in the centre of the postsynaptic density of 
the synapse, opposite glutamate release sites. Metabotropic glutamate receptors 
tend to be located on the periphery of the postsynaptic density [ 164 ]. Most glutama-
tergic synapses have a mixture of AMPA and NMDA receptors, and some synapses 

  Fig. 4.7    Synaptic weight increases at a glutamate synapse. Receptors at glutamatergic synapses 
include AMPA receptors that are activated by glutamate alone and NMDA receptors that are only 
activated by a combination of glutamate and local membrane depolarisation. Open AMPA 
channels carry Na +  and K +  ions, open NMDA receptors carry Ca ++  ions. Glutamate released by the 
presynaptic neuron binds to both AMPA and NMDA receptors, but only AMPA receptors open 
immediately. Hence synaptic weight is determined only by the number of AMPA receptors (plus 
the amount of glutamate release if this is a limiting factor). Glutamate binding lasts for a specifi c 
period of time. If the postsynaptic neuron fi res, an action potential also backpropagates into the 
dendritic tree. If such a backpropagating action potential reaches the NMDA receptors while they 
are still bound to glutamate, they open to allow passage of Ca ++  ions. These Ca ++  ions trigger a 
cascade of chemical processes leading to a larger number of AMPA receptors, increasing the 
strength of the synapse. Silent synapses contain only NMDA receptors and have no synaptic 
weight until after an occasion in which an incoming action potential is immediately followed by a 
backpropagating action potential       
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but not others also have kainate receptors and some synapses have only kainate 
receptors [ 160 ]. Kainate channels can be located in the presynaptic synapse, where 
they regulate the release of neurotransmitter. Some kainate receptors are located on 
the dendritic trunk, the soma and even on the axon [ 165 ]. Such receptors may be 
targetted by glutamate released by astrocytes, which would represent a functional 
role for glia cells. 

 There are also three groups of metabotropic glutamate receptors (I, II and III), 
and a number of variants in each group [ 166 ]. Group I receptors are generally 
located postsynaptically. They stimulate a range of cascades of chemical reactions 
including the classical pathway that begins with phospholipase C and can lead 
through Ca ++  mobilisation and activation of protein kinase C to gene transcription 
required for L-LTD, as discussed later. Group II receptors can be either presynaptic 
or postsynaptic, and have a number of effects including inactivation of the enzyme 
adenylyl cyclase. Adenylyl cyclase catalyses conversion of ATP to a second mes-
senger cAMP with a range of downstream effects including regulation of ion chan-
nels as discussed later. Group III receptors have largely similar effects to group II, 
but are predominantly located presynaptically. One effect of group II/III receptors is 
short term changes to synaptic strengths.  

4.5.1.2     Aspartate 

 Aspartate is an excitatory neurotransmitter that is only found in neurons that also 
produce glutamate [ 167 ]. In some cases the aspartate appears to be packaged in 
the same vesicles as glutamate, but in other cases it appears to be in separate 
vesicles. However, even where aspartate and glutamate may be present in the 
same vesicles, circumstances in the neuron can vary the relative ratio in which the 
two neurotransmitters are released [ 168 ]. Aspartate weakly activates the NMDA 
receptors [ 169 ] targeted by glutamate, but appears to have no effect on AMPA or 
kainate receptors [ 168 ].  

4.5.1.3     γ-Aminobutyric Acid (GABA) 

 GABA is also a very common neurotransmitter. There are two major receptor 
types for GABA, GABA A  [ 170 ] and GABA B  [ 171 ], plus a GABA C  receptor 
mainly found in the retina. Although GABA is generally viewed as inhibitory, in 
fact its effects can be inhibitory or excitatory depending on the precise conditions 
in the neuron [ 172 ]. 

 The GABA A  receptor is an ion channel that passes both Cl −  and HCO 3  −  ions 
[ 173 ]. The effect of a GABA A  channel opening depends on the relative concentra-
tion of Cl −  and HCO 3  –  ions inside and outside the membrane. In general, there is a 
higher concentration of HCO 3  −  and a lower concentration of Cl −  inside the mem-
brane. Hence opening of a GABA A  channel results in a depolarising (excitatory) 
fl ow of HCO 3  −  ions and a hyperpolarising (inhibitory) fl ow of Cl −  ions. The relative 
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magnitude of these fl ows depends on the membrane potential. When the membrane 
is at resting potential, the net fl ow is depolarising, although not suffi cient alone 
to generate an action potential. If the membrane has already been depolarised to 
some degree (for example by the opening of nearby Na +  channels), fl ow of Cl −  ions 
predominates and the net effect is hyperpolarising. 

 Hence if GABA A  channels are open at the same time and place as an existing 
depolarisation, the effect of the GABA A  channels is inhibitory. However, if the 
GABA A  channel opening is isolated temporally or spatially from another membrane 
depolarisation, the GABA A  channels can reinforce that depolarisation even to the 
point of reaching the threshold for an action potential [ 172 ]. If a depolarisation 
resulting from another source occurs more than 5.5 ms after the opening of GABA A  
channels, there is a residual depolarising effect of the GABA A  channels that adds to 
the following depolarisation. An example of spatial separation is that GABA A  channel 
opening on the dendrites of a neuron can add to a depolarisation of the soma. 

 A further factor which can amplify the effect of the opening of a GABA A  channel 
is its proximity to excitatory currents. Osmotic pressure will drive movement of Cl −  
ions from the region of high concentration to the region of low concentration. If the 
concentration gradient is such that Cl −  ions must move towards a region with a more 
negative electrical potential, the fl ow will be reduced. A point can be reached at 
which osmotic pressure balances potential and there is no net fl ow. The potential at 
which this balance exists is called the reversal potential for the ion (E Cl ). If the resting 
membrane potential is close to E Cl , then the effect of opening Cl −  channels is to 
lock the membrane potential at the resting level, overcoming the effect of excitatory 
currents in the vicinity. This locking, or shunting, of the membrane potential means 
that the effect of the opening of a GABA A  receptor on nearby open excitatory currents 
is much larger that would be expected on the basis of simple addition of the positive 
and negative current fl ows [ 174 ]. 

 Yet another complicating factor is that in some neurons, the concentration of Cl −  
ions inside the neuron at resting potential is lower than outside. Opening GABA A  
channels will therefore depolarise the neuron. 

 Postsynaptically, the GABA B  receptor is linked through a GPSM system to opening 
K +  channels. Opening K +  channels is inhibitive, but acts on a longer timescale than 
GABA A . Presynaptic GABA B  receptors, possibly a different subtype, down- regulate 
voltage activated Ca ++  channels, reducing neurotransmitter release [ 171 ].  

4.5.1.4     Glycine 

 Glycine is often inhibitory, because glycine receptors are Cl −  channels [ 175 ]. 
However, the presence of glycine is also essential for the activation of NMDA 
receptors, although glycine alone does not activate these receptors [ 176 ]. There is 
a glycine binding site on the NMDA receptor which is generally [ 177 ] but not 
always [ 176 ] occupied in vivo, suggesting that glycine plays a role in regulating 
this receptor. Absence of glycine in the extracellular environment blocks LTP 
[ 177 ]. There is a concentration of glycine transporters associated with glia cells in 
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the neighbourhood of NMDA receptors [ 177 ,  178 ]. Glycine levels to support 
NMDA receptor activation could therefore be maintained by glia cells. 

 Glycinergic neurons are mainly located in the brainstem and cerebellum, and 
target neurons within those structures. However, they also target neurons in the 
hypothalamus, thalamus and basal forebrain, and more lightly target neurons in the 
cortex, hippocampus, amygdala and striatum [ 179 ].  

4.5.1.5     Dopamine 

 Dopamine is another common neurotransmitter in the brain. However, rather than 
acting directly on ion channels, dopamine acts via GPSM mechanisms which can 
have multiple effects within cells. In addition, the mechanisms activated and the 
effects on the target neuron differ depending upon the type of dopamine receptor 
that is present in the target neuron membrane. As a result, the presence of dopamine 
can have many different effects on target neurons [ 180 ]. 

 There are at least fi ve different types of dopamine receptors (D1 through D5), 
divided into two families (D1-like and D2-like). The D1-like receptors are D1 and 
D5, while the D2 like receptors are D2, D3 and D4. All these receptors are part of 
GPSM systems. The effect of a neurotransmitter acting through a GPSM mecha-
nism can be very complex. For example, activation of D1 receptors causes an 
increase in the activity of another protein embedded in the cell membrane called 
adenylyl cyclase. Activation of adenylyl cyclase triggers sequences of chemical 
reactions of which one effect is to block certain voltage gated K +  channels. However, 
another effect is to reduce voltage gated Na +  channel availability. The overall effect 
is to increase the responsiveness of the target neuron to sustained release of the 
excitatory neurotransmitter glutamate, but reduce the response to transient or unco-
ordinated glutamate release [ 181 ]. 

 Because dopamine acts through different receptors into different GPSM 
systems, its effects on target neurons can be very different. For example, dopamine 
acts through D2 channels in similar neurons to reduce the activity of adenylyl 
cyclase, and therefore reducing their excitability in response to glutamate [ 181 ]. 
Thus depending on the receptor, dopamine can have opposite effects on otherwise 
similar neurons. In some brain structures many neurons have both D1 and D2 
channels [ 182 ]. 

 Dopamine plays a role in LTP in a wide variety of brain regions [ 183 ]. For example, 
activation of D3 channels in the hippocampus enhances LTP [ 184 ]. Dopamine 
can also determine whether LTP or LTD will occur. For example, in the striatum, 
activation of both D1 and D2 channels (on different neurons) encourages LTD, 
while activation of D1 channels and no activation of D2 channels is required for 
LTP [ 185 ]. In addition, dopamine acting through D1-type receptors is needed to 
convert activity driven changes to synaptic strengths (LTP and LTD) lasting an hour 
or two into much longer range changes (L-LTP and L-LTD) lasting days, weeks or 
years [ 149 ]. For example, activation of D5 channels in the hippocampus is required 
for conversion of LTP to L-LTP [ 186 ]. 
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 Dopamine receptors are not only found close to synapses. In the striatum, many 
receptors are distributed on dendritic shafts and spines, away from the locations of 
dopamine synapses [ 187 ]. Hence in this case the action of dopamine must occur 
through diffusion from dopaminergic axon terminations into the extracellular envi-
ronment. In the striatum a background extracellular concentration of dopamine is 
created by the steady (tonic) fi ring of dopaminergic neurons in the SNc [ 188 ]. Burst 
fi ring of dopaminergic neurons creates higher concentrations of dopamine close 
to dopaminergic synapses, but is prevented from diffusing into the extracellular 
environment because the burst fi ring also opens channels around the borders of the 
synapse that recycle dopamine back into the axon of the source neuron [ 189 ]. 
Different dopamine receptors have different affi nities for dopamine, affecting the 
degree to which they will be open at different dopamine concentrations [ 190 ].  

4.5.1.6     Serotonin 

 Serotonin (also known as 5-HT) is another neurotransmitter with many different 
receptors, called 5-HT receptors. At least a dozen types have been identifi ed in the 
brain [ 191 ]. The 5-HT 3  receptor is ionotropic, exciting the target neuron by direct 
opening of a cation channel that passes Na +  and K +  ions. The other 5-HT receptors 
are GPSMs, many acting by catalysing or blocking the production of the second 
messenger cAMP. The general effect on the target neuron is sometimes excitatory and 
sometimes inhibitory. For example, activation of serotonin receptors can prolong 
the opening times of voltage gated calcium channels, increasing the total calcium 
current at depolarised membrane potentials [ 192 ]. Neurons generating serotonin are 
almost entirely located in one brain structure called the raphe nucleus. Axons from 
this nucleus target neurons in almost all brain structures. However, different brain 
structures contain different types of 5-HT receptors [ 191 ].  

4.5.1.7     Acetylcholine 

 There are two main families of acetylcholine receptors: nicotinic and muscarinic. 
Nicotinic receptors are ligand-gated cation channels which excite the target 
neuron [ 193 ]. Nicotinic channels pass Na +  and K + , but also signifi cant Ca ++  [194]. 
Muscarinic receptors are G-coupled protein receptors that can be found on both 
sides of the synaptic cleft (presynaptic and postsynaptic). Three types have been 
observed in the brain: M1, M4 and M5. M1 and M5 upregulate phospholipase C, 
while M4 decreases the intracellular level of the second messenger cAMP by 
inactivating adenylyl cyclase [ 195 ]. 

 One interesting role of muscarinic receptors is the control of M-current [ 196 ]. 
M-current is a K +  fl ow through voltage gated K +  channels. These channels open 
when the membrane potential is depolarised near the threshold for action potential, 
reducing the probability of an action potential. Activation of M1/M5 receptors 
closes these K +  channels.  
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4.5.1.8     Norepinephrine 

 The adrenoceptors [ 197 ] are a group of metabotrobic receptors that each bind to 
several neurotransmitters including norepinephrine (also called noradrenaline) and 
epinephrine (also called adrenaline). The degree of response generated by binding 
to the same receptor varies for the different neurotransmitters. Like serotonin, much 
of the norepinephrine in the brain comes from one structure, in this case the locus 
coeruleus, which targets almost all other brain structures [ 198 ]. 

 Norepinephrine blocks the accommodation of spike discharge that normally 
occurs if similar inputs continuously excite a neuron, and therefore results in the 
neuron producing output action potentials for a longer period. Norepinephrine pro-
duces this effect by changing the opening probability of the ion channels that gener-
ate the slow hyperpolarisation following an action potential [ 199 ,  200 ].  

4.5.1.9     Adenosine Triphosphate ATP 

 ATP, in addition to its ubiquitous role as energy source for chemical processes, also 
acts as a neurotransmitter. Often, vesicles at a synapse contain ATP co-stored with 
other neurotransmitters like glutamate, GABA or acetylcholine in the same vesicles. 
However, some synapses may have only vesicles containing ATP, and other syn-
apses may have separate vesicles for ATP and, for example, glutamate [ 201 ]. 
Furthermore, when contained in the same synapse, the ratio of ATP to other neu-
rotransmitters can vary [ 202 ]. 

 A number of receptors for ATP are known, the ionotrophic P2X family with 
eight subtypes, and the metabotropic P2Y family with seven subtypes [ 203 ]. The 
P2X family excite their target neuron. They are all permeable to Ca ++ , K +  and Na + , 
but have different kinetics. All the metabotropic receptors are coupled to the same 
G-protein (Gq 11 ). Activation of these receptors activates phospholipase C, trigger-
ing a chain of subsequent chemical processes. 

 The release of ATP and GABA at the same synapses has been observed, with 
the two neurotransmitters probably stored in the same vesicle [ 204 ]. Although 
some synapses released a mix of ATP and GABA, others released only GABA. 
Synapses releasing only ATP were not observed in this case. It is interesting that 
the same synapse can therefore release both an excitatory and an inhibitory trans-
mitter at the same time. 

 The ionotropic P2X receptors appear to play a role in LTP. Inhibition of these 
receptors facilitates LTP in area CA1 of the hippocampus [ 205 ].  

4.5.1.10     Adenosine 

 Adenosine is different from many other neurotransmitters in that it is not delivered 
to synapses by “adenosinergic neurons” but becomes available in the extracellular 
environment as a by-product of both neurotransmitter release and of neuron fi ring 
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[ 206 ]. With increased neuron activity, more ATP is consumed by neurons and 
glia cells in maintaining homeostasis. Consumption of ATP leads to adenosine. 
Hence there is local fl uctuation in adenosine concentration refl ecting local neuron 
activity. In addition, ATP is itself a neurotransmitter that can be released from 
synapses (see previous section). Enzymes in the extracellular environment can 
catalyse conversion of this ATP to adenosine [ 207 ]. 

 Two important adenosine receptors in the brain are A 1  and A 2A  [ 208 ]. Both 
are GPSM systems. The A 1  receptor is found in a large number of brain areas 
including the cortex, hippocampus, cerebellum and striatum [ 208 ,  209 ]. It acts 
on presynaptic neurons to inhibit the release of other neurotransmitters. This inhibi-
tion has been observed for acetylcholine, glutamate, noradrenaline, serotonin 
and GABA. The A 2A  receptor is found mainly in the basal ganglia and has a role 
in regulating the release of other neurotransmitters such as dopamine, glutamate 
and GABA [ 206 ]. 

 Adenosine acting on non-synaptic A 1  receptors decreases general neuron activity 
and contributes to maintaining homeostasis. Adenosine generated from synaptically 
released ATP acts upon synaptically located A 1  and A 2A  receptors to regulate release 
of other neurotransmitters. Small ATP releases result in a prevailing inhibition by 
A 1  receptors, large ATP release leads to A 2A  activation which increases release of 
other neurotransmitters [ 207 ].  

4.5.1.11     Neuropeptides 

 Neuropeptides [ 157 ] include the dynorphins such as dynorphin A and B; oxyto-
cin; vasopressin; enkephalin; nociceptin; cholecystokinin; somatostatin; and 
many others. Neuropeptides often coexist in the same neuron with small 
molecule neurotransmitters. Small molecule neurotransmitters are stored in 
small, clear synaptic vesicles (SSVs), while neuropeptides are stored in large 
granular vesicles (LGVs). However, LGVs can also contain small molecule neu-
rotransmitters. If there are multiple neuropeptides in one neuron, they are generally 
stored together in the same vesicles, and any differential release must be achieved 
by adjustment of relative proportions at synthesis. Release of small molecule 
neurotransmitters is triggered by a high Ca ++  concentration close to the synaptic 
membrane where SSVs are docked, while release of neuropeptides is triggered 
by a smaller rise in Ca ++  concentration in the interior of the synapse where 
LGVs are located. The effect of small molecule neurotransmitters on their target 
occurs rapidly after the triggering input (a few milliseconds) while release of 
neuropeptides takes longer (a few hundred milliseconds) and can continue after 
the triggering input has ended. 

 Neuropeptides can have many different effects. Often the small molecule 
neurotransmitter opens an ion channel while the neuropeptide changes the conductance 
or dynamics of the channel in response to further inputs. In some cases a neuropep-
tide like oxytocin can act to generally excite its targets. In other cases a neuropeptide 
can inhibit [ 210 ] or excite [ 211 ] LTP.  
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4.5.1.12     Endocannabinoids 

 Endocannabinoids such as anandamide (AEA) are lipids that bind to G-protein 
receptors. In the brain, the common receptor is CB1. Unlike a regular neurotrans-
mitter, endocannabinoids are synthesized in a neuron, for example in response to 
Ca ++  infl ux following depolarisation, or activation of a glutamate receptor [ 212 ]. 
The endocannabinoid then diffuses back across the neuron membrane [ 213 ], possi-
bly assisted by a transporter [ 214 ], to bind to receptors on the presynaptic neuron. 
Hence the signalling is from postsynaptic to presynaptic neuron [ 212 ]. 

 Endocannabinoids can have various effects, such as short term reduction in 
release of neurotransmitter by the presynaptic neuron allowing a postsynaptic 
neuron to regulate its inputs, and long term changes to synaptic weights [ 215 ]. 
The active ingredient in marijuana binds to CB1 receptors [ 212 ], and chocolate 
contains small quantities of AEA [ 216 ].  

4.5.1.13     Zinc 

 Zinc (Zn ++ ) is sometimes present in glutamate vesicles [ 217 ,  218 ]. In some areas 
(such as from the dentate gyrus on to CA3) all synapses contain zinc. In other 
areas (such as from CA3 on to CA1) only a proportion of synapses contain zinc 
[ 219 ]. Within one synapse, zinc does not appear to be present in all vesicles 
[ 220 ]. Interestingly, synapses containing zinc have lower postsynaptic concentra-
tions of AMPA receptors, while concentration of NMDA receptors is unaffected 
[ 219 ]. Zinc selectively affects ionotropic glutamate receptors: NMDA receptors 
are inhibited; kainate receptors are unaffected; while AMPA receptors are some-
times slightly excited [ 221 ]. The presence of zinc inhibits responses to GABA 
[ 222 ]. Zinc can also enter the postsynaptic neuron through AMPA receptor or 
kainate channels [ 223 ]. 

 Zinc is sometimes required for induction of LTP, but this effect depends on entry 
of zinc into presynaptic or postsynaptic neurons rather than extracellular interaction 
with receptors [ 224 ].  

4.5.1.14     Nitric Oxide (NO) 

 NO is a different type of neurotransmitter. One major difference is that it can freely 
diffuse through the neuron membrane, and it can therefore be released within one 
neuron and have effects on other neurons that are close to the source where it is 
released. For example, NO released postsynaptically can diffuse to produce modifi -
cations in the presynaptic terminal. 

 Some neurons contain a protein called NO-synthase which catalyses the release 
of NO. This protein is unevenly distributed [ 225 ], only occurring in some neurons 
in some structures, and even within the same pyramidal neuron may be present in 
the apical dendrite but not in the basal dendrites [ 226 ]. 
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 NO-synthase can be activated by a chain of events initiated by Ca ++  ions entering 
a neuron following glutamate binding to an NMDA receptor. The released NO can 
diffuse out of the neuron to the surrounding environment, and enter neurons in the 
immediate vicinity (including other parts of the same neuron). Specifi cally, NO 
release in a postsynaptic neuron can diffuse into the presynaptic neuron that trig-
gered its release. This feedback mechanism is believed to contribute to changes in 
synaptic strength [ 225 ], acting on the amount of neurotransmitter released in 
response to an action potential by the presynaptic neuron. 

 In addition, the diffusion of NO through a region can modulate the overall activ-
ity across a population of neurons by acting via Ca ++  infl ux through NMDA recep-
tors on voltage gated K +  channels [ 227 ].  

4.5.1.15     Neurotrophins 

 Neurotrophins are protein signalling molecules that are very important in the devel-
opment and maintenance of the nervous system. The four neurotrophins are nerve 
growth factor (NGF), brain-derived neurotrophic factor (BDNF), neurotrophin-3 
(NT-3) and neurotrophin-4 (NT-4). They are not fully typical neurotransmitters, 
being generally secreted by neurons, although at least in some cases BDNF is pack-
aged into vesicles in presynaptic terminals like a regular neurotransmitter [ 228 ]. 

 Neurotrophins exert their effects by acting upon receptors embedded in the neu-
ron membrane. These receptors include the TrkA, B, and C tyrosine kinases [ 121 ]. 
They initiate a wide range of structural changes in neurons such as changes to axons, 
to dendritic trees or to synapses [ 229 ]. 

 The overall picture is that there are a few neurotransmitters that act rapidly (~ 
milliseconds) to excite (e.g. glutamate) or inhibit (e.g. GABA) their target neurons 
by binding to ionotropic receptors. A much larger population of neurotransmitters, 
but including the fast action neurotransmitters, act on a longer timescale (~ tens to 
hundreds of milliseconds or more) to modulate their target neurons in different 
ways by binding on metabotropic receptors. Neurotransmitters with ionotropic 
receptors can have metabotropic receptors on the same neurons at the same syn-
apses. Even within the same neuron, receptors for different neurotransmitters can 
target the same ultimate ion channel via different G-protein paths, and one 
neurotransmitter can target different receptors that act on different ion channels 
[ 200 ,  230 ,  231 ]. Many neurotransmitters are generated by large numbers of widely 
distributed neurons, each of which targets a widely dispersed population of target 
neurons. A few neurotransmitters are generated almost entirely by a limited number 
of neurons in one small structure in the brain, but these neurons target neurons in 
almost all other brain structures, with different effects on the different structures 
because of the presence of different receptors. A small number of neurotransmitters 
can diffuse into the extracellular environment and exert effects over a wide region. 

 Hence the fi ring of a neuron, or the change to the weight of a synapse, is infl u-
enced by a large number of different neurotransmitter signals derived from a very 
large number of different neurons.   
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4.5.2     Voltage Gated Ion Channels 

 As described earlier, voltage gated ion channels open when the membrane potential 
is at some threshold level, different for each channel. Voltage gated channels 
then remain open for some time period characteristic of the channel, or until the 
membrane potential reaches some different threshold value. Channels can differ in 
the ions allowed to pass when open, and in their conductance. Like ligand-gated 
ion channels, voltage gated channels can also enter desensitized states in which 
they are more resistant than usual to opening. In addition, the operation of voltage 
gated channels can be affected by other chemical factors within the neuron. 
Any one type of ion channel is present in only some types of neuron, and in those 
neurons will typically have a very non-uniform distribution over soma, dendrites 
and axon. 

4.5.2.1     Voltage Gated Na +  Channels 

 There are about nine different voltage gated Na +  channels, all fairly similar in 
molecular structure, and all critical for the production of action potentials. Five 
channel types appear in various different types of neuron [ 232 ]. These channels 
have three states: closed, open and deactivated. Channels are closed when the mem-
brane is at resting potential. Typically a channel opens in a fraction of a millisecond 
if the membrane potential is depolarised by a few tens of millivolts from resting 
potential. When the membrane potential is strongly depolarised, open channels 
move to the deactivated state. In this state the channel cannot open. After a few 
milliseconds, a deactivated channel moves to the closed state. One signifi cant 
functional difference between the different types of channel is the exact membrane 
potentials at which they open and close [ 232 ].  

4.5.2.2     Voltage Gated Ca ++  Channels 

 There is more different types of voltage gated Ca ++  channels than Na +  channels 
[ 233 ]. Ca ++  channels can differ in the voltages at which they open, the lengths of 
time they remain open, and their conductances (i.e. the magnitude of the ion cur-
rents they can pass) while open. One major role of the Ca ++  channels is in supporting 
action potentials within dendritic trees. Another major role is to allow entry of Ca ++  
ions acting as second messengers to trigger chemical changes in the neuron. 

 One major type of channel is the low voltage activated (LVA) channel. This type 
opens with small membrane depolarisations, but only remains open a short while 
and passes a low current. A second type is the high voltage activated, moderate 
conductance (HVA m ) channel such as the L-channel. These channels require depo-
larisations reaching −10 mV before opening, generally open very briefl y, but may 
reopen several times during the same depolarisation. A small proportion of HVA m  
channels open for longer periods of the order of a millisecond. A third type of 
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channel also requires high depolarisations (reaching 0 mV) to open, but have higher 
conductances and are therefore called HVA l  channels. 

 The activity of voltage gated Ca ++  channels can be regulated by additional fac-
tors. For example [ 234 ], the L-type channel is affected by protein kinase C (see 
below).  

4.5.2.3     Voltage Gated K +  Channels (K v  Channels) 

 K +  channels form the largest and most varied group of voltage gated channels. 
Twelve major types, K v 1 − K v 12 have been identifi ed on the basis of the genes that 
code them, with many subtypes [ 235 ], although not all of these have been observed 
in the brain. These channels differ in the membrane depolarisation that causes them 
to open, the membrane potential at which they close, the speeds with which they 
open and close in response to membrane potential changes, and the speed with 
which they deactivate if a depolarisation is sustained. They also differ in the amount 
of current (I) which one channel will pass when open. Many voltage gated K +  chan-
nels are also modulated by neurotransmitters. 

 Four functional types of voltage gated K +  channels have been distinguished 
in pyramidal neurons. These are the A-type channels, M-current channels, 
D-current channels and delayed rectifi er channels. These different types of 
channel have been identifi ed by the types of current they support through the 
neuron membrane: I A ; I M ; I D ; and I K  for the delayed rectifi er type. Each of these 
functional types can be associated with one or more genetic types or subtypes 
[ 235 ]. For example, Kv1.4 and Kv4.2 channels show A-type behaviour [ 236 ], 
many Kv7 subtypes show M-current behaviour [ 237 ], and Kv1.2 channels show 
D-type behaviour [ 238 ]. 

 I A  type channels activate rapidly (in <10 ms) at slightly depolarised membrane 
potentials (around −60 mV). These channels deactivate completely in 50–100 ms 
with sustained depolarisation. Because these channels activate below the threshold 
for generation of an action potential, they will tend to delay the onset of an action 
potential in response to depolarising input until they deactivate. During an action 
potential they will activate strongly and contribute to spike repolarisation. Provided 
the appropriate receptors are present, I A  channels can be modulated or blocked by a 
wide range of neurotransmitters, including serotonin, glutamate and GABA [ 239 ] 
and by dopamine [ 240 ]. 

 I D  type channels activate almost as rapidly (in 20 ms) at membrane potentials 
close to the resting potential. It takes several seconds for these channels to deacti-
vate. The long deactivation means that these channels can cause long delays in the 
timing of the fi rst action potential in response to a depolarising input, and can reduce 
the initial fi ring rate. Hence they inhibit burst fi ring of action potentials [ 238 ]. I D  
channels can be inhibited by serotonin [ 241 ], by dopamine [ 242 ], and by glutamate 
via a G-protein pathway [ 243 ]. 

 I K  type channels activate at membrane potentials around −40 mV, more slowly 
than I D  channels, and also take several seconds to deactivate under sustained 
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depolarisation. These channels only activate during action potentials, and contrib-
ute to determining the duration of spikes. It is probable that there are neurotrans-
mitters that affect I K  channels [ 236 ]. 

 I M  type channels activate slowly (~100 ms) at membrane potentials only 
slightly depolarised from the resting potential, and do not deactivate while depo-
larisation is present. These channels are activated suffi ciently during an initial 
action potential to inhibit subsequent action potentials. I M  channels are therefore 
an important factor in adaptation, in which the rate of action potential output of 
a neuron under constant depolarisation gradually declines. I M  channels are modu-
lated by several neurotransmitters. For example, they are inhibited by acetylcho-
line [ 244 ] and serotonin [ 245 ], and also by glutamate acting by a G-protein path 
[ 246 ]. Such inhibition can change the response of a neuron from strongly adapt-
ing to tonically fi ring [ 237 ]. I M  channels are excited by a neurotransmitter called 
somatostatin [ 247 ]. 

 The distribution of K +  channels is very non-uniform. Channels that occur in one 
neuron type do not occur in another, and there are differences in distribution between 
axon, soma and dendrites of the same neuron [ 248 ]. For example, I A , I D , I K  and I M  
have been observed in hippocampal pyramidals [ 236 ], I A  and I K  in large neocortical 
pyramidal neurons [ 249 ].  

4.5.2.4     Inward Rectifying K +  Channels 

 These channels allow K +  ions to pass into the neuron much more easily than out, 
and therefore push the membrane potential back towards resting potential. These 
channels are important for adjusting responses if the neuron is short of energy. 
One type of channel is the K ATP  that is inhibited by the presence of ATP. If ATP 
levels are low (for example, as a result of low oxygen), these channels open, mak-
ing the neuron less likely to be activated. This protects the neuron from damage in 
hypoxic circumstances.  

4.5.2.5     Voltage Gated I h  Hyperpolarisation Channel 

 The I h  channel is a slow activating, non-deactivating channel which allows Na +  and 
K +  ions to pass into the neuron at membrane potentials hyperpolarised from resting 
potential [ 250 ]. The current increases with the degree of hyperpolarisation, up to 
−110 mV, and slightly depolarises the membrane. These channels infl uence how 
excitatory synaptic inputs are integrated in the dendrites [ 251 ], and limit the back-
propagation of action potentials into the dendritic tree [ 252 ]. 

 The presence of a neurotransmitter such as noradrenaline or serotonin consid-
erably increases the current passed by these channels. The effect of such increases 
can be to reduce the ability of the neuron to generate rhythmic bursts of action 
potentials, changing the fi ring pattern to production of relatively independent 
spikes [ 230 ].  
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4.5.2.6     Voltage Gated Cl −  Channels 

 A number of voltage gated Cl −  channels are known [ 112 ]. One such a channel that 
is widely although inhomogeneously distributed in the brain is ClC-2 [ 253 ]. This 
channel is activated slowly by hyperpolarisation, does not inactivate, and closes 
when the membrane returns to resting potential [ 254 ]. It allows Cl −  ion fl ow out of 
but not into the neuron. One role of this channel could be to help restore the Cl −  
gradient following repetitive activation of GABA A  receptors. Another role could be 
amplifi cation of the effects of opening GABA gated Cl −  channels [ 253 ]. 

 The voltage gated ion channel types are different for neurons in different anatomical 
structures, and the channels are distributed in very uneven fashion across the soma, 
dendrites and axon of an individual neuron [ 255 ]. Hence the way in which overall 
neuron response to all its excitatory and inhibitory synaptic inputs through ligand-gated 
ion channels can be delicately adjusted in a way that differs for different neurons.   

4.5.3     Ca ++  Activated K +  Channels 

 Another important type of ion channel is the K +  channel activated by the presence 
of Ca ++  ions inside the neuron [ 126 ]. The Ca ++  ions which trigger activation 
are generally the result of the opening of voltage gated Ca ++  channels. There are a 
number of general types of Ca ++  activated K +  channels found in neurons. Three 
important types are called the BK family, the SK (or I AHP ) family, and the sI AHP  
family. The sI AHP  channel type may be a variant of the SK family [ 256 ]. 

 BK channels have high conductances, and open in response to either Ca ++  con-
centration or membrane depolarisation in the vicinity of the channel. The two effects 
reinforce each other, and the effect of depolarisation alone is relatively weak. The 
channels open rapidly in response to Ca ++  concentration, and close rapidly when the 
Ca ++  concentration disappears [ 257 ]. 

 SK channels have low conductances and their activation is not affected by 
membrane potential. However, at hyperpolarised membrane potentials the Ca ++  ion 
tends to remain attached to the channel, which therefore remains open for much 
longer than a BK channel. SK channels open ~100 ms after the development of 
the Ca ++  concentration, and close in a period between 50 and several hundred 
milliseconds [ 257 ]. 

 sI AHP  channels have similar conductances to SK channels. These channels open 
slowly, but can remain open for several seconds. This long open period could be due 
to release of internal stores of Ca ++  within the neuron, triggered by the initial Ca ++  
infl ux. Such a release-from-store mechanism requires that the released ions, and 
therefore the channels, are somehow isolated chemically from other parts of the 
neuron also sensitive to Ca ++  (such as the other Ca ++  gated K +  channels). 

 These three types of channel are important for the membrane hyperpolarisations 
that follow an action potential. These hyperpolarisations can occur on three different 
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timescales: fast, medium and slow. The fast hyperpolarisation is part of the recovery 
from an action potential. The medium and slow hyperpolarisations occur after the 
action potential is complete, and are therefore referred to as after- hyperpolarisations 
(AHP). The fast timescale hyperpolarisation is affected by BK channels, which 
therefore infl uence the duration of individual action potentials. The medium hyper-
polarisation is determined by SK channels, which therefore infl uence the frequency 
with which action potentials can be generated. Because the SK channels generate a 
Ca ++  current (I) that determines an AHP, they are also known as I AHP  channels. The 
long timescale hyperpolarisation is the process by which the production of action 
potentials gradually declines when a neuron is exposed to the same stimulation for a 
period of time, the process know as adaptation. The slower sI AHP  channels therefore 
create this adaptation. 

 The activity of Ca ++  gated K +  channels is infl uenced by a number of neurotrans-
mitters. These neurotransmitters therefore modulate the action potential generation 
of their target neurons in various ways. Voltage gated K +  channels are the main fac-
tor driving the hyperpolarisation following an action potential, but in neurons in 
which BK channels contribute to this fast hyperpolarisation, inhibition of the opera-
tion of those channels by a neurotransmitter will result in broadening of individual 
action potentials. Neurotransmitters that inhibit the operation of I AHP  channels will 
increase the frequency with which action potentials are generated in response to the 
same stimulus. Neurotransmitters that inhibit the operation of sI AHP  channels will 
extend the period of time over which a neuron will produce action potentials in 
response to a constant stimulus. 

 For example, acetylcholine, noradrenaline and serotonin all block sI AHP  channels 
via a different G-protein coupled receptor [ 200 ], and will all therefore reduce the 
adaptation of their targets. Noradrenaline can also inhibit I AHP  channels, and there-
fore increase the target neuron fi ring rate in response to the same activation [ 258 ]. 

 Ca ++  gated K +  channels have effects in addition to the management of action 
potential shape, frequency and adaptation. For example, SK channels play a role in 
changes to synaptic strengths [ 259 ].  

4.5.4     Second Messengers 

 For most ligand- and voltage-gated ion channels, passage of ions affects the 
electrical potential across the membrane but has little infl uence on other chemi-
cal reactions within the neuron. Even the pH level (acidity/alkalinity) in neu-
rons, which could be affected by passage of ions and have a major infl uence on 
chemical processes, is actively maintained close to neutral [ 260 ]. Hence passage 
of Na + , K + , Cl −  or HCO 3  −  ions changes the local membrane potential but has 
little direct chemical effect. 

 Chemical effects are often the result of activation of metabotropic (G-protein) 
receptors, where activation of the receptor by an external neurotransmitter often 
leads to a cascade of chemical processes within the neuron. An early step in such 
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cascades is production of many molecules of a chemical which diffuses within the 
neuron and triggers further processes. Such chemicals are referred to as second 
messengers, since they follow activation by the external neurotransmitter regarded 
as the “fi rst messenger”. The principal second messengers are calcium ions (Ca ++ ), 
the two cyclic nucleotides cAMP and cGMP [ 261 ], and the lipids DAG and IP 3 . 
Because many molecules of second messenger are released into the cytoplasm in 
response to a single neurotransmitter binding externally, there is signifi cant ampli-
fi cation of that initial signal. 

4.5.4.1     Ca ++  as a Second Messenger 

 One of the second messengers, Ca ++ , is also important in communication of mem-
brane potential changes, such as the calcium action potentials within dendrites 
described earlier. Such Ca ++  enters the neuron by some ligand- and voltage-gated 
ion channels. Second messenger Ca ++  is released as a result of some G-protein 
receptor activations, either by opening ionotropic channels that pass Ca ++  or by trig-
gering release of Ca ++  from internal stores [ 262 ]. However, second messenger Ca ++  
can also enter by ligand- and voltage-gated ion channels. 

 Because of its role as a second messenger, ion pumps keep free Ca ++  levels in the 
cytoplasm at an extremely low level. Furthermore, Ca ++  ions are segregated into 
compartments within the neuron to isolate different effects from each other [ 263 , 
 264 ]. Considerable calcium is stored within a neuron, bonded to specifi c proteins so 
that it cannot act as a messenger, but from which it can be released as required 
[ 265 ]. In some cases it can be released from such stores by another second messen-
ger like IP 3  [ 265 ], providing a second stage of amplifi cation. 

 In the cytoplasm are protein molecules of a family called calmodulin. A calmod-
ulin molecule binds to a Ca ++  ion, and in this bonded form can activate a kinase 
called CaMKII [ 266 ]. This kinase can in turn activate other proteins that do not 
themselves bond to Ca ++ . The many different proteins that can be bonded can initi-
ate many different chemical reaction chains [ 267 ]. Hence calmodulin can be 
regarded as a transducer which detects a Ca ++  signal and initiates downstream 
chemical processes.  

4.5.4.2     Cyclic Nucleotide Second Messengers 

 The two cyclic nucleotide molecules cAMP and cGMP also act as second messengers 
[ 261 ]. Neurotransmitters acting on G s  type G-protein receptors activate a membrane 
bound molecule called adenylyl cyclase, and activated adenylyl cyclase synthesizes 
cAMP from ATP. Neurotransmitters acting on G i  type G-proteins inactivate adenylyl 
cyclase. At least one type of adenylyl cyclase can also be directly activated by a kinase 
(CaMKIV) that is itself activated by Ca ++  ions and calmodulin [ 268 ] providing cross-
talk from Ca ++  to cAMP second messengers. The neurotransmitter NO activates 
cytoplasmic guanylate cyclase, which when activated synthesizes cGMP. 
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 cAMP activates kinases like PKA, and activation of PKA in turn activates other 
molecules by phosphorylation, leading to (for example) gene transcription by activa-
tion of transcription factors. cAMP can also regulate a family of hyperpolarisation- 
activated ion channels [ 269 ] to directly affect internal neuron signalling via membrane 
potentials. cGMP activates kinases, principally PKG, which has a cystolic type PKGI 
and a membrane bound type PKGII [ 270 ] that are generally not present in the same 
cells. cGMP acts on some of the same gene transcription factors as cAMP and also 
the same family of hyperpolarisation ion channels activated by cAMP. 

 Phosphodiesterases (PDEs) degrade both cAMP and cGMP [ 271 ], different types 
degrading cAMP, cGMP or both. PDEs in turn can be inhibited or activated by cGMP 
or cAMP. For example, PDE2A and PDE3A both degrade cAMP. cGMP inhibits 
PDE3A, increasing cAMP levels, but activates PDE2A, decreasing cAMP levels. 
PDE5A degrades cGMP, and is itself activated by cGMP [ 272 ]. Some G-proteins can 
inhibit phosphodiesterases. The PDE1 series of phosphodiesterases, that degrade both 
cGMP and cAMP, are activated by Ca ++ /calmodulin [ 272 ], representing a further 
interconnection between Ca ++  and cyclic nucleotide second messenger pathways. 

 There are thus multiple different mechanisms that regulate the synthesis and deg-
radation of cyclic nucleotides, and these mechanisms operate on timeframes vary-
ing from milliseconds to hours [ 273 ].  

4.5.4.3    Lipid Second Messengers 

 Lipids form a very large class of biological molecules. These molecules are fat solu-
ble and either hydrophobic or amphiphilic. The amphiphilic lipids have part of the 
molecule that is fat soluble and another part that is water soluble. Amphiphilic lipids 
play an important role in cell and vesicle membranes. Important examples of lipid 
second messengers are the pair of messengers (IP 3  and DAG) generated by G-proteins. 

 G-protein receptors such as the glutamate receptor mGluR5 activate the mem-
brane bound enzyme phospholipase C (PLC). This enzyme catalyses the hydrolysis 
of membrane phosphoinositide (PI) into the two second messengers DAG and IP 3 . 
DAG remains bound to the membrane but IP 3  diffuses into the cell interior. 

 DAG acts directly on the membrane bound kinase PKC, but IP 3  opens ion channels 
that release Ca ++  ions from internal stores in the endoplasmic reticulum. 

 The membrane bound enzyme phospholipase D (PLD) hydrolyses a different mem-
brane lipid (phosphatidylcholine) to produce phosphatidic acid, which can itself be 
converted into DAG. This route does not result in IP 3 . PLD is activated by a complex 
combination of factors including activation by Ca ++  and kinases such as PKC [ 274 ].   

4.5.5     G-Proteins 

 A wide range of neurotransmitters act upon receptors to activate G-proteins, result-
ing in activation of second messengers within the target neuron [ 275 ,  276 ]. These 
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second messengers amplify the effect of the neurotransmitter within the neuron. 
Four main classes of G-proteins can be identifi ed: G s ; G q ; G i ; and G 12  [ 159 ]. All 
G-proteins have three subunits, α, β and γ. Binding of the appropriate neurotrans-
mitter triggers dissociation of the G-protein into α and β/γ subcomponents. Both 
subcomponents can exert effects on second messengers, and also on a wide range of 
other molecules such as kinases [ 277 ]. 

 Each class of G-protein activates or inhibits different second messengers 
[ 278 ]. These second messengers can initiate a wide range of chemical pro-
cesses in the neuron [ 279 ]. One such process opens Na +  or Cl −  channels, chang-
ing the membrane potential on a somewhat longer time scale than 
neurotransmitters acting directly on the ion channels. Another process opens 
Ca ++  channels, which can trigger secondary effects including structural changes 
to the cell, because Ca ++  ions are themselves significant second messengers. 
Yet other processes use sequences of kinase molecules, where a kinase is an 
enzyme that can add a phosphate group to another molecule (which could be 
another kinase). Kinase activation sequences can result in expression of genetic 
information in the nucleus. 

 Negative feedback can limit the activity of G-protein processes. For example, 
kinase molecules like PKA, PKC and GRKs can also act to desensitize the receptors 
themselves [ 280 ]. 

4.5.5.1    G s  Proteins 

 These proteins activate adenylyl cyclase, creating large numbers of molecules of 
cAMP in the cytoplasm. There are a number of different forms of adenylyl 
cyclase, at least six in the brain, with somewhat different properties, but all are 
excited by G s  proteins [ 281 ]. A cAMP molecule has at least three types of target 
[ 279 ]. Firstly it can activate a kinase protein called PKA. Secondly, it can acti-
vate a GTP-exchange protein called EPAC which can in turn activate kinases. 
Thirdly, it can open a type of ion channel called a cyclic-nucleotide-gated ion 
channel [ 282 ]. These ion channels are cation channels with different conduc-
tances for Na + , K +  and Ca ++ . The conductances sometimes also depend on the 
local membrane potential. 

 The complexity of the network of chemical reactions which can be initiated or 
infl uenced is considerable [ 283 ]. Firstly, different neurotransmitters have G-protein 
receptors that target G s  proteins. Secondly, there are different forms of adenylyl 
cyclase. Thirdly, PKA can activate a wide range of different targets, but can be 
anchored to various locations by specifi c kinase anchoring proteins (AKAPs), 
which make its action more specifi c. Furthermore, there is considerable cross con-
nection with other second messenger pathways such as those initiated by Ca ++ . 
Many of the end points of cAMP pathways are gene transcriptions [ 284 ] which 
result in different structural changes to the neuron. 
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 Examples of neurotransmitters that target G s  proteins are dopamine (D1 receptor) 
and serotonin (5HT4, 5HT6 and 5HT7 receptors).  

4.5.5.2    G i  Proteins 

 These proteins inhibit adenylyl cyclase, and can also activate G-protein-coupled 
inwardly rectifying potassium (GIRK) channels. In addition, they can activate PI3 
kinases [ 285 ], initiating the Ack (PKB) kinase cascade (see below). G i  proteins can 
also inhibit voltage gated calcium channels [ 286 ]. 

 Examples of receptors that target G i  proteins are dopamine D2, GABA B , gluta-
mate mGluR2, 3, 4, 6, 7 and 8, and some adrenoceptors. Note that glutamate has 
both G s  and G i  receptors, and can therefore have opposite effects on a target neuron 
depending on the type of receptor that is present.  

4.5.5.3    G q  Proteins 

 These proteins activate molecules of phospholipase Cβ (PLC) found in the neuron 
membrane. PLC hydrolyses a phospholipid component of the membrane (PIP2) 
into two molecules: diacylglycerol (DAG) and IP 3 . DAG remains in the membrane 
where it activates a kinase called PKC; IP 3  is released into the cytoplasm where it 
releases Ca ++  ions from stores in the endoplasmic reticulum. Such releases can 
increase the excitability of the target neuron. Some types of PKC require the simul-
taneous presence of Ca ++  for activation. PLC can also close voltage gated potas-
sium channels [ 287 ], resulting in increased neuron excitability. Activation of PKC 
can lead to gene expression [ 288 ] and is needed for neuronal plasticity and nerve 
growth [ 289 ]. Examples of receptors that target G q  proteins are glutamate mGluR1 
and mGluR5, acetylcholine M1 and M3 receptors, the neuropeptide oxytocin and 
some adrenoceptors.  

4.5.5.4    G 12  Protein Family 

 There is a group of proteins called GTPases that are associated with cell growth and 
cell adhesion [ 290 ]. The activity of three members of this GTPase group (RhoA, 
Rac, and Cdc42) is infl uenced by the two known members ( G   12   and  G   13  ) of this 
G-protein family. In the brain, the  G   12   serotonin receptor 5HT7 promoting increases 
in neurite number and length by action on the GTPase group [ 291 ], while the  G   13   
serotonin receptor 5HT4 promotes decrease, acting on the same group [ 292 ]. Both 
receptors can also trigger gene transcription, which occurs by a path that is indepen-
dent of the cAMP/PKA path activated by some other G-proteins. The serotonin 
5HT7 receptor is also known to encourage REM sleep while having no effect on 
other sleep parameters [ 293 ].   
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4.5.6     Kinases, Phosphatases and Phosphorylation 

 Phosphorylation is the addition of a PO 4  3−  group (a phosphate group) to a protein or 
other molecule. Most proteins can exist in unphosphorylated and phosphorylated 
forms, with one form being active, the other form inactivated. Depending on the 
protein, the phosphorylated version can be the active or the inactive form. A kinase 
is an enzyme which catalyses the addition of phosphate groups to specifi c other 
proteins. A phosphatase is a protein which catalyses the removal of phosphate 
groups from specifi c other proteins. Hence kinases and phosphatases can activate or 
deactivate their targets, and phosphorylation and dephosphorylation are very impor-
tant ways in which the activity of proteins can be managed. 

 In the chain of amino acid residues that make up a protein, phosphorylation gen-
erally occurs at a serine, threonine or tyrosine residue. A protein may have multiple 
sites at which it can be phosphorylated and dephosphorylated, and there may be a 
mixture of serine/threonine and tyrosine sites. In some cases an enzyme may be 
partially activated by phosphorylation at one site and more activated if more sites 
are phosphorylated [ 294 ]. In other cases, phosphorylation at more than one site 
must occur before any activation [ 295 ]. An enzyme can even be activated by phos-
phorylation at one site but inactivated by phosphorylation at another site. 

 The serine protein kinase (SPK) class of kinases phosphorylate both serine 
and threonine residues. The tyrosine protein kinase (TPK) class phosphorylates 
tyrosine residues (tyrosine kinases), and kinases in the dual-specific class 
phosphorylate all three [ 296 ]. Similarly, the PTP class of phosphatases dephos-
phorylate tyrosine residues, and the PPM and PPP classes dephosphorylate serine 
and threonine residues, while a subclass of PTP, the dual specifi city phosphatases, 
dephosphorylate all three [ 297 ]. 

 The target protein of a kinase can itself be another kinase. There are numerous 
examples of chains of kinases (kinase cascades), with each member of the chain 
able to phosphorylate the next member. The end point of such a cascade can be a 
result like DNA transcription. Such cascades allow external infl uences at each step, 
and therefore permit management of the end point by complex combinations of 
infl uences. For example, there may be phosphatases and additional kinases which if 
activated can affect a cascade at various different points. Examples of such cascades 
will be described in the next chapter.   

4.6     Chemicals and Information Processing 

 Neurons perform information processing on their inputs. This information pro-
cessing is of two general types. One type is to determine whether to produce an 
output action potential. The other type is to change the algorithm by which 
future action potentials will be determined from inputs. The external inputs to a 
neuron are transient concentrations of neurotransmitters at different points on 

4 Neuron Physiology



95

its membrane. These external inputs are detected by a range of different recep-
tors. Receptors trigger combinations and sequences of chemical processes that 
implement the neuron information processes. 

 The very wide range of molecules make possible for chemical processes to 
implement very sophisticated information processing. In the next chapter, we will 
describe how the molecules interact to perform these chemical processes, and how 
these chemical processes implement the required information processes.                                                                                                                                                                                                                      

4.6  Chemicals and Information Processing



97L.A. Coward, Towards a Theoretical Neuroscience: from Cell Chemistry to Cognition, 
Springer Series in Cognitive and Neural Systems 8, DOI 10.1007/978-94-007-7107-9_5, 
© Springer Science+Business Media Dordrecht 2013

                    A neuron receives large numbers of input stimuli from other neurons and generates 
an output action potential in response to those inputs. In order to preserve past learn-
ing the integration algorithm that determines outputs from inputs must be relatively 
stable, but to implement short term or longer term learning it must be changeable on 
various timescales. Hence the algorithm and changes to the algorithm must be 
tightly controlled. There are two general types of change that can be made. One is 
change to individual synaptic weights, the other is change to the algorithm that 
determines the way in which the individual weights of currently active synapses are 
integrated. 

 The integration algorithm and changes to that algorithm must be implemented by 
chemical processes within the neuron. The available chemical processes are speci-
fi ed by genetic information in the form of DNA located in the nucleus of the neuron. 
This DNA codes for proteins, which are long chains of amino acid residues. The 
DNA code for all the proteins in the genome is present in all cells in the body, and 
a neuron therefore has potential access to this complete coding. For any one neuron, 
some of this coding is probably made permanently inaccessible by chemical 
 processes occurring when cells differentiate into different organs and substructures, 
but a signifi cant proportion is available. 

 Some proteins have functional or structural roles. For example, ion channels, 
G-protein receptors and some neurotransmitters are proteins, and the skeleton of the 
cell that defi nes its shape is made up of proteins. Other proteins are catalysts for 
specifi c chemical processes. Most chemical processes in a neuron will not occur 
unless catalysed by a protein, called an enzyme. Processes controlling the synthesis, 
distribution and degradation of functional and structural proteins, of small molecule 
neurotransmitters and other neurochemicals require enzymes. Furthermore, 
 processes controlling the synthesis, distribution and degradation of enzymes also 
require enzymes. 

 A change to the behaviour of a neuron requires changes to some proteins or 
synthesis of new proteins. There must therefore be processes managing protein 
changes and access to genetic information. The nature of a change may be infl uenced 
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by inputs to the neuron from many sources, and all these sources must be integrated 
to determine the precise changes to be implemented. Interacting cascades of chemi-
cal processes therefore connect external stimuli with protein changes and DNA 
expression. 

 In this chapter we will fi rst discuss some of the processes by which genetic 
 information is expressed. Then some of the multiple routes that link external stimuli 
to protein changes and control of gene expression will be described. Finally we will 
discuss how neuron integration algorithms are implemented, and the chemical 
 pathways by which they are changed. 

5.1     Gene Expression 

 Genetic information is recorded in DNA molecules in the cell nucleus. DNA mol-
ecules have a long backbone made up of deoxyribose sugar molecules linked 
together in a chain. Attached to each sugar molecule is a nucleotide molecule. There 
are four different nucleotide molecules that occur in DNA: guanine (G), cytosine 
(C), adenine (A) and thymine (T). The DNA is organized into sections, called genes. 
The sequence in which the four nucleotides occur in a gene includes the coding for 
the molecular organisation of a protein used by the organism, and can be used to 
direct the synthesis of that protein at the appropriate time. These proteins can be 
structural, or enzymes catalysing chemical reactions important to the organism. 
Other parts of a gene include sequences of nucleotides used to trigger access to the 
gene information. DNA is made up of two strands coiled around each other. There 
is a C nucleotide in one strand opposite every G nucleotide in the other strand, and 
an A nucleotide opposite every T nucleotide. This complementary structure makes 
duplication of DNA for cell division possible: the two strands separate and a com-
plementary strand synthesized for each, with no loss of information. 

 A gene is a length of DNA in which the sequence of nucleotides ultimately codes 
for a biologically relevant protein. The names of the gene and of the corresponding 
protein are generally the same, and to avoid confusion, the gene is italicized, for 
example the gene  cFos  and the coded protein cFos. 

 There are a number of stages to the expression of a gene, and there can be regula-
tion of the expression at any stage. First, RNA molecules are transcribed from the 
DNA template [ 298 ]. This RNA is a single strand molecule with a backbone of 
ribose sugar molecules and a nucleotide attached to each sugar. In RNA the same 
DNA sequence information is maintained, but a uracil (U) nucleotide replaces all 
the T nucleotides in the DNA original. Hence the RNA carries equivalent informa-
tion to that coded in the DNA gene. RNA molecules as transcribed are then spliced 
together in various ways to form the messenger RNA (mRNA) which is the basis for 
protein synthesis [ 299 ]. Protein synthesis occurs at locations remote from the DNA, 
and mRNA is transported to those locations [ 300 ]. The mRNA is translated to pro-
tein [ 301 ] and the protein spliced [ 302 ]. Finally, mRNA is at some point broken 
down [ 303 ]. The genetic expression process can be regulated at each stage. However, 
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the regulation that occurs around the initiation of transcription from DNA is the best 
understood and most of the discussion here will be limited to this stage. The frame-
work within which the regulation of transcription occurs is illustrated in Fig.  5.1 .

5.1.1       Transcription of mRNA 

 DNA is generally encased in proteins called histones, and the complex tightly 
wrapped to form a structure called chromatin. This packaging prevents access of the 
chemical transcription machinery that creates mRNA. In different types of cell, dif-
ferent groups of genes are made more accessible by loosening of the chromatin 
packaging. Genes involved in the transcription process are accessible in a wide 
range of cell types, but other genes are only accessible in some types of cell [ 304 ]. 
For example, AMPA receptor mRNA, like many neurotransmitter receptors, is 
found only in neurons [ 305 ]. Thus neurons will have access to a limited group of 
genes appropriate to their functions. Within this limited group, an appropriate sub-
set must be transcribed at each point in time. 

 Neuron activity can initiate the transcription of hundreds of different genes 
[ 306 ]. These genes can have a wide range of effects on brain architecture, neuron 
structure, and synapse behaviour [ 307 ]. For example, these genes can cause the 
creation or destruction of synapses, changes to the size of synapses, and changes to 
the numbers of receptors in the postsynaptic density. 

  Fig. 5.1    Regulation of transcription. The transcription of mRNA from a region of DNA that codes 
a protein is extensively regulated. Transcription occurs in one direction, and the stretch of DNA 
upstream from the protein coding region is illustrated. In a common regulation scheme, there is a 
transcription start site at the beginning of the protein coding segment. Just upstream there is a DNA 
segment called the TATA box. Binding of a complete and activated preinitiation complex ( PIC ) to 
the TATA box initiates transcription. This PIC includes the enzyme RNS polymerase II (POLII) 
which catalyses transcription. The assembly and activation of the PIC is infl uenced by the binding 
of appropriate proteins, (called activators, enhancers and silencers) to sections of DNA further 
upstream. Coactivators also regulate the PIC under the control of activators. Many kinase cascades 
can infl uence activators, coactivators, enhancers and silencers       
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 The fi rst step in transcription is initiation. The second step is elongation: the 
creation of the RNA molecule by stepwise addition of nucleotides. The third step is 
correct termination to release the new RNA molecule. In a fourth step, the RNA 
molecules as transcribed can be spliced together in different ways to form the 
mRNA on which protein synthesis is based. Each of these steps is closely regulated 
to refl ect the current requirements of the cell [ 308 ]. 

 As illustrated in Fig.  5.1 , transcription from DNA begins at a specifi c site (the 
transcription start site) and proceeds in a specifi c direction defi ned as downstream 
from that site. Transcription of RNA for protein synthesis from DNA is catalysed by 
the enzyme RNA polymerase II (POLII). To be active, this enzyme must be assem-
bled into a structure called the preinitiation complex (PIC) with a number of other 
molecular components, and positioned correctly relative to the initiation site. This 
positioning is achieved by binding of the PIC to the core promoter region, which is 
a nucleotide sequence in the DNA upstream from the initiation site, often including 
the TATA box sequence. The degree of transcription activity is also determined by 
the binding of activators to various nucleotide sequences, called proximal promoter 
elements, located a short way upstream from the core promoter region. Activators 
are proteins which bind to specifi c promoter element sequences. In addition there 
can be DNA sequences much further upstream which can also promote or block 
transcription if bonded by an appropriate activator or repressor. These distal enhanc-
ers and silencers are probably brought physically close to the core promoter region 
by DNA molecule folding. 

 Individual activators can increase the transcription rate, and multiple activators 
can increase the rate by more than the sum of the individual increases [ 309 ]. Even 
if an activator molecule is already bound to the enhancer site, the presence of addi-
tional activator molecules can increase transcription rate [ 310 ]. Activator proteins 
are themselves coded in genes. An activator protein as synthesized directly from 
mRNA may require modifi cation to make it active, and in some cases inactive acti-
vator molecules are always present in the vicinity of or bonded to the DNA, just 
requiring modifi cation to trigger activation of a target gene. Genes of this type are 
called immediate early genes (IEGs) [ 311 ]. IEGs can code enzymes, but often code 
for other transcription activators, and there can then be a second phase of genetic 
expression of delayed response genes. 

 Coactivators (corepressors) are proteins that increase (decrease) transcription 
without directly binding to DNA. Coactivators enhance transcription by binding to 
activators, enhancing the accessibility of the DNA and/or the activity of POLII 
[ 312 ]. The same activators, coactivators or corepressors can infl uence expression of 
many different genes. As illustrated in Fig.  5.2 , one gene can have multiple pro-
moter elements, and the rate of transcription is infl uenced by binding of each tran-
scription factor to its element, binding of various activators to a transcription factor, 
and the activation state of each transcription factor and activator, plus the activity of 
repressors. The selection of the gene to be transcribed is made specifi c by the need 
for combinations of transcription factors to achieve strong transcription [ 313 ].

   Neuronal activity can infl uence the activation states of transcription factors, 
coactivators and corepressors by many mechanisms [ 314 ]. Such infl uences can 
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include changes to the activation states of coactivators and corepressors of prebound 
transcription factors, moving transcription factors into the nucleus where they can 
bind to their target genes, and acting on the histone packaging to change the acces-
sibility of promoter element binding sites. These mechanisms can be triggered by 
neurotransmitter receptors and voltage gated ion channels at synapses and  elsewhere 
in the neuron membrane, activating a range of chemical pathways that regulate the 
initiation of transcription [ 314 ]. Transcription of the same gene can be initiated by 
multiple such pathways [ 308 ]. 

 As shown in Fig.  5.2 , some promoter nucleotide sequences are cAMP response 
element (CRE), serum response element (SRE), AP-1 and the TATA box sequence 
mentioned earlier. There are indirect interactions between the corresponding tran-
scription factors. For example, protein products of the IEGs  cFos  and  Jun  bind to the 
AP-1 sequence, but CRE is present as a promoter sequence in these two genes. CRE 
is also present in genes coding for some neurotransmitters. 

 The family of CRE binding (CREB) proteins are activators that can bind to the 
CRE sequence if themselves activated by phosphorylation [ 313 ]. Such phosphory-
lation can be the end point of kinase cascades, including cascades initiated by acti-
vation of the second messenger cAMP. The activator CREB is generally bound to 
CRE in accessible genes with that sequence, but in an inactive form. There are vast 
numbers of known routes by which CREB can be activated [ 315 ]. When phosphory-
lated, CREB binds to a coactivator CREB binding protein (CBP), and CBP further 
reduces the histone packing density and also contributes to activation of POLII. 
Another coactivator, CREB-regulated transcriptional coactivator (CRTC1), also 
binds to CREB and promotes transcription, but does not appear to require CREB 
phosphorylation. In some neurons CRTC1 can be confi ned to synapses, but in 
response to calcineurin activation translocates to the nucleus where it can bind to 
CREB [ 316 ]. In this case, cAMP regulates the length of time CRTC1 persists in the 

  Fig. 5.2    Multiple transcription factors infl uence transcription activation. In this simplifi ed 
 diagram, the gene contains the SRE, AP-1, CRE and TATA sequences. The transcription factor 
SRF binds to the SRE sequence if activated by the phosphorylated protein product of the IEG  Elk1 . 
Elk-1 can also bind directly to SRE. The protein products of the IEGs  Fos  and  Jun  bind to the AP-1 
sequence. CREB is generally bound to the CRE sequence, but must be activated by phosphoryla-
tion and then by binding to the coactivator CPB. When TBP is activated by CREB and CPB it 
binds to the TATA, and then recruits the rest of the preinitiation complex including POLII. A range 
of different chemical routes link external stimuli to activation of different transcription factors. 
Sometimes multiple factors must all be activated for gene transcription, and sometimes additional 
factors increase transcription.  CRE  cAMP response element,  CREB  CRE binding protein,  IEG  
immediate early gene,  P  phosphate,  POLII  RNA polymerase II,  SRE  serum response element,  SRF  
serum response factor,  TATA  is named after the thymine-adenine-thymine-adenine sequence at its 
beginning,  TBP  TATA binding protein       
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nucleus. CREB can also be activated by Ca ++  induced phosphorylation (perhaps via 
CaMKII kinase located in the nucleus) at extra CREB sites [ 317 ]. In this case, the 
activation appears not to depend on CBP. These different routes mean that CREB 
activation can be achieved by different combinations of external stimuli. 

 Another promoter sequence important in neurons is serum response element 
(SRE) which is bonded by two transcription factor proteins: SRF and ELK-1. Like 
CRE, SRE also occurs in the promoter region of IEGs like  Jun  and  cFos . SRF can 
be activated by Ca ++ -calmodulin and MAP cascades [ 318 ]. The transcription factor 
ELK-1 can be activated by MAP cascades, with crosstalk with the PI 3  cascade 
[ 319 ]. A number of other transcription factors can substitute for ELK-1 [ 320 ]. For 
maximum transcriptional response of  cFos , both CRE and SRE must be bonded, but 
bonding of just SRE produces some response [ 321 ]. 

 Other promoter sequences important in neurons are the calcium-response ele-
ments CaRE1 and CaRE2 [ 322 ]. CaRE1 is bonded by the calcium-response factor 
(CaRF) and other activators [ 323 ], and has been found in many genes active in 
neurons including the gene for BDNF [ 324 ]. CaRE1 and CaRE2 mediated tran-
scriptions are activated by Ca ++  by currently unknown routes that are independent of 
cAMP/PKA. 

 Although transcription initiation has been the main focus of this discussion, the 
elongation phase can also be regulated, in some cases by the same activators as 
initiation, in other cases by different activators. Absence of the appropriate elon-
gation regulators results in a high production rate of unfunctional, truncated 
mRNA [ 325 ]. 

 Following transcription of mRNA, the molecule must be transported to the loca-
tion where protein synthesis can occur. This transportation is another closely regu-
lated phase. For example, mRNA can be transported to ribosomes located in the 
dendrites of neurons, where translation of protein is under local control [ 326 ]. There 
can also be mRNA transport along the axon for presynaptic translation of protein 
[ 327 ]. This local control means that the concentration of some enzymes is indepen-
dently managed at different synapses. mRNA present close to synapses includes 
mRNA coding for CaMKII [ 328 ], AMPA receptors [ 329 ], the cytoskeletal protein 
ARC [ 330 ]. This local management includes control of the transport of specifi c 
mRNA to specifi c synapses [ 330 ].  

5.1.2     Translation of Protein 

 Proteins are sequences of amino acids, and the sequence for a specifi c protein is 
coded by the sequence of nucleic acids in the corresponding mRNA. Each possible 
sequence of three nucleic acids (a triplet) corresponds either with an amino acid or 
with a “punctuation” mark such as a start or end indicator. These triplets in the 
mRNA are called codons. Translation from mRNA to protein uses transport RNA 
(tRNA) units made up of an amino acid linked to a triplet of nucleic acids. The 
triplet in each type of tRNA will bind only to a codon corresponding with the amino 
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acid in the mRNA. The process of protein synthesis moves along the mRNA. At each 
codon the appropriate tRNA links to the mRNA, its amino acid is added to the 
growing protein, and the tRNA remnant is discarded. Protein synthesis can be divided 
into three stages and can be regulated during each stage: initiation [ 331 ], elongation 
[ 332 ], and termination [ 333 ]. 

 The synthesis process is performed by ribosomes. A ribosome has two subunits, 
a small subunit that binds to mRNA and a large subunit that generates protein. 
Initiation of translation occurs in three steps. First, a tRNA unit corresponding with 
the start codon on mRNA binds to the small ribosome subunit. Second, the small 
subunit binds to the start codon of the mRNA. Thirdly, the large ribosomal subunit 
binds to the small subunit and translation begins. 

 In human beings there are more than a dozen initiation factors (called eukaryotic 
initiation factors or eIFs). These eIFs bind to the ribosome, and their ability to initi-
ate translation can be regulated. The assembly of the initiation factor eIF4F (made 
up of eIF4A, eIF4E and eIF4G) on the appropriate mRNA location is a key step in 
translation, and this assembly is regulated by both the kinase mTOR and the kinase 
MNK, which phosphorylate different targets [ 334 ]. In some cases, two kinases have 
additive effects on protein synthesis [ 335 ]. 

 In the elongation stage there are at least three elongation factors (eEFs) [ 332 ]. 
These eEFs are regulated by a number of kinase cascades including PKC, Ca ++ -
calmodulin, PKA and MAPK cascades [ 328 ]. 

 The termination phase that occurs when a stop-codon is reached in the mRNA 
involves two release factors (eRFs) [ 333 ], but whether these release factors are reg-
ulated by kinase cascades is not known.   

5.2     Kinase Cascades 

 As described in Chap.   4    , phosphorylation adds a phosphate (PO 4 ) group from an 
ATP molecule to the target molecule, and is catalysed by enzymes called kinases. 
Dephosphorylation (or phosphorolysis) is the removal of a phosphate group by 
hydrolysis, and is catalysed by enzymes called phosphatases. Kinase and phospha-
tase enzymes can themselves be the target molecules for other kinases and phospha-
tases. In many cases the phosphorylated version is the activated form in which the 
enzyme is able to perform its catalysis function, and dephosphorylation inactivates 
the protein, or less often vice versa. Phosphorylation is therefore a critical mecha-
nism for controlling which chemical processes will take place. 

 In some cases, one kinase can phosphorylate another kinase and so on until an 
ultimate target such as the CREB transcription factor is phosphorylated. Long 
sequences of this type are called kinase cascades. Such cascades can be infl uenced 
at each point by other chemical processes including the action of phosphatases, 
allowing very detailed management of access to the end point. 

 There are many kinase cascades that can link an external stimulus such as arrival 
of a neurotransmitter to initiation of a change in the target neuron by gene 
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transcription. We will fi rst separately describe some of the important cascades that 
have been identifi ed, then discuss some of the interactions (or crosstalk) between 
these cascades. 

5.2.1     Mitogen Activated Protein Kinase Cascades 
(MAPK Cascades) 

 A mitogen is an extracellular chemical that encourages cell division in a target cell, 
and mitogen activated protein kinases (MAPKs) were fi rst identifi ed in the context 
of the regulation of cell proliferation, differentiation and triggering cell death. 
However, some MAPKs are present in mature neurons and have been demonstrated 
to play a role in synaptic strength changes. A MAPK cascade, when activated, catal-
yses some result such as activation of a genetic transcription factor by phosphoryla-
tion. The typical MAPK cascade [ 336 ] is made up of three kinases. The MAPK 
catalyses the target of the cascade, the MAP2K catalyses the activation by phos-
phorylation of the MAPK, and the MAP3K catalyses the activation by phosphoryla-
tion of the MAP2K. The MAP3K is activated by a (typically complex) combination 
of signals derived from extracellular stimuli. A number of MAPK cascades of this 
type exist [ 337 ]. 

 In neurons, one MAPK cascade in particular, the ERK cascade, plays an impor-
tant role in synaptic weight changes [ 338 ]. Examples of key aspects of this cascade 
are illustrated in Fig.  5.3 . The reference way in which this cascade is initiated is by 
binding of a BDNF neurotrophin to a TrkB receptor. This neurotrophin binding trig-
gers the bonding of phosphate groups to the receptor. The activated TrkB receptor 
in turn activates the Ras GTP-binding-switch-protein via Grb2 and SOS docking 
proteins. In this Ras activation process, the activation of SOS displaces a GDP mol-
ecule bonded to Ras, replacing it with a GTP molecule. The activated Ras then 
activates the Raf-1 kinase, which is the fi rst kinase (the MAP3K) in this cascade. 
The Raf-1 kinase phosphorylates (and thereby activates) the MEK kinase, and the 
MEK kinase phosphorylates the ERK-1 and/or ERK-2 kinases. The ERK kinases 
can have a number of types of downstream effects, generally via a number of further 
intermediate stages. One effect can be changes to the effectiveness of existing ion 
channels, such as reduced conductance of AMPA receptor channels [ 339 ]. Another 
can be activation of protein synthesis by local mRNA [ 300 ]. A third type of effect 
can be activation of transcription factors like CREB and Elk-1, leading to gene tran-
scription [ 340 ]. The Ras-MEK-ERK pathway can also inhibit gene transcription by 
activation of transcription repressors [ 341 ].

   A number of factors can modulate this ERK cascade. One factor is the existence 
of anchor proteins. These proteins bring together the participants in a reaction, mak-
ing the reaction much more likely. For example, in Fig.  5.3 , the MP1 scaffolding 
protein bonds to both MEK and ERK-1 [ 342 ]. Activated Raf-1 activates MEK, then 
if the MEK molecule is held in proximity with ERK-1, ERK-1 will be activated 
without the need for MEK diffusion to the ERK-1 location. A second factor is the 
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existence of phosphatases that remove the phosphate group from activated kinases, 
thus deactivating them. Specifi c phosphatases block the activity of specifi c kinases 
[ 343 ]. For example, as illustrated in Fig.  5.3 , the MKP-2 phosphatase at certain 
concentrations inactivates both ERK-1 and ERK-2 [ 344 ]. A third factor is feedback 
within the cascade. For example, as also illustrated in Fig.  5.3 , Raf-1 is activated by 
Ras, but if ERK-1 molecules are already active they can lock Raf-1 into its active 
state for a longer period [ 345 ]. 

 In addition to these modulation factors, the ERK cascade can be initiated by 
other extracellular neurotransmitters, and can interact within the neuron with other 
kinase cascades that are themselves initiated by other neurotransmitters. These 
crosstalk considerations will be described after the discussion of other types of 
kinase cascades. 

 There are other MAPK cascades that also play a role in neurons. For example, 
the p38MAPK kinase is best understood as managing responses to cellular stress, 
but is also activated by a glutamate → G-protein → Rap-1 → MKK-3/6 → p38MAPK 

  Fig. 5.3    MAP kinase cascades. In this type of cascade, a MAP kinase (MAPK) is activated by a 
MAP kinase kinase (MAP2K), and a MAP2K is activated by a MAP kinase kinase kinase 
(MAP3K). A MAP cascade can be initiated in a number of ways, such as the illustrated binding of 
extracellular BDNF to a TrkB receptor. MAPKs can act, often via further stages, to modify existing 
proteins, to trigger translation of new protein from locally available mRNA, or to trigger transcrip-
tion of new mRNA. ERK-1 and ERK-2 are also known as p44 mapk  and p42 mapk        
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route, and also by an NMDA receptor initiated route. Such activation of p38MAPK 
can result in LTD by endocytosis of AMPA receptors. This endocytosis is probably 
catalysed by an enzyme that is translated from local mRNA, with the translation 
triggered by p38MAPK [ 346 ].  

5.2.2     Ca ++ -Calmodulin Kinase Cascades (CaM Cascades) 

 Ca ++  concentration is maintained at an extremely low level within a neuron. Any local 
rise in concentration through an ion channel can trigger changes to the local 
membrane potential. However, Ca ++  ions can also trigger chemical and structural 
changes to the neuron. A very common way of detecting the presence of Ca ++  
ions and initiating such changes utilizes the calmodulin molecule [ 347 ]. In its 
resting state, calmodulin is bound to other proteins like neuromodulin and 
 neurogranin in a complex attached to the membrane. Various factors such as the 
presence of Ca ++  ions or of active protein kinase C (PKC) can release the calmod-
ulin into the cytoplasm. 

 Calmodulin can then be activated by binding with Ca ++  ions entering the  neuron 
through ligand or voltage gated ion channels or released from internal stores such 
as those in the endoplasmic reticulum. This Ca ++ -calmodulin can then activate 
various kinases including CaMKI, CaMKK, CaMKII, and CaMKIV as illustrated 
in Fig.  5.4 .

   Once CaMKII is activated by Ca ++ -calmodulin, it can autoactivate itself to pro-
long its own activation, although at a somewhat lower level than when directly 
bonded to Ca ++ -calmodulin [ 348 ]. Activated CaMKII targets a large number of 
molecular substrates including AMPA and GABA receptors [ 349 ]. The kinase can 
also target transcription factors leading to structural changes in the neuron [ 350 ]. In 
addition, binding of activated CaMKII to a number of other molecules results in 
maintenance of its activity independent of Ca ++ -calmodulin binding. One example 
is the NMDA receptor, where binding between the receptor and CaMKII infl uences 
synaptic plasticity [ 351 ]. 

 CaMKK, CaMKI and CaMKIV form an interdependent group. All are activated 
by Ca ++ -calmodulin, but although CaMKI and CaMKIV are potently activated by 
Ca ++ -calmodulin, they are further activated by activated CaMKK [ 352 ]. The activa-
tion of these kinases can both modify existing proteins and activate transcription 
factors leading to new protein synthesis. CaMKK and CaMKIV are present in a 
neuron both in the nucleus and in the cytoplasm, while CaMKI is only present in the 
cytoplasm. Hence CaMKI does not appear to target transcription factors. 

 As examples of activation of existing proteins, CaMKIV is one of many factors 
that affect the activity of Oncoprotein 18 (Op18) [ 353 ]. Op18 infl uences neuron 
shape by regulating the equilibrium between microtubules and the free tubilin 
fi bres from which they are constructed. Activation of two different variants of 
CaMKI (CaMKIα and CaMKIγ) can drive growth (respectively) of axons and den-
drites [ 354 ]. 
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 CaMKIV can also target transcription factors such as CREB [ 352 ]. CaMKIV 
alone can activate CREB, but if both CaMKK and CaMKIV are present in the 
nucleus, transcription is enhanced [ 355 ] by a factor of about fourteen. 

 An important issue is how calcium signals can control so many different cellular 
functions which need to be invoked at different times. There are a number of fac-
tors that contribute to this capability for separate control [ 356 ].  Firstly , there are 
many different receptors in the external membrane, and many different isoforms of 
intracellular proteins. Hence even the same neurotransmitter can produce different 
Ca ++  responses depending on the exact receptors and internal isoforms that are 
present. For example, glutamate targetting the mGluR1 receptor produces a single 
Ca ++  release burst from internal stores, while GluR5 produces an oscillatory release 
from the same stores.  Secondly , there are different pumps that remove Ca ++  at dif-
ferent speeds, so duration will depend upon which pumps are present in the vicin-
ity of the release.  Thirdly , Ca ++  release may be confi ned physically to a particular 
region, for example as in the case of dendritic spines.  Fourthly , the presence of 
appropriate anchor proteins bringing together specifi c reaction participants in a 
location with access to the Ca ++  release, for example the anchor proteins that tie 

  Fig. 5.4    Calcium-calmodulin cascades. Calmodulin is a molecule that is activated by binding with 
Ca ++  ions which can enter the neuron through ligand gated or voltage gated ion channels or be 
released from internal stores in the endoplasmic reticulum by action of a second messenger like 
IP 3 . The resulting Ca-Calmodulin (Ca-CaM) complex can activate a number of different kinases, 
which in turn can lead to downstream effects       
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vesicles to the synaptic membrane in close proximity with voltage gated ion Ca ++  
channels and hence ensure neurotransmitter release in response to an incoming 
action potential. 

 Specifi c phosphatases can inactivate specifi c kinases or other participants such as 
Ca ++  channels. For example, CaMKIIPase is a phosphatase that targets CaMKII but 
no other proteins [ 357 ]. Phosphatases can be present in the same protein complex as 
kinase and substrate to regulate the process.  

5.2.3     cAMP-Protein Kinase A Cascades 

 cAMP is the second messenger activated by the activation of the membrane bound 
protein adenylyl cyclase [ 358 ]. As illustrated in Fig.  5.5 , there are G-protein 
receptors for dopamine, serotonin and glutamate that excite adenylyl cyclase, and 
G-protein receptors for dopamine, GABA, glutamate and serotonin that inhibit 
adenylyl cyclase. Many cAMP molecules are synthesized from ATP by one acti-
vated adenylyl cyclase molecule. cAMP molecules can directly affect a number of 

  Fig. 5.5    cAMP/PKA cascades. A number of different neurotransmitters have G-protein receptors 
that lead to generation of cAMP molecules via activation of acetyl cyclase. cAMP can activate ion 
channels directly, or can activate the kinase PKA which can lead to a number of downstream 
effects       
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different types of ion channels. For example, cAMP makes the threshold for 
 activation of the hyperpolarisation cation channel I h  more positive [ 359 ].

   However, the most diverse effects of cAMP [ 279 ] derive from its activation of 
protein kinase A (PKA). PKA exerts an extensive range of effects, including on 
existing ion channels [ 360 ], on release of neurotransmitters [ 361 ] and by phos-
phorylation of transcription factors [ 313 ].  

5.2.4     cGMP-Protein Kinase G Cascades 

 cGMP is a second messenger with number of similarities to cAMP. It is synthesized 
from GTP, which like ATP is a molecule involved in energy exchanges within cells. 
Synthesis is regulated by guanylate cyclase, which is typically activated by the 
neurotransmitter nitric oxide (NO) [ 362 ]. cGMP in turn activates protein kinase G 
(PKG), which has numerous downstream effects including regulation of ion channels, 
and gene transcription [ 363 ].  

5.2.5     G q  Activated Protein Kinase C Cascades 

 G-proteins of type G q  are receptors for neurotransmitters such as glutamate and 
acetylcholine. G q  type receptors activate an enzyme called PLC which cleaves the 
phospholipid PIP2 present in the membrane to create two second messengers: diac-
ylglycerol (DAG), which is membrane bound; and the second messenger IP 3  which 
is released into the cytoplasm. DAG activates protein kinase C (PKC). 

 While inactive, PKC is located in the cytoplasm, but when activated it is 
anchored to specifi c locations (such as a region of the membrane) by anchor 
 proteins called receptors for activated PKCs (RACKs) [ 364 ]. For some PKC 
 isoforms, Ca ++  is also required for activation [ 289 ]. In some cases, activation is 
further enhanced by the presence of other chemicals like lysophosphatidylcholine 
(LPC) and various fatty acids. 

 A major role played by PKC is modulation of channels and receptors in the 
 postsynaptic membrane [ 289 ].  

5.2.6     G i  Activated Protein Kinase B Cascades 

 G-proteins of type G i  are receptors for neurotransmitters such as glutamate, GABA 
and dopamine. G i  type receptors activate the kinase PI3, which when activated 
phosphorylates the lipid PIP2 to PIP3. Protein kinase B (PKB, also known as Akt) 
binds to PIP3, and as part of the bound complex can be activated by phosphorylation 
by the constitutively active kinase PDK1 [ 365 ]. Activated PKB can in turn activate 
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or deactivate many downstream substrates, including mTOR [ 366 ]. mTOR is itself 
a kinase that regulates many cellular functions including gene transcription [ 367 ] 
and protein translation [ 368 ]. 

 PKB can be phosphorylated at two different sites, and only one site is phosphory-
lated by PIP3. This phosphorylation leads to strong PKB activity, but for maximum 
activity a second site must also be phosphorylated [ 369 ]. This second site is phos-
phorylated by mTORc2. Protein translation occurs at ribosomes, and mTORc2 is 
activated by binding with ribosomes [ 370 ]. The G protein-PIP3-PKB- mTOR cas-
cade is required for some synaptic strength changes, including changes requiring 
protein translation [ 371 ].  

5.2.7     Calcium-Calcineurin Cascade 

 Cascades can also involve phosphatases as their primary route. For example, Ca ++  
ions entering by L-type channels activate calcineurin, which in turn activates the 
transcription factor NF-ATc by dephosphorylation [ 372 ]. One downstream gene of 
NF-ATc codes for a Ca ++  channel. Although this is a relatively short cascade, there 
are many factors that infl uence it, such as a wide range of calcineurin inhibitors. 
Calcineurin can also act directly on a wide range of ion channels [ 373 ].  

5.2.8     Crosstalk Between Chemical Cascades 

 A selection of cascades including MAPK, Ca ++ -calmodulin, cAMP-PKA, cGMP- 
PKG, G q -PKC and G i -PKB cascades have been described in their simplifi ed refer-
ence form. In many cases different cascades can target the same apparent endpoint. 
For example, the DNA transcription factor CREB is activated by phosphorylation, 
which can result from a number of kinase cascades including Ca ++ -calmodulin and 
MAPK cascades [ 374 ]. Translation of protein from mRNA can be initiated by the 
kinases MNK and/or mTOR. Activation of MNK is controlled by a number of 
MAPK cascades [ 375 ], while the primary route for activation of mTOR is the PI 3 - 
PKB cascade. 

 One way in which this relatively simple picture is made qualitatively more com-
plex is by the existence of extensive crosstalk between the cascades, in which an 
activated component at some point in one cascade also affects a component in a 
different cascade [ 376 ]. For example, in the PI 3 -PKB route to mTOR activation, 
PKB can also be activated indirectly by PKA [ 377 ]. A more complex example is 
illustrated in Fig.  5.6 . The route from Trk receptors through ras, raf-1, and MEK to 
the activation of ERK was described earlier. As illustrated in Fig.  5.6 , ERK can also 
be activated by CaMKI from a Ca ++  initiated calmodulin cascade [ 378 ]. MEK can 
be activated by PKA from a G s  or G q  protein-cAMP cascade, via Rap-1 and B-raf 
[ 379 ], but PKA also inhibits raf-1 in the primary ERK cascade [ 380 ]. In addition, 
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ERK activation is also promoted by the NO-guanylate cyclase-cGMP-PKG  pathway 
[ 381 ]. There are thus multiple paths by which ERK can be activated. These paths 
can be initiated by voltage gated ion channels or by neurotransmitters like gluta-
mate, noradrenaline, dopamine, acetylcholine, nitric oxide and BDNF acting on 
multiple receptor types. Not indicated in Fig.  5.6  are the many, often less well 
understood, ways in which phosphatases can be activated and act on the cascades.

   The complexity created by the multiplicity of cascades and the interactions 
between them is only hinted at in the above description. There are over 500 kinases 
in the human genome [ 382 ], and there can be crosstalk between many levels in dif-
ferent primary cascades [ 383 ]. One problem is how a specifi c result is achieved 
given this extensive interaction network.  

5.2.9     Specifi city of Cascade Results 

 The same signal can initiate or affect many different cascades. For example, 
intracellular presence of Ca ++  has a wide range of different infl uences [ 356 ]. 
Furthermore, the activation of one cascade can result in very many different 
neural changes. For example, activation of ERK can lead to modifi cations to 
many existing proteins, synthesis of many different proteins from existing 

  Fig. 5.6    Crosstalk between MAPK cascade and PKG, PKC, PKA and calmodulin cascades. In 
this example a number of different cascades can all infl uence the activation of the ERK kinase by 
an MAPK cascade via inhibitory and excitatory crosstalk       
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mRNA, and/or transcription of many different genes [ 376 ]. PKA targets well 
over 100 different physiological  substrates [ 384 ]. A problem with this situation 
is understanding how neural inputs can result in the appropriate response rather 
than all of the possible responses. 

 There are a number of ways in which externally initiated signals end up tar-
getting specifi c results. The  fi rst  is the presence or absence of the molecules 
making up cascades in different regions of different neurons. A  second  way is 
the existence of different isoforms of the same molecule in different neurons, 
where different isoforms have slightly different structures and therefore slightly 
different effects. A  third  is the existence of anchoring proteins which tie together 
the enzymes and participating molecules at one location, so that when the fi nal 
element (such as a second messenger) becomes available in the environment it 
will tend to trigger only reactions supported by such anchor proteins. A  fourth  
way is the existence of areas of membrane called lipid rafts. A lipid raft has a 
slightly different mix of lipid components, and specifi c molecules tend to con-
centrate on specifi c rafts, making interactions between the molecules on one raft 
more likely. 

5.2.9.1     Distribution of Molecules 

 An example of the fi rst way is that specifi c types of ligand receptors occur in 
specifi c areas of specifi c types of neurons. In cortical pyramidal neurons, AMPA 
receptors tend to be located towards the centre of the postsynaptic density of gluta-
matergic synapses, while NMDA receptors are located around the edges [ 164 ]. In the 
striatum, one population of projection neurons has D1 dopamine receptors, the other 
has D2 receptors.  

5.2.9.2     Existence of Isoforms 

 Isoforms are very similar versions of a protein, coded on different genes or 
 assembled in different ways after transcription. Many functionally signifi cant 
molecules have different isoforms, sometimes with signifi cant differences in 
chemical properties. One example is the different isoforms of the GABA A  recep-
tor. This receptor is made up of a combination of fi ve similar subunits, most often 
two type α, two type β and one type γ. There are 19 forms of these subunits coded 
on different genes, six type α isoforms, three type β, and three type γ [ 385 ]. 
Different subunit combinations are found in different brain regions, and even in 
different synapses on the same neuron. The presence of a different isoform can 
have major effects, for example different anaesthetic effects of the drug etomidate 
depending on whether the β3 or β2 isosomes are present [ 386 ]. Another example 
of different isoforms is the various forms of PKA, which exist in different regions 
of the brain [ 387 ]. These isosomes have different chemical properties, and differ-
ent regulation of genetic expression [ 388 ].  

5 Intracellular Message Chains



113

5.2.9.3     Anchoring Proteins 

 Anchoring proteins bind to a number of different molecules, ensuring that when, for 
example, a messenger molecule is released into the intracellular environment, there 
is a high probability that the reaction involving the bound molecules and the mes-
senger will proceed. Anchor proteins associated with PKA have been extensively 
investigated [ 389 ]. These A-kinase-anchoring proteins (AKAPs) bind to PKA and 
to a subcellular environment such as a specifi c area of the membrane. In addition, 
some AKAPs also bind to kinases, to phosphatases, to phosphodiesterases that 
deactivate cAMP, or to ion channels [ 390 ]. 

 AKAPs bring together the kinase PKA with other molecules that form a reaction 
in which PKA participates. Other proteins can perform an analogous role, such as 
scaffold proteins for MAP kinase cascades [ 391 ], accessory proteins in the case of 
G-protein activity [ 392 ], and perhaps HOMER proteins linking various types of 
receptors [ 393 ]. The anchoring of protein kinases in different cellular locations is a 
general mechanism for achieving specifi c chemical endpoints [ 364 ].  

5.2.9.4     Lipid Rafts 

 The membranes forming the external cell wall and surrounding internal structures 
like the endoplasmic reticulum are made up of phospholipids. However, there are 
different phospholipids, and the mix present at different locations can differ. 
Microdomains known as lipid rafts exist which are enriched in particular lipids, and 
some proteins preferentially associate with rafts [ 394 ]. Proteins can be modifi ed to 
anchor to a raft, and protein-protein or protein-lipid interactions could act to stabi-
lize lipid rafts for long periods of time [ 395 ]. For example, CaMKII kinase binds to 
a lipid raft, and the resultant raft traps post synaptic density proteins that do not 
themselves interact directly with the kinase, stabilizing the post synaptic density 
[ 396 ]. Proteins associated with one chemical cascade can be concentrated on one 
raft, for example by concentrating the receptors, scaffolding proteins, kinases etc. 
and protecting the group from phosphatases that would otherwise interfere with the 
process [ 397 ]. For example, separate pools of cAMP can be maintained by associa-
tions of adenylyl cyclase, PKA and other proteins [ 398 ]. 

 The difference between isosomes can affect binding to a raft. For example, two 
Ras isosomes (K-ras and H-ras) have very slight molecular differences, but H-ras 
binds to rafts and K-ras does not. The implication is that the two isosomes support 
different chemical processes [ 397 ].  

5.2.9.5     Variation in Target Effects 

 The same molecule may be activated in different ways. For example, the CREB 
molecule which induces expression of genes has a three different phosphorylation 
sites (labelled Ser133, Ser142 and Ser143). Phosphorylation at Ser133 results from 
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many different cascade paths, but phosphorylation at all three results from a more 
limited range [ 317 ]. Different patterns of gene expression may therefore by trig-
gered by different cascade routes. 

 The overall picture of the cascades of chemical reactions within neurons is there-
fore that one neurotransmitter can initiate many signalling cascades and the same 
cascade can be initiated by many neurotransmitters. There is considerable crosstalk 
between cascades. The same cascade component can initiate many different end 
results, and there are complex mechanisms to target different such results. The end-
points of a cascade can be activation or inactivation of a structural or functional 
protein, synthesis of a structural or functional protein from already available mRNA, 
or synthesis of new mRNA from genes. The same endpoint can be targetted by dif-
ferent cascades.    

5.3     Neuron Processes 

 In conclusion for this chapter, we will discuss three types of overall neuron  processes 
that are critical for neuron information processing in the brain. One is the process 
by which synaptic inputs are integrated to determine neuron fi ring, the second is the 
way in which changes to synaptic weights are determined, the third is the way in 
which the algorithm for integrating synaptic inputs across the dendritic tree is 
changed. Neurons differ in the ways in which these processes are performed, and 
much of the focus will be on the most investigated example: pyramidal neurons in 
the cortex and hippocampus. 

5.3.1     Integration of Inputs by a Neuron 

 An open ion channel allows a current to pass through the neuron membrane, chang-
ing the local membrane potential. Such changes can propagate and add together in 
a complex, time dependent fashion, and if as a result the membrane potential in the 
axon initial segment reached a threshold depolarisation, an action potential propa-
gates down the axon, and may also propagate back into the dendritic tree. 

 One pyramidal neuron receives large numbers of glutamatergic inputs from other 
pyramidal neurons, many GABAergic inputs from multiple local interneurons, and 
inputs from neurons in various brain structures mediated by other neurotransmitters. 
In addition, a pyramidal neuron has many voltage gated ion channels that can be 
modulated to various degrees by external inputs. Interneurons also receive inputs 
from pyramidal neurons, from other interneurons, and from neurons in other brain 
structures, and have voltage gated ion channels. 

 In the central nervous system the primary inputs encouraging a neuron to pro-
duce an output arrive at glutamatergic synapses. A cortical pyramidal neuron can 
have ~10,000 such synapses, and as conceptually illustrated in Fig.  5.7 , most of 
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these inputs are located on the dendritic tree, and are organized in a hierarchy. At the 
top level of this hierarchy there are different dendrites, including one apical dendrite 
and multiple basal dendrites, all with trunks that emerge from the soma. A dendritic 
trunk can fork into separate arms, and each arm can fork into different branches and 
so on. The fi nal dendritic lengths that do not themselves fork are called terminal 

  Fig. 5.7    Integration of pyramidal neuron inputs. Most of the inputs to a pyramidal neuron are 
excitatory glutamatergic inputs that arrive at synapses of varying weights on the dendritic tree. 
These inputs are organized on terminal branches, and if enough action potentials arrive at a group 
of suffi ciently strong synapses on a terminal branch within a short period of time, a calcium action 
potential is initiated that propagates deeper into the dendritic tree. These calcium action potentials 
travel on paths defi ned by concentrations of voltage gated Ca ++  channels, and a single such action 
potential tends to decay before reaching the soma. Ca ++  action potentials generated by multiple 
terminal branches can reinforce each other and approach the soma, where suffi cient potential 
results in an output action potential. This integration of glutamatergic inputs is regulated in a num-
ber of ways. GABAergic inputs from interneurons can inhibit the infl uence of individual synapses, 
terminal branches, the propagation of Ca ++  action potentials, individual dendrites as a whole or the 
neuron as a whole. In addition, GABAergic inputs can regulate the timing with which the neuron 
produces outputs. Cholinergic inputs acting on interneurons also infl uence the timing of the out-
puts. Serotonergic inputs on proximal dendrites provide excitation. Norepinephrinergic inputs to 
interneurons reduce pyramidal activity by exciting interneurons. Somatic dopaminergic inputs can 
increase activity, but dopaminergic inputs to interneurons can indirectly decrease activity. 
Neurotransmitter inputs, perhaps to different locations, can have other effects such as regulating 
gene transcription and protein synthesis. A wide range of voltage gated K +  channels (not illus-
trated) with variable distribution on the membrane inhibit the integration process at various points, 
and their infl uence is modulated by external neurotransmitters       
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segments or terminal branches, and roughly 90 % of the length of the dendritic tree 
is made up of such branches [ 96 ]. There can be ~50 terminal branches on one pyra-
midal neuron, but the number varies considerably. Glutamatergic synapses are 
located on the top of spines, and terminal branches carry the highest density of 
spines. A lower density of spines can exist on the more distal trunk sections, but 
very few on the proximal dendritic trunk or on the soma [ 101 ].

   One action potential arriving at one glutamatergic synapse allows inward fl ow of 
Na +  ions, resulting in a small depotentiation of the membrane in the vicinity of the 
synapse called an excitatory post synaptic potential (EPSP), that is proportional to 
the strength of the synapse. One such EPSP cannot alone fi re a pyramidal neuron. 
Furthermore, the EPSP decays as the Na +  ions diffuse away from the membrane. 
However, the sodium ions can also diffuse laterally to reinforce EPSPs in neigh-
bouring synapses. Hence multiple action potentials arriving at multiple neighbour-
ing synapses within a relatively short period of time can result in a somewhat higher 
total depolarisation at an intermediate point on the membrane. This total depolarisa-
tion can reach the threshold required to open voltage gated ion channels such as 
calcium or sodium channels, supporting initiation of a calcium or sodium action 
potential which can propagate deeper into the neuron. Thus EPSPs resulting from 
action potentials arriving at different synapses within a small length of one terminal 
branch may add together, and may result for example in a calcium action potential 
which propagates along the branch [ 399 ]. Such calcium action potentials are not 
fully self-propagating (unlike sodium action potentials along an axon) and decay 
with distance travelled [ 114 ]. However, if reinforced by other active synapses along 
the branch, a calcium action potential may exit the branch and propagate along the 
dendritic trunk. If several such terminal branch calcium action potentials are initi-
ated at a similar time, they add to each other and reach the soma [ 400 ]. Suffi cient 
dendritic input to the soma could result in initiation of an output action potential. 
The pattern of propagation depends on the distribution of voltage gated calcium 
channels, which can vary signifi cantly across the dendritic tree [ 233 ]. The distribu-
tion of different types of voltage gated ion channels therefore defi nes paths along 
which spikes will tend to pass, or in other words the integration pattern of the neu-
ron [ 114 ]. EPSP initiated dendritic spikes can also be carried by voltage gated Na +  
channels, and voltage gated K +  channels can impede such dendritic spikes [ 114 ]. 

5.3.1.1     Other Effects of Voltage Gated Ion Channels 

 There are other voltage gated ion channel mechanisms that adjust the relative 
 infl uence of distal dendritic, proximal dendritic and somatic inputs. One such mech-
anism utilizes the I h  voltage gated ion channel. I h  channels are open if the membrane 
is hyperpolarised or close to resting potential, but deactivate in response to signifi -
cant depolarisation. This behaviour results in an effective resting membrane poten-
tial slightly depolarised from the value it would have in their absence, but the effect 
is turned off when the depolarisation exceeds their threshold. A high density of 
such channels therefore amplifi es the initial effect of any local depolarisations. 
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The density of these channels is very low in the soma but increases in dendrites with 
distance from the soma [ 401 ]. This arrangement gives greater weight to more distal 
inputs, and compensates for the greater distance they must travel to reach the soma 
[ 402 ]. The relative infl uence of proximal and distal locations can be adjusted by a 
number of such mechanisms, and varies in different types of neuron [ 251 ]. 

 A-type voltage gated K +  channels regulate the backpropagation of action poten-
tials into the dendritic tree. Small clusters of A-type channels occur at different 
points on the soma, proximal dendrites and distal dendrites of neurons, with one 
neuron containing dozens of such clusters [ 403 ]. As described earlier, A-type chan-
nels are opened by depolarisation, but deactivate completely in response to sus-
tained depolarisation. Single backpropagating action potentials are severely 
attenuated, but sequences of action potentials above a certain frequency penetrate 
much more successfully [ 404 ]. The existence of clusters suggests that the penetra-
tion of backpropagating action potentials to different regions of the dendritic tree is 
separately managed. 

 There are many different types of voltage gated ion channels [ 405 ], and the dis-
tribution of different types of ion channels differs between different types of neuron 
and different brain regions [ 255 ]. On the same neuron, gradually increasing or grad-
ually decreasing concentrations of different types of ion channels have been 
observed going from proximal to distal regions of a dendritic tree. For other types 
of channel, local concentrations have been observed at different places on the 
 dendrite [ 406 ]. The different types and distributions refl ect the different types of 
integration being performed [ 407 ].  

5.3.1.2     Interneuron Effects 

 Some additional factors regulate the integration of inputs in various ways. One 
 critical factor is the inhibition provided by different GABAergic interneurons. As an 
example [ 408 ], one pyramidal neuron in layers II/III of the cortex has ~1,000 inhibitory 
synapses, ~15 % of the total synapse count. These inputs come from ~70 different 
interneurons. Approximately 70 % of these interneurons are in the same layer 
and column as the pyramidal neuron, ~15 % in the same column but a different 
layer, the rest in a different column. 

 Interneurons have been classifi ed into different types by the physical appearance 
of their axonic and dendritic trees. Different types on this basis include basket, 
chandelier, bipolar, double bouquet, and Martinotti cells. A more functional based 
classifi cation derives from the observation that different interneurons target different 
regions of pyramidal neurons [ 409 ]. Different regions are the axon initial segment, 
the soma, the proximal dendrites, the distal dendrites and the necks of individual 
spines. Some interneurons synapse only on the axon initial segment of pyramidal 
neurons. Other interneurons synapse mainly on one region, with some but fewer 
synapses on neighbouring regions. For example, some neurons synapse mostly on 
the soma, with a small proportion of synapses on the proximal dendrites and a very 
small proportion on the distal dendrites. Other interneurons synapse mostly on distal 
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dendrites, with small proportions in other areas. Yet other interneurons synapse only 
on spines and distal dendrites in different proportions. The chandelier morphological 
type is the axon targetting neuron [ 410 ], basket cells favour somata and proximal 
dendrites, and double bouquet cells favour spines and distal dendrites [ 411 ]. 
Martinotti cells target distal apical dendrites, but are unusual in also targetting proximal 
dendrites and somata [ 412 ]. 

 Most pyramidal neurons are regular spiking type, a small proportion are burst 
spiking, with burst spiking pyramidals occurring more frequently in specifi c cortical 
layers. Many cortical interneurons are fast spiking, but others are regular spiking 
and some are burst spiking [ 408 ]. Martinotti cells tend to be regular or burst spiking 
[ 412 ]. The burst spiking interneurons tend to occur in the same layer as burst spiking 
pyramidals. A few interneurons have fi ring patterns that do not fi t these classifi ca-
tions, such as late spiking and irregular spiking types [ 408 ]. 

 Interneurons tend to target a limited range of pyramidal neurons. As discussed 
later, cortical pyramidal neurons are arranged in layers, and in columns perpendicular 
to the layers. Some interneurons only target pyramidal neurons in the same column 
and layer, others only target pyramidals in the same column, yet others target pyramidals 
in neighbouring and distant columns within the same layer. 

 There are two types of GABAergic receptors: GABA A  and GABA B . GABA A  is a fast 
acting, generally inhibitory Cl − /HCO 3  −  channel. GABA B  is a slower acting G-protein 
receptor that inhibits by activation of K +  channels [ 413 ]. GABA B  can also inhibit voltage 
dependent Ca ++  channels, with a presynaptic effect of reducing neurotransmitter release 
[ 414 ] and a postsynaptic effect of reducing dendritic excitability [ 415 ]. 

 Hence there are four dimensions to the ways in which interneurons act upon the 
integration of inputs by pyramidal neurons. Firstly, selective targetting of different 
groups of pyramidal neurons means that interneurons can manage the relative 
activity levels between groups. Secondly, selective targetting of different regions of 
pyramidal neurons means that they can manage the output of an individual pyramidal 
neuron, the relative contribution of different dendrites, dendritic arms, or dendritic 
terminal segments, or the relative contributions of individual synapses. Thirdly, the 
different spiking types mean that different types of electrical effects can be imposed 
on their targets. Interneurons can precisely coordinate their fi ring by means of elec-
trical synapses that make fast, direct electrical connections between them without 
an intervening neurotransmitter. These electrical synapses are between interneurons 
of the same spiking type [ 416 ]. Fourthly, different types of GABA receptors act on 
different timescales, and differ in their locations on the target neuron.  

5.3.1.3     Effects of Other Neurotransmitters 

 Serotonergic, cholinergic, noradrenergic and dopaminergic neurons in other brain 
structures target cortical neurons, and have various effects including modulation of 
pyramidal neuron activity levels. 

 Serotonergic inputs target the proximal apical dendrites of pyramidal neurons, 
mainly by the receptor 5HT2A. Activation of this receptor inhibits the calcium 
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gated potassium channels responsible for the slowly decaying component of the 
afterhyperpolarisation that follows an action potential [ 417 ] and therefore reduces 
the probability of another action potential immediately afterwards. Hence one effect 
on the target neuron is an increase in the fi ring rate [ 418 ] in response to glutamatergic 
inputs to the apical dendrite. 

 Norepinephrine depresses the activity of pyramidal neurons, by increasing the 
activity of interneurons [ 419 ]. Norepinephrine neurons do not appear to target 
pyramidals directly. 

 The effects of acetylcholine upon pyramidal neurons are complex and not well 
understood. Firstly, acetylcholine can act presynaptically or postsynaptically, 
directly via receptors on pyramidal neurons or indirectly via receptors on inter-
neurons [ 420 ]. Secondly, receptors may be concentrated at synapses made by 
cholinergic neurons on to their targets or distributed over the surface of the target 
neuron to detect acetylcholine released by non-synaptic vascularisations on 
cholinergic axons [ 421 ]. Thirdly, there are both nicotinic (ion channel) and mus-
carinic (G-protein) receptors. Nicotinic receptors occur on interneurons where 
they are excitatory [ 422 ], but evidence of their occurrence on pyramidal neurons 
is contradictory [ 423 ]. Muscarinic (G-protein) receptors are present on pyramidal 
neurons and can have tonic excitatory but phasic inhibitory effects [ 424 ]. 
Fourthly, receptors are observed in both symmetric and asymmetric synapses 
[ 425 ]. There seems to be a tendency in pyramidal neurons for asymmetric 
synapses to occur on the heads of small spines and symmetric synapses on the somas, 
with both types occurring on dendritic shafts [ 426 ]. It appears that muscarinic 
receptors may be present in glutamatergic synapses [ 427 ]. In interneurons, 
synapses may generally be symmetric [ 426 ]. There is evidence that a class of inter-
neurons that in some brain regions tends to target only other interneurons [ 428 ] 
and receives less cholinergic input than other interneurons [ 429 ]. Acetylcholine 
appears to play a major role in controlling the oscillations in neuronal outputs 
that are refl ected in the appearance of gamma (30–80 Hz), theta (4–12 Hz) and 
other frequencies in the EEG [ 430 ]. 

 Another neurotransmitter that can affect pyramidal neuron excitability levels is 
dopamine. In pyramidal neurons D1-type receptors are located on the somas, on 
dendritic shafts, and most heavily in spines close to glutamatergic synapses [ 431 ]. 
Dopaminergic receptors in different locations may have different functions. 
D1-type receptors close to spines have a role in regulating local protein translation 
[ 432 ], but D1-type receptors on pyramidal somas may stimulate action potential 
activity [ 433 ]. D2-type receptors on interneurons may act indirectly to reduce 
pyramidal activity [ 434 ].  

5.3.1.4     Timing of Pyramidal Neuron Outputs 

 The activity of populations of pyramidal neurons exhibits signifi cant temporal 
ordering. This temporal ordering is revealed in the frequencies found in the EEG. 
Two such frequencies that are important for cognitive processing are gamma-band 
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(30–100 Hz) and theta-band (4–10 Hz) [ 435 ]. Pyramidal neuron activity tends to 
occur at peaks in these frequencies when certain types of cognitive behaviours are 
under way, and in some situations both frequencies are present, with activity maxi-
mal when the two frequency peaks coincide [ 436 ]. 

 Interneurons inhibit the overall activity of pyramidal neurons, but in addition 
impose these modulation frequencies on pyramidal activity. Different patterns of 
pyramidal neuron fi ring appear in different behavioural situations, and each pattern 
is imposed by the combination of different types of interneuron that tend to fi re at 
different time points in the current modulation frequencies [ 437 ]. For example, axo- 
axonic and basket cells fi re at gamma frequencies, but axo-axonic cells tend to fi re 
preferentially just after the peak of theta frequency, while basket cells fi re preferen-
tially in the descending theta phase [ 438 ]. The primary inputs driving GABAergic 
interneurons are glutamatergic, arriving at AMPA receptor synapses. Spike timing 
is precisely controlled in such interneurons with the times during which glutamate 
is release and the times for removal of glutamate from the synaptic cleft being 
around ten times shorter than for AMPA receptor synapses on pyramidal neurons 
[ 439 ]. Hence pyramidal neurons integrate information over relatively wide tempo-
ral intervals, while interneurons regulate the timing of outputs carrying the integra-
tion results. 

 Interneuron fi ring imposes timing constraints by inhibiting pyramidal outputs at 
the arrival times of the GABAergic spike, but can also have more complex effects to 
encourage appropriate timing of pyramidal outputs. For example, as described in 
Chap.   4    , GABA A  receptors are inhibitory if the membrane is depolarised, but 
slightly excitatory at resting potential. If an action potential arrives at a GABA A  
synapse 5–10 ms before an action potential arrives at a glutamatergic synapse 
nearby, the GABA input will reinforce the depolarisation resulting from the gluta-
mate input [ 172 ]. Hence not only will the pyramidal neuron be inhibited in phase 
with the GABAergic inputs, but will be excited to some degree when out of phase 
with those inputs. Acetylcholine inputs also play a role in infl uencing the timing of 
pyramidal inputs, and it is interesting that the muscarinic M1 receptor is excitatory 
in response to a steady background level of acetylcholine, but inhibitory in response 
to a spike of concentration [ 424 ].  

5.3.1.5     The Factors Infl uencing Generation of Action Potentials 

 The production of an action potential by a pyramidal neuron is the result of the 
integration of a very large number of inputs. These inputs are generally action 
potentials generated by other neurons. These action potentials result in effects on 
different timescales, which are all integrated by the target neuron. There are many 
different combinations of inputs that can lead to an output action potential, and 
generally no one input is completely decisive. In addition, information that an action 
potential has been generated is fed back into the dendritic tree by a backpropagating 
action potential.   
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5.3.2     Management of Long Term Synaptic Weight Changes 

 Changes to synaptic strengths are the primary means by which the responses of a 
neuron to its inputs are adjusted. These changes must be appropriate to the circum-
stances, and must therefore be determined by external inputs modulated by internal 
states. The specifi c conditions under which synaptic weights change, and the 
 mechanisms by which such weight changes are implemented, differ between differ-
ent types of neuron and different anatomical locations. The most studied phenom-
ena are the increases and decreases in synaptic weight (potentiation and 
depotentiation) of glutamatergic synapses following synapse and neuron activity in 
pyramidal  neurons, especially in the hippocampus. These changes are implemented 
by  conductance changes to AMPA receptors, addition and removal of AMPA recep-
tors, and structural changes to spines. Conductance changes result from the phos-
phorylation or dephosphorylation of AMPA receptors, catalysed by locally available 
 proteins [ 440 ]. Traffi cking involves addition and removal of AMPA receptors from 
the postsynaptic density [ 305 ]. Structural changes to spines involve modifi cation of 
the actin cytoskeleton, for example changing small stubby spines to large, mush-
room shaped spines with larger postsynaptic densities and higher numbers of AMPA 
receptors [ 141 ]. The following discussion will centre primarily on synaptic weight 
changes by AMPA receptor related changes in pyramidal neurons. 

 Proteins in human cells are constantly being degraded and replaced by newly 
synthesized proteins. The half life of an AMPA receptor molecule in such recycling 
is ~48 h [ 441 ]. Furthermore, there is internal recycling of AMPA receptors, with 
receptors being removed from the membrane and later returned to the membrane. 
The half life for residence at the cell surface is ~30 h [ 441 ]. Hence the weight of a 
synapse can be managed by regulation of this traffi cking process in different ways. 
For example, the half life of AMPA receptors in the postsynaptic density can be 
reduced to about 40 min by stimulation of endocytosis, substantially reducing syn-
aptic weight [ 442 ]. 

 Within the cytoplasm, AMPA receptor molecules (like all membrane proteins) 
are contained within vesicles. Insertion of AMPA receptor molecules into and 
removal from the membrane is carried out by vesicle exocytosis and endocytosis 
[ 443 ] in which a vesicle is fused with the membrane or budded off from the 
 membrane. AMPA receptor mRNA exists in the dendritic tree [ 444 ], in some cases 
localized to spines [ 445 ]. AMPA receptors newly synthesized from this local mRNA 
are inserted into vesicles at the local endoplasmic reticulum and transported to the 
membrane of the dendritic shaft by the motor protein myosin Va [ 446 ]. Insertion is 
by membrane fusion, in which SM proteins catalyse the linking of a v-SNARE pro-
tein attached to the vesicle membrane with a t-SNARE protein attached to the target 
membrane [ 447 ]. The complexin protein is essential for exocytosis associated with 
changes to synaptic strength but not exocytosis in support of regular recycling 
[ 448 ]. Following insertion into the dendritic shaft membrane, the AMPA receptor 
molecules diffuse into the spine [ 449 ]. Alternatively, there may be vesicle transport 
of AMPA receptor into the spine [ 450 ] with direct insertion into the membrane 
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adjacent to the postsynaptic density [ 451 ], or perhaps even into the postsynaptic 
density [ 452 ]. Spine topology limits diffusion of AMPA receptors into the spine, but 
such diffusion is encouraged by a GTPase called dynamin [ 453 ]. In the postsynaptic 
density, AMPA receptors are held in place by various scaffold proteins such as NSF 
and GRIP [ 454 ]. For endocytosis of AMPA receptors, they must be dissociated from 
the scaffold proteins and diffuse into the membrane peripheral to the postsynaptic 
density [ 443 ]. NSF in particular inhibits such endocytosis of AMPA receptors [ 454 ]. 
Endocytosis involves pinching off an area of the membrane containing the AMPA 
receptors to form a vesicle, which can then either be used to reinsert AMPA  receptors 
later or can be broken down by a lysosome. Endocytosis is catalysed by a complex 
of a membrane bound protein endophilin, the GTPase dynamin, and the protein 
ARC [ 455 ]. 

 Spine size correlates with synaptic strength [ 456 ]. Spine size increases can be 
temporary, returning to original size within minutes, or longer term, lasting at least 
hours. Spine size increases are caused by polymerisation of G-actin to form long 
F-actin fi laments, the addition of G-actin to F-actin fi laments at the tip of the spine 
driving its expansion [ 456 ]. G-actin and F-actin are in a state of constant exchange 
in spines. There are several pools of F-actin in a spine: a dynamic pool in which the 
turnover time is ~40 s; an enlargement pool that appears when spine growth is 
triggered by Ca-calmodulin with a turnover time ~2–15 min; and a stable pool with 
a turnover time ~17 min that is proportional to the square of the spine volume 
[ 457 ]. Hence any modifi cations to the rates of G-actin/F-actin exchange can rap-
idly change spine size [ 458 ]. Important factors in such modifi cations are the actin 
binding proteins profi lin and cofi lin, which respectively encourage and discourage 
polymerisation [ 459 ]. The GTPases Rac, Rho and Cdc42 have a strong infl uence 
on the actin system [ 460 ], are activated by various receptors [ 461 ], including 
ionotropic glutamate receptors, serotonergic receptors, and neurotrophins, and 
infl uence spine morphology by multiple routes, including paths that target profi lin 
[ 462 ] and cofi lin [ 463 ]. 

 Conductance, traffi cking and spine size changes are catalysed by enzymes, and 
the activity of the enzymes is regulated in three different ways. Firstly, the enzymes 
can be constantly available in the vicinity of the AMPA receptors, with weight 
changes regulated by mechanisms to activate those enzymes. Secondly, the enzymes 
can be synthesized from locally available mRNA, with weight changes regulated 
by control of the synthesis process and also by regulation of any posttranslation 
modifi cations. Thirdly, mRNA transcription in the nucleus can occurs fi rst, and 
the enzymes then synthesized from the new mRNA. This synthesis may be in the 
nucleus and followed by transport to the synapse, or by initial transport of the mRNA 
to the synapse followed by local mRNA translation. Weight changes in this third 
case are regulated by control of transcription, transport and degradation of mRNA, 
plus regulation of protein synthesis and postsynthesis modifi cation. 

 Rather than measuring one synapse operating naturally in a learning brain, LTP 
is generally investigated in artifi cial ways that electrically stimulate the neuron in a 
manner that mimics natural conditions to some degree, such as the TBS protocol 
[ 464 ]. In such artifi cial experiments, it is observed that changes to synaptic weights 
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following activity can persist for different periods of time. As discussed earlier, for 
increases to synaptic weights lasting much longer than the stimulus that generates 
them, three different decay times can be discerned. For LTP1, the decay constant is 
~ minutes to hours, for LTP2 ~ hours to days, and for LTP3 ~ weeks or more [ 137 , 
 465 ]. In a typical TBS protocol, a sequence of one to eight trains of electrical spikes 
are provided as inputs to a neuron. A train is made up of ten bursts of spikes, with 
the bursts occurring at the EEG theta frequency (5 Hz) which is associated with 
memory. Each burst contains four or fi ve spikes at 100 Hz. Between one and ten 
sequences of trains are applied, with trains separated by ~10 s or more. Immediately 
following a TBS protocol, synaptic strength typically more than doubles. However, 
the subsequent decay in synaptic strength depends on the number of trains, with one 
train typically resulting in LTP1, four trains in LTP2 and eight trains in LTP3 [ 144 ]. 
As illustrated in Figs.  5.8  and  5.9 , it is believed that LTP1 is primarily implemented 
by modifi cations to already available proteins, LTP2 by translation of proteins from 
mRNA available near the synapse, and LTP3 by transcription of new mRNA in the 
nucleus followed by protein translation [ 144 ].

    LTD also occurs in AMPA receptor synapses, induced by different stimulation 
protocols. There is evidence for a transient LTD involving modifi cation of existing 
proteins and a persistent LTD based on mRNA transcription and/or protein synthesis 
[ 466 ]. There appears to be a form of LTD which develops within minutes of the 
triggering stimulus and depends only on local protein synthesis and not gene tran-
scription [ 467 ]. However, LTD induction appears to activate gene transcription, 
which may be required for long term maintenance [ 468 ]. 

  Fig. 5.8    Mechanisms supporting LTP1 and LTP2. ( a ) In LTP1, Ca ++  ions that enter through 
NMDA receptors activate Ry receptors on the endoplasmic reticulum ( ER ) to release internal 
stores of further Ca ++  ions. These Ca ++  ions bind with calmodulin, and the Ca-calmodulin complex 
activates the kinase CaMKII, which in turn catalyses the phosphorylation of AMPA receptors to 
temporarily increase their conductance. ( b ) In LTP2, activation of glutamate metabotropic mGluR5 
and NMDA ionotropic receptors initiates a cascade of reactions leading through PKC and ERK to 
the translation activator eIF4E. Activation of eIF4E triggers translation of AMPA proteins from 
mRNA available in the endoplasmic reticulum (ER) near the synapse. These AMPA molecules are 
transported to the dendrite shaft membrane, inserted into the membrane, and diffuse to the postsyn-
aptic density where they increase the strength of the synapse for a period of hours       
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 We will now discuss how the three different options for changes to synaptic 
weights are regulated, using LTP1, LTP2 and LTP3 as examples. Many of the 
changes to synaptic weights are initiated by entry of Ca ++  through NMDA receptor 
or voltage gated calcium channels. Different routes of Ca ++  entry initiate different 
but overlapping chemical cascades, with different timescales for operation but 
extensive crosstalk allowing cross modulation [ 347 ]. 

5.3.2.1     LTP1 and Regulation of Synaptic Weight Changes Involving 
Locally Available Proteins 

 As shown in Fig.  5.8a , in LTP1, Ca ++  entry through NMDA receptors activates Ry 
receptors in the endoplasmic reticulum (ER). Activation of these receptors releases 
Ca ++  ions from stores in the ER. These ions activate calmodulin, and the Ca ++ -
calmodulin activates CaMKII kinase molecules attached to the postsynaptic density in 
proximity with AMPA receptors. The CaMKII phosphorylates the AMPA receptors, 
increasing their conductance [ 440 ], and therefore increasing the synaptic strength. 

 In LTP1, dephosphorylation of the AMPA receptors occurs with some decay 
time, returning the synapse to its original strength. Such dephosphorylation could 

  Fig. 5.9    Mechanisms supporting LTP3. Ca ++  entry through NMDA receptors at the synapse 
initiates a kinase cascade leading to ERK2 activation; Ca ++  entry through voltage gated Ca ++  channels 
on the soma initiate a kinase cascade leading to ERK1 activation; dopamine D1/D5 receptors 
activate a PKA cascade. All these routes must be activated for full activation of the transcription 
factor CREB. In addition, cholinergic m1/m3 receptors activate a PKC cascade leading to CaMKII 
activation which also activates transcription factors. One effect can be transcription of mRNA to 
support synthesis of the cytoskeleton molecule actin. This mRNA may be transported to the 
synapse, where synthesis of new actin leads to a semi-permanent expansion of the synapse and 
increase in synaptic weight       
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be carried out by various phosphatases also associated with the CaMKII/AMPA 
receptor complex, some of which are constitutively active and others activated by 
Ca ++ -calmodulin [ 469 ].  

5.3.2.2     LTP2 and Regulation of Synaptic Weight Changes Involving 
Protein Synthesis from Already Available Local mRNA 

 LTP2 is induced by a somewhat longer sequence of electrical stimuli. AMPA and 
NMDA receptors are distributed within the postsynaptic density, with NMDA 
receptors clustered towards the centre [ 470 ]. mGluR5 receptors are concentrated in 
a ring around the periphery of the postsynaptic density [ 164 ], but also frequently 
occur in the neuron membrane well away from synapses [ 471 ]. Hence a longer 
electrical stimulation will mean that glutamate can also reach the mGluR5 recep-
tors. As illustrated in Fig.  5.8b , activation of mGluR5 receptors means that activated 
PLC will hydrolyze membrane lipids to DAG and IP3. DAG plus Ca ++  activates 
membrane bound PKC and releases it into the cytoplasm [ 472 ]. The Ca ++  can come 
from glutamate activated NMDA receptor Ca ++  channels or be released from stores 
in the endoplasmic reticulum through IP 3  receptors. PKC then activates a kinase 
chain RAF-1 → MEK → ERK → MNK. MNK activates the translation initiation fac-
tor eIF4E, triggering protein synthesis from existing mRNA. Newly synthesized 
AMPA receptors are transported to the membrane of the dendritic shaft by the motor 
protein myosin Va [ 446 ]. This motor protein also requires Ca ++  for its activation by 
binding with Ca ++ -calmodulin [ 473 ]. Insertion into the shaft membrane requires 
activation of PI3 kinase, in this case by Ca ++ -calmodulin with the Ca ++  derived from 
NMDA receptors [ 474 ]. Diffusion into the spine is regulated by the GTPase 
dynamin. 

 AMPA receptors can also be removed, and there is constant two way traffi cking 
of receptors at the membrane [ 475 ]. Hence local synthesis of AMPA receptors can 
lead to a temporary increase in concentration at the postsynaptic density, but if for 
example the postsynaptic density remains the same size, the extra AMPA receptors 
will tend to diffuse away once local synthesis has stopped, returning the synaptic 
weight to its original value. 

 Spine size increases can be temporary, returning to original size within 
 minutes, or longer term, lasting at least hours. Early spine increases do not 
require protein synthesis, but such synthesis is required for stable spine expan-
sion [ 476 ]. It is observed that polyribosomes shift from the dendritic shaft to 
spines after the induction of LTP [ 477 ], suggesting that protein synthesis is 
targetted to individual spines. 

 Spine enlargement requires NMDA receptor Ca ++  current leading to actin 
polymerisation [ 141 ], Long term spine enlargement also requires CaMKI [ 478 ] and 
CaMKII activation [ 141 ]. It has been observed that NMDA receptor activation 
results in movement of profi lin from the dendritic shaft into spines [ 479 ], which 
could be the mechanism for early spine enlargement without the need for protein 
synthesis.  
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5.3.2.3     LTP3 and Regulation of Synaptic Weight Changes Requiring 
Gene Transcription 

 LTP3 requires even more TBS trains than LTP2, and appears to be dependent on 
gene transcription [ 144 ]. For example, mRNA from the  Arc  gene associated with 
the cytoskeleton is delivered to dendrites and translated soon after stimulation, 
and is required for long term changes but not shorter term LTP [ 137 ]. Some of the 
processes by which such gene activation is managed are illustrated in Fig.  5.9 . As 
shown in the fi gure, multiple external infl uences including glutamate, dopamine 
and acetylcholine plus the opening of voltage gated channels determine whether 
transcription occurs. Various signalling pathways in neurons lead from synaptic 
activity to activation of transcription factors like SRF and CREB [ 480 ]. SRF is 
activated by Ca ++  initiated and neurotrophin initiated cascades [ 318 ], CREB by 
cAMP and Ca ++  initiated cascades [ 481 ], and in at least some neurons by neuro-
trophins [ 482 ]. Activation of transcription factors can trigger transcription of 
IEGs. IEGs that can be transcripted as a result of neuron activity include both the 
genes for transcription factors like  Cfos  and  Zif/268 , and effector genes coding 
proteins which can change synaptic strengths such as  Arc  [ 455 ] and  Homer-1 . In 
some cases the newly transcribed mRNA is transported to recently active syn-
apses [ 330 ]. There is a second wave of transcription of late response genes [ 483 ], 
at least partly dependent on transcription factors coded in IEGs. For example, the 
late response genes for neurotrophins like BDNF are transcribed [ 484 ]. Again, the 
newly transcribed mRNA may be transported to specifi c synapses on the basis of 
recent activity [ 484 ]. 

 Activity dependent gene transcription is dependent on calcium infl ux through 
NMDA receptors [ 485 ], calcium infl ux through type L voltage gated calcium chan-
nels (L-VGCCs) [ 486 ], and activation of D1/D5 type dopamine receptors [ 183 ]. 
There is also a dependence on muscarinic acetylcholine receptors [ 487 ]. To promote 
gene transcription, calcium entry via NMDA receptors acts upon a MAP/ERK cas-
cade. D1/D5 receptors act via PKA. L-VDCCs act via a MAP/ERK cascade, but 
may use ERK1, while the NMDA receptor path may use ERK2 [ 144 ]. Muscarinic 
acetylcholine receptors can act via PKC to activate CaMKII and also a MAP cas-
cade. Expression of the growth related early immediate gene  Cyr61  is under the 
control of muscarinic receptors [ 488 ]. NMDA receptors are located at synapses. In 
pyramidal neurons D1/D5 receptors are located on the somas, on dendritic shafts, 
and most heavily in spines close to glutamatergic synapses [ 431 ]. Dopaminergic 
receptors in different locations may have different functions, such as modulating 
activity [ 433 ], protein translation [ 432 ], or gene transcription. L-VDCCs are distrib-
uted over the soma, dendrites and spines, with higher densities in smaller dendrites 
[ 489 ]. However, the L-VDCC derived Ca ++  concentration relevant to LTP3 appears 
to be in the soma [ 465 ]. Muscarinic receptors are located on the main dendritic 
shaft, and the Ca ++  released from internal stores diffuses to the nucleus [ 487 ]. 
Different sources of Ca ++  are isolated from each other and can act differently. 
NMDA receptors access a pool of Ca ++  which activates ERK2, both close to the 
receptors [ 490 ]. L-VDCCs activate a separate pool of Ca ++  in the nucleus that leads 
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to activation of ERK1. Muscarinic receptors activate yet another pool from stores in 
the endoplasmic reticulum which then diffuses to the nucleus. 

 CREB is one transcription factor know to be activated in LTP, and CREB can be 
activated by multiple Ca ++  dependent and other routes [ 315 ]. There is evidence that 
PKA can augment transcription triggered by CREB activation by another route 
[ 491 ], and inactivation of muscarinic receptors reduces but does not block LTP 
[ 492 ]. Hence activation by a subset of the possible paths may be adequate for at 
least partial strength LTP. 

 SRF is a transcription factor for many of the genes related to the actin cytoskel-
eton, and SRF activity is regulated by the rate of actin turnover [ 493 ]. Hence there 
is a mechanism by which an adjustment to a relatively short term spine size change 
could be established long term by gene transcription. 

 Once transcribed in the nucleus, the mRNA must be targetted to the appropriate 
synapse. Inactive mRNA is transported in granules called ribonucleoprotein parti-
cles, the transport regulated by synaptic activity [ 300 ]. Alternatively, proteins may 
be synthesized in the nucleus from the new mRNA and transported to the appropri-
ate synapse in vesicles. Active synapses are chemically tagged in some way to allow 
capture of gene products [ 494 ]. 

 However, the maintenance of LTP3 may also depend on local protein synthesis 
from existing mRNA not requiring new transcription, for example the synthesis of 
AMPA receptors [ 329 ]. It is possible in some cases that LTP3 can be sustained by 
this protein synthesis using local mRNA [ 495 ]. 

 Note that the picture is certainly much more complex that the simple view illus-
trated in Fig.  5.9 . For example, the L-VGCC channel can be regulated by the kinase 
PKC. PKC is activated by G q -proteins, and there are G q  receptors for glutamate, 
acetylcholine, ATP and oxytocin among others, allowing the possibility for cross-
talk or additional regulation.  

5.3.2.4     Effects of Timing on Synaptic Weight Changes 

 Across populations of neurons, high frequency synaptic fi ring drives LTP, while 
low frequency drives LTD [ 496 ]. However, at a more detailed level there are a 
number of factors that infl uence weight changes. Long term changes to a synaptic 
weight tend only to occur when an input to the synapse due to the fi ring of the 
presynaptic neuron occurs close to a time when the postsynaptic neuron itself fi res. 
The relative timing of presynaptic input and postsynaptic neuron fi ring infl uences 
both the type and magnitude of the change [ 132 ]. Other factors affecting the change 
include the number of presynaptic and postsynaptic activity pairings (typically 
60–100 are required for plasticity [ 497 ]), the presence of synaptic inputs from 
multiple presynaptic neurons [ 498 ], and local depolarisation in the neighbourhood 
of the synapse [ 499 ]. 

 LTP and LTD tend only to occur at a synapse if there is a presynaptic input within 
20–100 ms of the postsynaptic neuron fi ring. In pyramidal neurons, AMPA/NMDA 
receptor based LTP occurs when a presynaptic action potential occurs up to 20 ms 
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before postsynaptic neuron fi ring, but AMPA/NMDA receptor based LTD occurs if 
neuron fi ring precedes postsynaptic input by up to 20–100 ms, with a sharp transi-
tion of a few milliseconds between LTP and LTD timing [ 132 ]. The functional 
implication is that an input which arrives prior to postsynaptic fi ring is assumed to 
have contributed to the fi ring and has its weight increased, while an input that 
arrived after the fi ring is assumed to be irrelevant and has its weight decreased. 
However, in other types of neuron, LTD occurs if the presynaptic input precedes 
neuron fi ring, provided an additional signal is received. One example is parallel 
fi bre AMPA/NMDA receptor synaptic inputs to a Purkinje neuron in the cerebel-
lum. If a synaptic input is active just before the neuron fi res, its weight is slightly 
increased (LTP) but if an input from a mossy fi bre to the Purkinje neuron is also 
received the input weights are reduced (LTD) [ 500 ]. The implication is that the 
additional signal is communicating that the recently active synapses were in some 
way inappropriate. 

 The fi ring of the postsynaptic neuron is communicated to the synapse by an action 
potential that backpropagates from the soma into the dendritic tree in parallel with the 
regular action potential that propagates down the axon [ 129 ]. This backpropagating 
action potential attenuates as it propagates through the dendritic tree, because of 
the activity of various types of voltage gated K + -channels [ 501 ]. Because of the 
characteristics of these channels, the propagation is more effective if there is some 
dendritic depolarisation as a result of synaptic activity. The backpropagating signal 
will therefore tend to reach dendritic regions where there has been signifi cant recent 
synaptic activity [ 502 ] as a result of inputs from multiple presynaptic neurons that 
target those regions and generated local depolarisation. 

 The dependence on relative timing is a result of the detailed properties of NMDA 
receptors. An NMDA receptor allows passage of Ca ++  only if it is glutamate bound 
and if the local membrane is depolarised suffi ciently to release a Mg ++  ion that 
otherwise blocks the channel. Hence the Ca ++  current required to trigger synaptic 
weight changes only occurs if the presynaptic glutamate release occurs close in time 
to the arrival of a backpropagating action potential adequate to release the Mg ++  
block. The difference between LTP and LTD may involve different NMDA receptor 
subtypes, difference in the Ca ++  entry routes, and resultant differences in the 
direction of change [ 136 ]. LTP mechanisms were discussed earlier. In the case of 
LTD, one mechanism could be reduction in AMPA receptor conductance by dephos-
phorylation [ 503 ].  

5.3.2.5    The Factors Infl uencing Synaptic Weight Changes 

 Overall, there are many signalling factors affecting whether there will be a synaptic 
weight change at a particular synapse, and the direction, magnitude and duration of 
any change. For one synapse, many of these factors but not necessarily all will play 
a role. Important factors are the relative timing and degree of presynaptic glutama-
tergic input and postsynaptic activity. Other factors are presynaptic activity resulting 
in release of other neurotransmitters, including dopamine and acetylcholine as 
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discussed earlier, and also for example serotonin [ 504 ] and norepinephrine [ 505 ]. 
GABA also appears to play a role in LTP [ 506 ]. 

 These signalling factors act via various kinase cascades to implement weight 
changes by various mechanisms, including action on existing proteins, new protein 
translation from existing mRNA which may be located close to the synapse, and 
transcription of new mRNA followed by protein translation. There is evidence in 
favour of a tendency for these different mechanisms to result in changes lasting for 
different periods of time, but this is not always the case. 

 Note also that LTP and to some degree LTD in pyramidal neuron AMPA receptor 
synapses has been discussed most fully, but there can be differences between such 
synapses in different brain areas. LTP can also occur in AMPA receptor synapses on 
to interneurons [ 507 ] in areas where pyramidal neurons are the principal neurons, 
and in AMPA receptor synapses on to other types of principal neurons. There can 
also be changes to the weights of GABAergic synapses, perhaps in support of LTP 
at glutamatergic synapses [ 508 ].  

5.3.2.6    Other Types of Synaptic Weight Changes 

 The discussion has mainly been limited to synaptic weight changes to glutamatergic 
synapses on to pyramidal neurons. However, weight changes have been observed to 
GABAergic synapses on to pyramidal neurons [ 509 ]. Various types of projection 
neurons in the cerebellum, basal ganglia etc. show LTP and LTD on both glutama-
tergic [ 136 ] and GABAergic synapses [ 510 ]. LTP and LTD have also been observed 
in glutamatergic synapses on interneurons. [ 511 ] Frequently, the direction and 
magnitude of synaptic weight changes depend on the relative timing of synaptic 
input and target neuron fi ring [ 512 ]. 

 Another factor in management of synaptic weight changes can be signalling 
from the postsynaptic neuron back to the presynaptic neuron. Such signalling is 
generally implemented by endocannaboloid synthesis in the postsynaptic neuron, 
with diffusion back to the presynaptic neuron [ 215 ]. For example, in some pyrami-
dal neurons, LTD triggered by presynaptic spiking following postsynaptic spiking 
is implemented by changes to the presynaptic neuron [ 513 ]. The appropriate timing 
relationship is detected by endocannaboloid diffusion to the presynapse combined 
with activation of presynaptic NMDA receptors.   

5.3.3     Changes to Neuron Integration Algorithm 

 Integration of synaptic inputs to determine neuron output is heavily dependent on 
the local dendritic excitability in response to combinations of postsynaptic poten-
tials. This excitability is determined by the distribution and properties of different 
voltage gated ion channels over the surface of dendrites. A wide range of different 
sodium, calcium, and potassium voltage gated channels are present in the same 
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dendrite [ 514 ]. Changes to the integration algorithm will involve changes to the 
properties and/or distribution of voltage gated channels of different types. Such 
changes could be implemented on different timescales, with shorter timescales 
implemented by changes to channel properties and longer timescales perhaps requir-
ing gene transcription and protein synthesis or protein synthesis from pre- existing 
mRNA. In general the management of changes to the properties and distribution of 
voltage gated channels over the dendritic surface has not been investigated to the 
same extent as at the synaptic level. However, it is becoming clear that such changes 
can occur in response to neuron activity [ 515 ], and that changes to both excitability 
and synaptic weights can occur independently or coordinated in the same local 
region [ 516 ]. However, there are only a few experiments demonstrating long term 
activity-dependent changes to dendritic excitability, and much more work is required 
to determine how common such changes are [ 517 ]. 

 A wide variety neurotransmitters including glutamate, acetylcholine, serotonin, 
noradrenaline, dopamine and NO can act via receptors to affect voltage gated ion 
channels [ 515 ,  518 ]. Opening of voltage gated Ca ++  channels can also lead to changes 
to other ion channels. These changes are implemented via kinase and phosphatase 
cascades including CaMKII, MAPK, PKA and PKG. In many cases phosphorylation 
of the target ion channel alters the kinetics of the channel. 

 Regulation of activity dependent changes to dendritic excitability by local protein 
synthesis or mRNA transcription is believed to occur, but relatively few examples 
are yet known [ 517 ]. One example is that the gene for M-type K +  channels can be 
activated by Ca ++  entry through L-type voltage gated channels. Such Ca ++  entry leads 
to movement of the NFAT transcription factor from the cytoplasm to the nucleus 
[ 519 ]. Other routes for accessing voltage gated ion channel protein synthesis or 
mRNA transcription are believed to include MAPK, PKA and PKC cascades [ 517 ]. 

 Hence as for the management of synaptic weight changes, neuron activity plus 
multiple neurotransmitters acting via multiple but interacting chemical pathways 
can trigger changes to dendritic excitability. 

 Another aspect of dendritic excitability is the degree to which backpropagating 
action potentials are transmitted through the dendritic tree. The A-type K +  channel 
is key in limiting backpropagation. Downregulation of the channel by PKA, PKC 
and MAPK kinase cascades increases backpropagation [ 520 ].   

5.4     Multiple Paths Contribute to Any Neuron Behaviour 

 The determination of neuron behaviour from moment to moment, from production 
of an action potential to change to the weight of one synapse, can potentially be 
infl uenced by many inputs to the neuron acting via many different chemical paths 
with considerable crosstalk between the paths. 

 The behaviour selected at each point in time is determined the specifi c combina-
tion of current and recent inputs, and will be the result of contributions from  multiple 
paths, generally with no one input being decisive.                                                                                                                                                                                                                                                          
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6.1                        Sources of Information 

 There are many different types of neuron organized into many different anatomical 
structures in the mammal brain. Many of these structures are connected together, some-
times by multiple routes, and often indirectly via other structures. Neuron physiology 
involves large numbers of different chemicals interacting by many complex pathways. 

 A vast amount of experimentation has been performed on the anatomy of the 
mammal brain. Direct investigation of human brain anatomy and physiology is lim-
ited because physically intrusive experiments are only possible post mortem, with 
the exception of very limited experiments with patients suffering from various brain 
illnesses. However, there are strong similarities between the human brain and other 
mammal brains. All the major structures discussed in this chapter have homologues 
in almost all mammal species. Primate brains are the most similar at a more detailed 
level, but strong similarities are also present in the cat and rat brains. Furthermore, 
modern imaging techniques make it possible to visualize major human anatomical 
structures directly, and follow their activity in time. These techniques do not allow 
resolution of individual neurons, and even many anatomical substructures are too 
small to be resolved. However, they make it possible, for example, to identify the 
structures that are active during different cognitive processes, and the structures that 
are damaged in patients with cognitive defi cits. At the neuron physiology level, 
there are many similarities even in brains much more distantly related to human 
than other mammals. 

 Much of the information presented in this chapter is based upon experiments 
with monkeys, cats and rats, and to a lesser degree with other mammal species, 
confi rmed as far as possible by imaging and post mortem anatomical work on the 
human brain. 

 A further complicating factor is that although there are, for example, correspon-
dences between structures in the rat brain and in the human brain, for historical 
reasons corresponding structures do not always have the same names. 

    Chapter 6   
 Major Anatomical Structures 
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 In the chapter, knowledge derived from investigations of non-human brains will 
not be explicitly identifi ed, unless there is some experimental evidence that the 
human brain is signifi cantly different. In other words, the human brain will be 
assumed to be similar to other mammal brains unless there is evidence to the con-
trary. Some theoretical reasons why this is a reasonable position will be described 
in Chap.   7    .  

6.2     High Level Structure of the Human Brain 

 The brain is subdivided into a number of anatomical structures. These subdivisions 
are identifi ed in several different ways. One way is that different structures may 
contain neurons that differ in morphology, size, density, type of neurotransmitter(s) 
generated and/or types of neurotransmitter receptors. Another way is that different 
structures may be separated by regions that contain axons but few somas. A third 
way is that the inputs and outputs of one structure are different from those of another 
structure. 

 Major structures have substantial differences of all three types. However, each 
major structure has substructures with somewhat smaller differences, and the sub-
structures may have yet fi ner “sub-sub-structures” with yet smaller differences and 
so on. 

 A list of some large and smaller structures, and their substructures where they 
exist, is given in Table  6.1 . All of the structures in the table will be discussed in this 
chapter.

6.3        The Cortex 

 The cortex is a sheet of tissue with a thickness in the range 2–3 mm. The sheet is 
wrapped around the outside of the cerebral hemispheres but folded so that the total 
area is about 1,600 cm 2  [ 521 ], much larger than a smooth surface would be. The 
cortex contains ~1–2 × 10 10  neurons [ 522 ]. In the human brain section in Fig.  6.1 , it 
is the cortex that is visible in the upper half. The cortex is conventionally divided into 
a number of lobes that are usually separated by particularly deep folds. The occipital 
lobe is at the back, the frontal lobe is at the front, the temporal lobe is along the sides, 
and the parietal lobe is over the top. The inner part of the surface area where the two 
hemispheres face each other is sometimes called the limbic lobe. The part of the 
frontal lobe that is under the brain is called the orbitofrontal or orbital cortex.

   The folding of the cortical surface results in regions that bulge out and regions 
where the surface folds in. A gyrus (plural gyri) is a region that bulges out, a sulcus 
(plural sulci) is a region that is folded in. Cortical folding differs between individu-
als, but some large gyri and sulci can be seen in many different brains. These major 
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gyri and sulci and often named by their position in a lobe (e.g. the superior frontal 
gyrus is the protruding area at the top of the frontal lobe). The names of some 
prominent structures are given in Fig. 6.2 .

   A number of terms are important in relative positions in the brain (see Box     6.1 ). 
For example, the part of a gyrus or sulcus closest to the front of the brain is called 
anterior (e.g. the anterior part of the superior temporal gyrus). The part closest to 
the rear of the brain is called posterior. The part towards the top is called dorsal 
and towards the bottom or underneath is called ventral. The part towards the 
centre is called medial while the part away from the centre towards the side is 
called lateral. 

 There are areas of the cortex that differ from each other in physical structure and 
functional role. Some of these areas, often called Brodmann areas, are also shown 
in Fig.  6.2 . For different individuals, these areas can be in different positions relative 
to the major gyri and sulci so the mapping in Fig.  6.2  is approximate. Observations 
of cortical activity during cognitive tasks are often described by giving the positions 
of active regions relative to these topological structures. These descriptions are 
useful, but to varying degrees are therefore only approximate in terms of more 
functionally signifi cant cortical areas. 

   Table 6.1    Brain anatomical structures   

 Major structure 
 Substructures and more 
detailed structures  Examples 

 Cortex  Areas  Primary visual 
 Columns 
 Layers  I; II; III; IV; V; VI 

 Hippocampus  Regions  CA1; CA2; CA3; Dentate gyrus 
 Thalamus  Nuclei  Ventrolateral; reticular 
 Basal ganglia  Divisions  Dorsal; ventral 

 Nuclei  Striatum; globus pallidus 
 Regions  Striatal patch and matrix 

 Basal forebrain  Nuclei  Septal; nucleus basalis 
 Amygdala  Divisions  Cortex like; striatal like 

 Nuclei  Cortical, central 
 Hypothalamus  Nuclei  Mammillary; paraventricular 
 Cerebellar cortex  Lobes  Neocerebellum; paleocerebellum 

 Layers  Molecular; Purkinje; Granular layers 
 Microzones 

 Cerebellar nuclei  Divisions  Dentate; interpositus 
 Neurotransmitter distribution  Locus coeruleus; raphe nucleus 
 Other nuclei  Pontine nuclei; olivary 

nuclei; habenula 
 Columns in the inferior olive 

  The table lists the larger anatomical structures found in the mammal brain, their organisation into 
substructures, and some example substructures. Other less prominent structures will also be dis-
cussed in this chapter. All structures are made up of neurons, the number, type and connectivity of 
neurons can differ between different structures and substructures  
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  Fig. 6.1    Medial sagittal section of a human brain indicating positions of the seven major struc-
tures. The intricately folded sheet of neurons forming the cortex is visible around the outside. The 
paler white matter made up mainly of axons is located underneath the cell sheet. The lateral ven-
tricle is fi lled with cerebrospinal fl uid. Beneath the lateral ventricle are the subcortical nuclei 
including the thalamus and basal ganglia. The basal ganglia are located in front of and lateral to the 
thalamus. The hippocampus, amygdala, hypothalamus and basal forebrain are not visible in this 
section, but their approximate positions in sagittal sections medial to (closer to the midline of the 
brain) or lateral to this section are indicated. The cerebellum is located below the back of the cor-
tex, and has a similar structure of intricately folded outer cell layer (the cerebellar cortex), white 
matter and subcortical nuclei (Image from Michigan State University Brain Biodiversity Bank. 
Supported by National Science Foundation)       

Fig. 6.2 (continued) numbering by more recent work are shown, but there are further subdivisions 
that are not shown. ( b1 ) Inside view of left hemisphere with right hemisphere cut away. The para-
central gyrus is partly in the frontal lobe and partly in the parietal lobe. The superior frontal gyrus 
continues over from the side view in a1, ending at the cingulate sulcus which separates it from the 
cingulate gyrus in the limbic lobe. The precuneus is regarded as being in the parietal lobe, sepa-
rated by the parietal- occipital fi ssure from the cuneus in the occipital lobe. The inferior temporal 
gyrus continues over from the side view, ending at the inferior temporal sulcus. On the other side 
of the inferior temporal sulcus is the fusiform gyrus, regarded as part of the temporal lobe, and 
separated from the parahippocampal gyrus in the limbic lobe by the collateral fi ssure. The cortical 
area of the cingulate gyrus that faces the corpus callosum is called the retrosplenial cortex. ( b2 ) 
The division of the inside view into Brodmann areas. Areas 29 and 30 face the corpus callosum and 
make up the retrosplenial cortex. Again, the correspondence of Brodmann areas with major land-
marks varies between individuals, and there are more recently determined subdivisions within the 
original Brodmann areas. ( c1 ) View of the left hemisphere orbitofrontal cortex from underneath 
the brain. The gyri and sulci in the orbitofrontal cortex are very variable between individuals, one 
of at least three different forms is illustrated. ( c2 ) The division of the orbitofrontal cortex into 
areas. The orbitofrontal cortex received much less attention from Brodmann, and a number of the 
illustrated areas are not in his human cortex map. In particular, he did not identify the insular cortex 
(area Ia in the diagram) in the human brain he investigated. Many of the illustrated areas are in fact 
subdivided, including four subdivisions of the insular cortex       
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  Fig. 6.2    The gross physical appearance of the cortex, approximately related to its organisation 
into different Brodmann areas. ( a1 ) Side view of left hemisphere. The frontal lobe in this view 
contains four major sulci (the precentral sulcus and the superior and inferior frontal sulci), separat-
ing the frontal lobe visible in this view into four major gyri: the precentral; and the superior, middle 
and inferior frontal. The parietal lobe is made up of the postcentral gyrus, separated from the 
superior and inferior parietal lobules by the postcentral sulcus. The superior and inferior parietal 
lobules are separated by the intraparietal sulcus. The supramarginal gyrus wrapped around the end 
of the lateral sulcus (which separates the frontal and temporal lobes) is also regarded as part of the 
parietal lobe. The arcus gyrus is on the boundary between the parietal and occipital lobes. The 
occipital lobe in the side view is not subdivided. The temporal lobe is separated from the frontal 
lobe by the lateral fi ssure. The part of the temporal lobe visible in this view includes two major 
sulci (the superior and middle temporal sulci) separate three gyri (the superior, middle and inferior 
temporal). The angular gyrus wrapped around the end of the superior temporal sulcus is regarded 
as part of the temporal lobe. ( a2 ) The division of the side view into Brodmann areas. The locations 
of the areas is not in exactly the same place for all individuals relative to the major landmarks in 
a1, but some typical locations are indicated. Some of the modifi cations to Brodmann’s original 
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 There are a number of different types of neuron in the cortex. The most common 
neuron is the pyramidal, which is an excitatory neuron with an axon that can extend 
long range across the brain. Another excitatory neuron is the spiny stellate, which is 
generally similar to a pyramidal but has axon outputs limited to its local region. 
There are a number of inhibitory interneurons, also with mainly local outputs. 

 The neurons in the cortex are arranged in an easily visible structure. With a few 
exceptions (see Box  6.2 ) the sheet is separated into about six layers, conventionally 
labelled by Roman numerals from layer I closest to the skull to the innermost layer 
VI. Different layers can be distinguished by the different numbers and sizes of pyra-
midal neurons they contain. The layer arrangement is not exactly the same across 
the entire cortex, in fact the well over 50 different cortical areas can be distinguished 
by a detailed layer structure that is constant within an area and transitions rapidly at 
a boundary to different structures in neighbouring areas. 

   Box 6.1: Description of Relative Position Within the Brain 

 A number of words are used to describe relative position within a structure 
or between two structures. These terms are as follows   :         

 Dorsal  top, upper 
 Ventral  bottom, underside 
 Superior  higher 
 Inferior  lower 
 Posterior  rear, hind end 
 Anterior  front, fore part 
 Caudal  at or near tail or rear end 
 Rostral  at front end 
 Medial  towards the centre 
 Lateral  way from centre towards the side 

   Box 6.2: Cortex Areas with Different Layering 

 As    described in the text, six layers can be identifi ed in most of the cortex. 
Sometimes a layer is less prominent, and sometimes a layer may be subdi-
vided, but the basic six layer pattern is generally visible. However, there are a 
small number of cortical areas in which there are fewer layers, often just three. 
One example is the piriform cortex, which is the area where olfactory infor-
mation arrives in the cortex. Unlike other senses, this sensory information does 
not go fi rst through the thalamus. The areas with fewer layers are sometimes 
called the allocortex. Another example is the hippocampus, which is discussed 
as a separate subsystem later. In addition, there are some subcortical regions 
with cortex like layering. One example discussed later is some of the nuclei of 
the amygdala. 
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 In addition, there are column structures that extend vertically through the cortex 
sheet, spanning all the layers. There is strong vertical connectivity between neurons 
in different layers of a column, and all the pyramidal neurons in the same column 
have some similarities in the circumstances in which they generate outputs. There 
are estimated to be 3–5 million such columns in the human brain. Below we will 
consider cortical neurons, layers, areas and columns in more detail. 

 The activity of the brain is refl ected in varying electrical voltages which can be 
detected externally. Because the cortex is closest to the skull, electrodes attached 
to the scalp during electroencephalogram (EEG) measurements can detect cortical 
voltages at different points. It is found that cortical voltages vary in time in a num-
ber of characteristic frequency bands, and different frequencies appear during dif-
ferent types of activity as shown in Table  6.2 . Voltage variations in the beta band 
(12–30 Hz) appear during thinking, variations in the gamma band (30–100 Hz) 
appear when attention is paid to something, and other frequencies appear when 
relaxed, drowsy or asleep. It is of interest to note that on the basis of these electrical 
signals, sleep is not a period of rest for the brain, but a period of complex activity 
very different from waking activity.

6.3.1             Cortical Neurons 

 Typical cortex neurons are illustrated in Fig.  6.3 . The most common neuron in the 
cortex is the pyramidal neuron, which generates the neurotransmitter glutamate at 
all its synapses onto other neurons and therefore excites those neurons. As illus-
trated in Fig.  6.3 , a pyramidal neuron has an apical dendrite emerging from its soma 
in the opposite direction to its axon, and a number of basal dendrites that emerge all 
around the soma in the directions perpendicular to the axon. The axon of a pyrami-
dal neuron can project long distances within and sometimes outside the cortex, but 
branches of a pyramidal axon also terminate locally on neighbouring neurons.

   In areas of the cortex that receive inputs fairly directly from the senses, there 
are many small glutamatergic (i.e. excitatory) neurons called spiny stellate cells. 
Spiny stellate cells can have dense dendrite projections in all directions, although 

   Table 6.2    Frequencies observed in EEG measurements of cortical voltages during different 
cognitive states   

 Cognitive state  Name  Frequency band (Hz) 

 Memory  Theta  4–7 
 Relaxed  Alpha  8–12 
 Thinking  Beta  12–30 
 Attention  Gamma  30–100 
 Sleep stage I  Theta  4–7 
 Sleep stage II  Sigma  12–14 
 Sleep stage III/IV  Delta  Up to 3 
 REM (Dream) sleep  Similar to awake 
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they sometimes exhibit an asymmetry with most dendrites emerging from one 
side. Spiny stellates lack the prominent apical dendrite seen in pyramidals, but 
can have a partial apical-like dendrite that extends only into the cortical layer 
immediately above the one where their soma is located. Spiny stellates only 
project locally, and are therefore called interneurons, although unlike most 
cortical interneurons they are excitatory. For a spiny stellate cell there is a strong 
overlap between the volume occupied by its dendritic tree and the volume 
occupied by its axon branches. 

 Small excitatory neurons, whether spiny stellates or very small pyramidals, are 
sometimes called granule cells, because they give the layers of the cortex in which 
they are predominant a rather granular appearance. Such layers (often layers II and 
IV) are sometimes called the granular layers. 

  Fig. 6.3    Some different types of neuron in the cortex. The pyramidal is an excitatory neuron with 
a relatively large soma, an apical dendrite that extends vertically through the cortical sheet, and 
basal dendrites that extend more laterally. Spiny stellates have a star like dendritic tree, but also 
excite their targets. Pyramidal axons can extend for many centimetres, off the illustration, but a 
spiny stellate has an axon that branches extensively in the same volume as its dendrites. Both 
pyramidal and spiny stellate neurons generate the neurotransmitter glutamate at their synapses on 
to other neurons. Chandelier and double bouquet cells are two types of inhibitory interneuron. 
Interneuron axons generally only project locally, within about 500 μm of their source soma, and 
generate the neurotransmitter GABA at synapses onto other neurons       
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 The concept of receptive fi eld has been very important in understanding the 
information role of pyramidal neurons. The receptive fi eld of a neuron is classically 
defi ned as the area of the sensory input space within which a stimulus could elicit a 
response from the neuron. For example, the area of the retina infl uencing the output 
of a neuron in the visual cortex is referred to as the receptive fi eld of that neuron. 
However, in higher visual areas, the receptive fi eld defi ned in this way can be a 
signifi cant proportion of the retina [ 523 ], and the neuron tends to respond to any 
size of a particular shape anywhere within that retinal area [ 524 ]. In the higher 
visual areas of the cortex that receive inputs mainly from the eyes, it is possible to 
assign a visual shape meaning for neuron receptive fi elds as illustrated in Fig.  6.4 . 
In yet higher cortical areas in which neurons receive inputs derived from multiple 
senses, a neuron will respond to activity by different groups of the neurons provid-
ing its inputs, but no useful defi nition of receptive fi eld in terms of a sensory domain 
is available. Such a pyramidal neuron responds in circumstances defi ned by combi-
nations of the circumstances in which its input neurons respond.

   The defi nition of the term “receptive fi eld” in visual processing is often expanded 
to include not just the retinal area but also the structure within that area which will 
generate a response [ 525 ]. The defi nition can be expanded further to include the 
circumstances in which a higher level neuron will respond, in this case the recep-
tive fi eld is defi ned by the different subsets of its inputs which if active at the same 
time will cause the neuron to respond. This defi nition of the term “receptive fi eld” 
will be used throughout the book. 

 There are also a number of small neurons which generate the neurotransmitter 
GABA and therefore generally inhibit all their target neurons [ 408 ]. Most of the 
outputs of these neurons are targetted locally within about 500 μm of their soma, 
and they are therefore called interneurons. However, their inputs may come from a 
larger region. 

 On the basis of physical shape it is possible to distinguish over a dozen different 
types of interneuron including Martinotti, double bouquet, bipolar, bitufted, basket, 
chandelier, etc. of which two are illustrated in Fig.  6.3 . Somas of most of the differ-
ent forms occur in all layers except I, where soma form is very variable and almost 
all axons and dendrites are confi ned to layer I [ 527 ]. The signifi cance of form is that 

  Fig. 6.4    Pyramidal neuron receptive fi elds within neighbouring cortical columns in visual pro-
cessing area TE of the visual cortex in the macaque monkey [ 526 ]. Probes detected the activity of 
individual pyramidal neurons in different cortical layers in area TE. The monkey given a wide 
range of visual stimuli, and the activity of each neuron in response each stimulus was measured. 
The receptive fi eld of each neuron was determined by calculating the common denominator in all 
the different visual stimuli that produced activity. The neurons within a cortical column with diam-
eter about 400 μm all had similar receptive fi elds. The receptive fi elds of neurons in adjacent col-
umns were different, with no obvious similarities with their neighbours       
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it reveals differences in the cortical layers from which interneurons collect their 
inputs and to which they deliver outputs. 

 For example, some interneurons collect most of their inputs within one layer, and 
deliver most of their outputs to the same layer. Other interneurons collect most of 
their inputs from one layer but deliver their outputs to two or three other layers. Still 
other interneurons collect inputs from two or three different layers but deliver their 
outputs to just one layer. There are some interneurons that collect inputs from the 
upper layers and unlike most interneurons deliver outputs over a wider area outside 
the usual 500 μm local range. 

 Another important difference between interneurons is the location on pyramidal 
neurons to which they synapse. Some interneurons target distal dendrites, others tar-
get proximal dendrites, others target somas, and chandelier (also called axo- axonic) 
neurons even target the early stages of the pyramidal axon. Such differences in posi-
tion determine the type and strength of effect an inhibitory input will have. Although 
there is evidence that axo-axonic interneurons have an inhibitory effect on their tar-
get pyramidal neurons [ 528 ], there is also evidence for an excitatory effect [ 529 ]. An 
excitatory effect could be due to local differences in the concentration on a Na + -K + -
2Cl −  ion pump changing local Cl − ion concentrations [ 530 ]. 

 Among other functions, interneurons infl uence the frequency with which pyrami-
dals produce outputs. The predominant frequencies observed in EEG measurements 
are believed to refl ect the operation of interneurons. For example, interneurons like 
basket cells interconnected together and targetting close to the pyramidal somas 
support gamma frequency activity [ 531 ].  

6.3.2     Cortical Synaptic Weight Changes 

 As described in Chap.   5    , synaptic weight change mechanisms have been extensively 
studied in glutamatergic synapses on to pyramidal neurons in the cortex and hippocam-
pus. Primary conditions triggering weight changes are arrival of action potential at a 
synapse shortly before the neuron fi res leading to an increase in weight, and arrival of 
action potential at a synapse shortly after the neuron fi res leading to a decrease in weight. 
Changes are fairly specifi c to the recently active synapse. This basic mechanism is mod-
ulated by various neurotransmitters including dopamine, acetylcholine, serotonin and 
norepinephrine. The presence of these neurotransmitters results from activity in other 
brain structures such as the basal ganglia, basal forebrain, etc. Modulation often includes 
an effect on the timescale over which the weight change persists. The detection of rela-
tive timing between synaptic input and target neuron fi ring generally performed by 
NMDA receptors. An important early step in the chemical processes leading to weight 
changes is often entry of Ca ++  ions through NMDA channels, other ligand or voltage 
gated ions channels, or release of Ca ++  ions from internal stores. Weight changes are 
generally implemented by changes to synaptic size and the number of AMPA receptors 
in the postsynaptic density of the synapse. 

 Weight changes can also occur at GABAergic synapses on to pyramidal neurons 
[ 509 ]. In this case, if the neuron begins to fi re, and an input to a GABAergic synapse 
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arrives within <300 ms, the weight of the synapse decreases. If the input arrives 
>400 ms after the start of fi ring, the synaptic weight increases. The weight change 
is dependent upon Ca ++  entry triggered by backpropagating action potentials. Some 
sensitivity to neurotransmitters like serotonin has been observed [ 532 ].  

6.3.3     Cortical Connectivity 

 Most of the outputs from neurons in the cortex target other neurons in the cortex. 
Interneurons target other cortical neurons that are relatively close. Pyramidal neu-
rons can project locally and/or longer distances, but about 98.5 % of pyramidal 
projections are to other parts of the cortex within the same cortical hemisphere, 
about 1 % are between the hemispheres, and less than 0.5 % go to other brain areas. 
An area of the cortex will project strongly to some areas and much less to others 
[ 533 ]. Sometimes projections between two areas are reciprocal, sometimes predom-
inantly one way. In general, the vast majority of connectivity within the cortex is 
excitatory, and almost all inhibitory connectivity is relatively short range. 

 The hippocampus is in some ways an extension of the cortex, and has a very high 
volume of reciprocal glutamatergic connectivity with the cortex. Many subcortical 
structures provide inputs to the cortex, and in general such subcortical structures 
receive reciprocal inputs back from the cortex. The largest source of subcortical 
inputs to the cortex is the thalamus, including sensory inputs that (with the exception 
of smell and taste) all reach the cortex via the thalamus. Thalamic inputs are gluta-
matergic. Almost all outputs from the basal ganglia and cerebellum only reach the 
cortex via the thalamus. However, there are a range of subcortical structures that send 
relatively light inputs to the cortex. The hypothalamus provides inputs to the entire 
cortex, probably the largest subcortical source of input after the thalamus and utiliz-
ing a wide range of different neurotransmitters [ 534 ]. The amygdala sends glutama-
tergic inputs to the cortex [ 535 ] that target spines on the dendritic trees of pyramidal 
neurons, but not dendritic shafts or somas [ 536 ]. Raphe nucleus neurons produce 
serotonin and extensively target both pyramidal and to a smaller extent interneurons 
[ 537 ], with differences between different regions [ 538 ]. For example, in the prefron-
tal cortex, serotonergic axons are present in all layers, with a slight reduction in 
density in layer III and differences in receptor type between layers [ 539 ]. The locus 
coeruleus also extensively targets the cortical neurons with the neurotransmitter nor-
epinephrine [ 198 ]. Acetylcholine is produced by some basal nuclei neurons that tar-
get the cortex, both pyramidal neurons and interneurons, with again with some 
differences in targetting between layers [ 540 ]. Dopaminergic neurons in the ventral 
tegmental area of the basal ganglia also target the cortex. Receptors are found on 
both pyramidal and interneurons, with higher densities in deeper layers [ 539 ]. 

 As discussed in Chap.   4     there are different receptors in cortical neurons for the 
same neurotransmitter, with different effects. One example is the two receptors for 
glutamate, one immediately excitatory and the other resulting in long term changes 
to synaptic strength. Another is the two types of receptor in the cortex for GABA, 
both inhibitory but acting at different speeds. Multiple receptor types are also known 
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for acetylcholine, norepinephrine, epinephrine, and serotonin. Because different 
cortical areas have different densities of receptor molecules of different types, sub-
cortical structures are able to infl uence different areas in different ways.  

6.3.4     Cortical Layers 

 Viewed in cross section, the cortex has a distinct layer structure, primarily made visi-
ble by differences in the size and numbers of pyramidal neurons. As shown in Fig.  6.5  
there are typically six prominent layers that are conventionally numbered I–VI.

   Layer I has very few neuron somas, it is made up mainly of axons and  dendrites. 
Many of the axons in layer I originate from both pyramidal and interneurons in the 
cortex, some from relatively local pyramidal neurons and interneurons, others from 

  Fig. 6.5    Standard cortical layering. The illustrated pattern of principal neurons (i.e. pyramidals 
and spiny stellates) and of connectivity is visible with some variations in all areas of the cortex. 
Layer I has very few neuron bodies, it is largely made up of axons and dendrites. Layer II has a 
high density of relatively small pyramidal neurons, with the size of the neuron bodies increasing 
towards layer III, and increasing further across layer III. Sometimes layers II and III are regarded 
as a single II/III layer. Layer IV contains a high density of very small neurons, which may be 
pyramidals or spiny stellates. Layer V contains the largest pyramidal neurons, and layer VI con-
tains a wide range of different sized pyramidals. There is a pronounced pattern of vertical connec-
tivity between principal neurons, from IV to II/III, from II/III to V, and from II/III and IV to VI. 
There is also a pronounced pattern of connectivity laterally, from II/III to and from layer II/III in 
other cortical regions, from the thalamus into IV, to the basal ganglia, cerebellum and distant corti-
cal regions from V, and from layer VI to and from the thalamus       
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pyramidal neurons in more distant cortical areas. Some of the axons in layer I come 
from outside the cortex. The dendrites in layer I are parts of the apical dendrites of 
pyramidal neurons in layers II–V. The limited number of somas in layer I belong to 
interneurons with no particular consistency of form. Their dendritic trees are limited 
to layer I, and their axons are also largely confi ned to layer I but in some cases can 
extend vertically through layers II/III and even into layer IV [ 527 ]. 

 Layer II is made up of large numbers of small pyramidal neurons. Layer III con-
tains medium sized pyramidal neurons. Sometimes layers II and III are regarded as 
one layer with gradually increasing pyramidal size from top to bottom. Layer IV 
contains very small excitatory cells which may be spiny stellates or pyramidals. 
Layer V contains the largest pyramidals, sometimes with an increase in size going 
from the boundary with layer IV to the boundary with layer VI. Layer VI contains a 
wide variety of both large and small pyramidals. The small size of neurons in layers 
II and IV give those layers a granular appearance, and they are sometimes called 
granular layers and their excitatory neurons called granule cells. 

 Pyramidal neurons in layers II and III can receive inputs from and send outputs 
to neighbouring cortical areas. The granule cells in layer IV receive inputs from the 
thalamus. Large neurons in layer V can send outputs to distant cortical areas and to 
the basal ganglia, cerebellum (via an intermediate structure called the pontine 
nucleus) and spinal cord. Large neurons in layer VI can send outputs to distant corti-
cal areas and to the thalamus. There is also a pronounced local vertical connectivity 
from pyramidal neurons and spiny stellate cells in layer IV to pyramidal neurons in 
layers II/III, from pyramidals in layers II/III to those in layer V, and from those in 
layers II/III and IV to those in layer VI [ 541 ]. This vertical connectivity is an impor-
tant part of the column structure discussed below. 

 Interneurons tend to have dendritic trees in specifi c layers, and axonal branching in 
the same or other specifi c layers [ 542 ] as illustrated in Fig.  6.6 . Many interneurons have 
dendrites that only extend within their local column and are an important part of col-
umn defi nition. They therefore play a role in communicating the degree of activity 
between or within layers of one column. For example, some interneurons in layer II/III 
are observed to receive inputs from layers V/VI pyramidals [ 543 ]. Interneurons in layer 
I and some interneurons in layers II/III have axon branching in layer I that extends 
across many columns, and therefore play a role in regulating intercolumn activity.

   All of these descriptions of cortical layers are to some degree approximate. As 
mentioned above, layers II and III are sometimes regarded as forming one layer. 
Layers IV and V are often separated into sublayers. As we discuss in a later section, 
the major way in which different areas of the cortex are identifi ed is by such detailed 
differences in the layer structure.  

6.3.5     Cortical Columns 

 There is a pronounced columnar organisation perpendicular to the cortical layers. 
A column is about 300–500 μm in diameter and contains several tens of thousands 
of neurons [ 544 ]. All the pyramidal neurons in one column tend to respond to 
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similar circumstances, or in other words have similar receptive fi elds. For example, 
all the pyramidal neurons in a column with diameter about 400 μm within the 
 cortical area TE tend to respond to a visual input containing the same shape, as 
illustrated in Fig.  6.4 . These column structures are ubiquitous in mammals, even 
appearing in the mammal relative most distant from human beings, the duck billed 
platypus in the monotreme subclass [ 545 ]. 

 Sensory inputs to a column from outside the cortex come via the thalamus. Many 
of these inputs arrive in layer IV, but there is no fl ow of connectivity from this layer 
back to the thalamus. However, there is a strong connectivity from layers V and VI 
to the thalamus [ 546 ]. 

 Within a column, there is strong vertical connectivity between excitatory neu-
rons as illustrated in Fig.  6.5 . This connectivity goes from spiny stellate and pyra-
midal neurons in layer IV to pyramidals in layers II/III, from pyramidals in layers 
II/III to those in layer V, and from pyramidals in II/III and excitatory neurons in IV 
to pyramidals in layer VI. 

 Layers II/III send and receive connectivity from layers II/III in other columns in the 
cortex, including distant areas. Layer V sends outputs outside the cortex to the basal 

  Fig. 6.6    Some different types of cortical interneurons. ( a ) Basket cells with somas in layer IV that 
have most of their dendrites and axons also confi ned to layer IV. ( b ) Chandelier cells in layers II/III 
with dendrites in layers II/III and I, but axon branches confi ned to layers II/III. ( c ) Martinotti cells in 
layers II/III have most of their dendritic tree limited to the same layers, but most axon branching in 
layer I and extending some distance in that layer. ( d ) Basket cells in layer V have dendritic trees extend-
ing over layers V and VI but axon branches only in layer V. ( e ) Double bouquet cells in layers II/III 
have most of their dendrites in the same layers but axon branching down through all deeper layers       
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ganglia, cerebellum (via intermediate structures) and the spinal cord. Layer VI has 
reciprocal connectivity with layer VI in other cortical regions and with the thalamus. 

 There is also a high degree of local connectivity between neurons in a column. 
Most interneurons within a column target pyramidals and spiny stellates within the 
same column. There is also strong connectivity within a column between layer IV 
excitatory neurons, refl ected in the asymmetry of the spiny stellate axonal trees. 

 In summary, within a column there is a connectivity fl ow thalamus → IV → II/III → V, 
and an additional fl ow IV and II/III → VI supplemented by V/VI → thalamus. There is 
also a high degree of inhibitory connectivity within the column, with more limited 
inhibitory connectivity between neighbouring columns. Outside a column but within 
the cortex there is reciprocal fl ow between layers II/III and II/III in other columns and 
reciprocal fl ow between layer VI and layer VI in other columns. There are inputs from 
the thalamus to layer IV, and between layer V/VI and the thalamus. Layer V generates 
outputs to other subcortical regions such as the basal ganglia and cerebellum.  

6.3.6     Cortical Hemispheres 

 The two cortical hemispheres are similar in general appearance, but there are some 
signifi cant differences. At an anatomical level, there may be some differences in the 
gyri and sulci into which the hemispheres are folded. At a physiological level, the 
corresponding areas in the two hemispheres may be different sizes and have slightly 
different detailed layer characteristics [ 547 ]. 

 At a functional level, the left hemisphere receives sensory input from and sends 
motor commands to the right half of the body and vice versa. In addition, the two 
hemispheres play signifi cantly different roles in some major types of cognitive pro-
cessing. For example, in most of the human population, the left hemisphere pre-
dominates in speech processing [ 548 ], and the right hemisphere plays a larger role 
in music appreciation [ 549 ]. However, although one hemisphere may predominate 
in a particular task, activation is generally also observed in the other hemisphere, 
which is therefore playing some role.  

6.3.7     Cortical Areas 

 Microscopic investigation of the cortical layer structure reveals that although the six 
layers characteristic of the standard layer structure described earlier are usually 
present, there are some signifi cant differences between the layers in different areas. 

 In areas of the cortex with strong infl uence on motor behaviours (the motor cor-
tex), the pyramidal neurons in all layers tend to be larger than average, and layer IV 
contains only moderate sized pyramidal neurons and no spiny stellates. Layer II and 
layer IV therefore do not appear granular, and areas of the cortex of this type are 
called agranular. 
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 Areas of the cortex which receive inputs fairly directly from the senses (the 
primary sensory areas) have a very prominent layer IV (sometimes divided into 
sublayers) with large numbers of spiny stellate cells. Pyramidal neurons in all 
layers are smaller than average and layers II and IV appear very granular. Such 
areas are called granular cortex. These primary sensory cortices are also about 
20 % thinner than typical. 

 Other areas of the cortex are closer to the standard layer descriptions, but there 
are still differences visible. These differences include the average sizes of neurons 
in different layers and the relative thickness of different layers. On the basis of such 
differences, Brodmann in 1909 identifi ed 44 different cortical areas in the human 
brain and his numbering scheme is still widely used, with each area identifi ed as BA 
followed by the number. A number of workers have more recently identifi ed addi-
tions to and subdivisions of Brodmann’s areas on the basis of the same neuron size 
and density criteria. Brodmann’s areas with some of the more recent refi nements are 
illustrated in Fig.  6.2 . However, although every area appears in every human brain, 
there are considerable differences between individuals in area sizes and in their 
location relative to the major gyri and sulci. The cortex in the left and right hemi-
spheres contain the same areas, although there are sometimes differences in the size 
and exact location between the hemispheres. 

 Areas can also be identifi ed on the basis of the pattern of axon connectivity, the 
distribution of a neurochemical called neurofi lament protein that infl uences axon 
and dendrite diameters, and the measurement of the density of receptors for differ-
ent neurotransmitters [ 550 ]. The different types of measurement give results consis-
tent with the areas defi ned on the basis of neuron size and density. 

 Cortical areas can be associated with different information processing functions 
by a number of techniques. One technique is observation of the types of cognitive 
defi cits that result from damage to one or more areas. Another is imaging of the 
brain during different types of cognitive tasks and determining which areas are 
active during each type of task. A third technique is observation of the effects of 
stimulation of different areas during surgery. In general it is not possible with any of 
these techniques to make the physiological measurements that defi ne areas. Hence 
active regions can only be identifi ed relative to gyri and sulci landmarks. Because 
the precise mapping between areas and such landmarks varies between individuals, 
there can be some uncertainty in the precise areas that are active. However, enough 
is known to make it clear that the different areas of the cortex have different infor-
mation processing roles. 

 In the following sections we will describe some examples of information 
about area roles that has been collected by a combination of cortex imaging dur-
ing cognitive tasks, probing of living brains during surgery, determination of the 
cortical damage associated with different types of cognitive defi cits, and physi-
cal examination of the cortex postmortem. There has been a very large amount 
of work of this type, leading to the conclusion that although different areas have 
different functions, most cortical areas support multiple different types of cog-
nitive processes. 
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6.3.7.1     Areas Involved in Visual Processing 

 Information from the eyes goes fi rst to the thalamus, and only from there to the 
cortex. It enters the cortex into area BA17 at the back of the brain. Information from 
the left eye enters BA17 in the right cerebral hemisphere, while information from 
the right eye enters the corresponding BA17 in the left hemisphere. 

 There are two pathways in which this visual information is processed across the 
cortex. One pathway climbs up the back of the cortex towards the top and is called the 
dorsal stream. This pathway takes a route BA17 → BA18 → BA19 → BA40 → BA7. 
The other pathway goes lower down along the side of the brain and is called the ven-
tral stream. This pathway takes a route BA17 → BA18 → BA19 → BA21 and some 
BA20. Although some of the same Brodmann areas appear in both routes, in BA17 
and BA18 most of the information for the dorsal stream fl ows through different neu-
rons from the neurons used by the ventral stream. The two streams use physically 
separate parts of BA19. However, although the paths are clearly separate, there is 
some information exchange between them. 

 These two paths have different cognitive roles. Brain activity is highest in the ven-
tral path when a subject is identifying visual objects, while activity in the dorsal path is 
highest when locating visual objects in space [ 551 ]. Damage to the ventral path results 
in defi cits in which a patient cannot name objects but can manipulate them correctly, 
while patients with damage to the dorsal path can name objects but cannot manipulate 
them. For example, the patient DF with damage to the parts of BA18 and BA19 sup-
porting the ventral stream [ 552 ] made errors in naming everyday objects (identifying a 
cup as an ashtray, or a fork as a knife) but had no diffi culty with visual tasks like open-
ing doors or eating meals. In laboratory tests she was unable to name objects accurately 
but when asked to insert her hand into a rectangular slot could correctly adjust her hand 
as it approached the slot to any slot angle. However, her verbal judgements of slot angle 
in the absence of reaching were poor. On the other hand, a patient such as VK with 
damage to the ventral path [ 553 ] had no diffi culty in verbally identifying an object, but 
when asked to pick it up had diffi culty with reaching in the right direction. 

 The receptive fi elds illustrated in Fig.  6.4  are detected in a cortical area within 
the ventral stream, and are important for discrimination between different shapes in 
the visual fi eld. Receptive fi elds in the dorsal stream discriminate between different 
types of motion [ 554 ].  

6.3.7.2     Areas Involved Directly in Information from the Body 
and in Body Movements 

 Severe epilepsy and other neurological problems can sometimes be treated by surgi-
cal removal of defective parts of the cortex. Before any removal, the cortex is stimu-
lated electrically at different points to determine the response and as far as possible 
to avoid incapacitating side effects. Such stimulation tests have led to the realisation 
that some brain areas map the surface of the body. 
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 Information derived from touch, and information derived from muscles that 
 indicates body position (called propioceptic information) enters the cortex in areas 
BA3, 1 and 2. These areas together are called the primary somatosensory cortex. 
Different regions within this cortex receive information from different parts of the 
body. Stimulation of different parts of this cortex resulted in sensations being felt in 
the corresponding part of the body [ 555 ]. In the same way as for vision, sensory 
information from the left side of the body enters the right cerebral hemisphere and 
vice versa. 

 It was also found that stimulation of BA4 (also called the primary motor cortex) or 
of BA6 (the premotor association area) resulted in body movements. Within both 
areas, stimulation of one subarea causes movement in a corresponding part of the 
body. As for sensory information, the motor areas in the left hemisphere infl uence the 
right side of the body and vice versa. Damage to the motor cortex results in the inabil-
ity to initiate voluntary movement in the part of the body corresponding with the dam-
aged area. However, some recovery of the use of the affected part of the body is 
possible in human beings over a period of months [ 556 ]. Hence there must be some 
ability for other parts of the cortex to take over the role of damaged parts. 

 BA4 and BA6 are also active when a movement is generated. Interestingly, there 
are similarities between the activity in BA4 when performing an action and the 
activity observed when someone else is observed performing the same action [ 557 ]. 

 Thus the primary somatosensory cortex, the primary motor cortex and the premo-
tor association area all contain a “mapping” of the body. In all of these “maps” the 
area corresponding with hands and mouth is much larger than the area corresponding 
with the rest of the body, refl ecting the greater sensitivity and more detailed motor 
control of those body parts. 

 In a manner analogous with the processing of visual inputs, there may be two sepa-
rate paths across the cortex processing somatosensory inputs [ 558 ]. One of these paths 
identifi es objects on the basis of feel, the other locates objects relative to the body.  

6.3.7.3     Areas Integrating Information from Different Senses 

 Area BA7 plays a role in integrating visual and somatosensory inputs to locate 
objects in space. It lies at the end of the ventral path for visual processing, Damage 
to BA7 results in defi cits similar to those resulting from damage to earlier points on 
the ventral path: diffi culties in reaching for objects. 

 In general, areas that receive almost all their information from just one sense are 
called monomodal, while areas receiving information derived from more than one 
sense are called polymodal.  

6.3.7.4     Areas Infl uencing Speech 

 In the nineteenth century it was observed that brain damage to the cortex could 
result in speech defi cits (called aphasias). One type of aphasia is Wernicke’s, in 
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which the ability to understand speech is lost. Verbalisations are still produced, with 
the rhythm and syntax of speech, but devoid of meaning. Another type of aphasia is 
Broca’s, in which the ability to generate speech is lost. In Broca’s aphasia, most 
comprehension is unaffected, although there can be diffi culties with very complex 
sentences [ 559 ]. 

 These aphasias were believed to be caused by damage to specifi c cortical areas in 
the left hemisphere (part of BA22 closest to the back of the brain for Wernicke’s apha-
sia, BA44 and BA45 for Broca’s aphasia). However, this classical picture is not con-
fi rmed by more recent work. An extensive study of the location of brain damage in 
patients with speech defi cits found that a number of cortical areas in the left hemi-
sphere infl uence speech. In the temporal cortex these areas include the middle tempo-
ral gyrus, the neighbouring superior temporal sulcus all the way back to include the 
angular gyrus, and across the superior temporal sulcus to the anterior part of the supe-
rior temporal gyrus. In the frontal cortex the areas include parts of the middle frontal 
and of the inferior frontal gyri. The classical Wernicke’s and Broca’s areas have lim-
ited effects, but are close to more signifi cant areas [ 560 ]. 

 Imaging of the brain during speech tasks has demonstrated activity in the areas 
indicated by the defi cit studies, and in some additional areas [ 561 ]. A number of 
normal (i.e. undamaged brain) subjects performed a speech task while their brains 
were imaged. In this task, they heard a word which was the name of an animal, and 
they were asked to identify if the animal was  both  native to North America  and  use-
ful to humans. They pressed a switch to indicate yes or no. They also performed a 
task in which they heard a sequence of tones and were asked to identify if one spe-
cifi c tone occurred twice in the sequence. In the tones task, most activity was in the 
right hemisphere, in the speech task, most activity was in the left. In the speech task, 
there were four separate large regions of the left hemisphere cortex that were active. 
These regions are illustrated in Fig.  6.7 .  The fi rst region  was in the temporal lobe 
with some spillover into the lower limbic lobe.  The second region  was in the frontal 
gyrus with some spillover into the upper limbic lobe.  The third region  was a sepa-
rate location in the temporal lobe.  The fourth region  was a separate part of the cin-
gulate gyrus plus neighbouring parts of the precuneus in the parietal lobe. These 
regions include a large number of different cortical areas. Both Wernicke’s and 
Broca’s areas were within active regions. Activity during the speech task was also 
observed in the left hemisphere thalamus and the basal ganglia, and in the right 
hemisphere cerebellum. These regions external to the cortex will be discussed later.

   The picture that emerges is that for speech processing tasks, a considerable num-
ber of different areas play an information processing role. Some areas are so critical 
that their removal has a major effect on the ability to perform the task, others play a 
role but perhaps in cases of damage that role can be handled by other areas.  

6.3.7.5     Areas Involved in Semantic Memory 

 Deterioration of specifi c areas of the cortex (BA20 and BA38 in the anterior tem-
poral lobe) results in semantic dementia [ 31 ]. In this syndrome, there is a defi cit 
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in all types of semantic memory tasks: picture naming; generating examples of a 
category; matching words and pictures; defi ning and drawing objects from their 
names; selecting an appropriate colour for an object (e.g. red for a tomato); and 
classifying objects by some criterion (e.g. living or non-living); etc. All types of 
category are affected, animals, plants, inanimate objects etc. A point to which we 
will return later is that episodic memory is unaffected. For example, patients can 
recognize that a picture has been seen before. 

 The picture obtained by brain imaging during semantic memory tasks is quite 
different [ 562 ]. The cortical activations observed during semantic processing are in 
the posterior temporal gyrus and in the left inferior frontal gyrus (Brodmann’s 
areas 44, 45 and 47), with relatively little activation in the anterior temporal lobe 
areas that are the sites associated with semantic dementia. Furthermore, there is 
evidence that some cortical regions tend to be active during semantic memory 
tasks on some general categories and not others (e.g. animals or tools). Although the 
location of these sites varies between individuals, they are in the same place for 
the same individual observed at different times. However, judgements of the 
typicality of a category member occur in the same area (in the fusiform gyrus) inde-
pendent of the type of category [ 563 ]. 

 It is also interesting that semantic tasks involving words and tasks involving 
pictures tend to activate many of the same cortical areas, distributed throughout 
the inferior temporal and frontal cortex. Only a small proportion of activated 
regions were activated only by words (left anterior middle temporal gyrus and 
left inferior frontal sulcus) or only by pictures (left posterior inferior temporal 
sulcus) [ 564 ].  

  Fig. 6.7    Cortical areas activated during a speech task. Four separate areas were activated during a 
task involving hearing the name of an animal and pressing a button if the animal was both native 
to North America and useful to humans.  The fi rst area  was almost all the middle temporal gyrus, 
spreading up across the superior temporal sulcus and down across parts of the inferior temporal 
gyrus, the fusiform gyrus and into the parahippocampal gyrus.  The second area  was the entire 
inferior frontal gyrus, plus the front and rear middle frontal gyrus (i.e. excluding the central 
BA9/46 area), most of the superior frontal gyrus including BA10, BA9, BA8B, and some spread of 
activation into the front of the cingulate gyrus.  The third area  was the angular gyrus in the temporal 
lobe.  The fourth area  included the rear part of the cingulate gyrus including the isthmus and the 
retrosplenial cortex, plus neighbouring parts of the precuneus       
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6.3.7.6     Areas Involved in Priming 

 In experiments when subjects attempted to identify brief glimpses of pictures that 
had either been seen recently (priming) or not seen recently (baseline), brain activity 
was observed in a wide range of cortical areas [ 565 ]. A few extra areas were active 
for baseline tasks.  

6.3.7.7     Areas Involved in Planning 

 It is believed that the frontal lobe plays a major role in defi ning goals, planning and 
control [ 566 ], and it has been argued [ 567 ] that a sequence of areas across the 
frontal cortex participate in planning at different levels of complexity, with BA6 
being involved in selection of simple responses, BA8 in selection of sequences of 
responses, BA9/46 in selection of complex sequences of responses and switching 
between tasks, and BA10 in setting more general goals. In other words, the sequence 
of areas played strong roles in increasingly abstract planning. 

 Imaging studies of the frontal cortex show that there is a group of areas that are 
active in a wide range of cognitive tasks including not only planning type tasks like 
spatial problem solving and suppression of inappropriate responses but also percep-
tion, working memory and episodic memory tasks [ 568 ].  

6.3.7.8     Areas Involved in Face Processing 

 An area in the posterior of the fusiform gyrus in the right cerebral hemisphere called 
the fusiform face area (FFA) is active when a subject is performing a task involving 
human faces, and much less active when the task involves animals, inanimate 
objects, or even whole human bodies [ 569 ]. The higher activity is present for full 
face views, profi les, and even cartoon faces. Damage in this region can result in 
prosopagnosia, or the inability to recognize individuals from their faces [ 570 ]. It 
was therefore initially concluded that this area specialized in face recognition. 

 However, it is also found that in people who have developed a strong visual exper-
tise, use of that expertise also results in strong activity in the FFA. For example, an 
expertize in different species of birds or an expertise in different models of cars results 
in FFA activity when the expert is using their expertise, although similar tasks per-
formed by a non-expert do not generate FFA activity [ 62 ]. Recognition of visual mate-
rial other than faces in patients with prosopagnosia can be intact, but in some cases 
highly discriminative visual skills such as species of birds or types of fruit are impaired 
[ 571 ]. Prosopagnia patients tend to have diffi culties with discriminating complex 
visual confi gurations, especially those that cannot easily be verbalised [ 572 ]. 

 Furthermore, has also been found that FFA activity is also present in tasks involv-
ing perception of social situations. Subjects were shown short movies in which geo-
metrical shapes moved around, and they were asked to interpret the movement of 
shapes as social interactions (e.g. a game of hide-and-seek, a fi ght, or a love triangle) 
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[ 573 ]. Among other cortical areas, the FFA was strongly active during such tasks, but 
inactive when interpreting such movies as fairground “bumping car” interactions. 
Interestingly, it has been found that autistic individuals show depressed levels of FFA 
activity in response to faces [ 574 ].  

6.3.7.9     Areas Involved in Episodic Memory and Imagination 

 Imaging of the brain during recall of actual memories and during imagining possi-
ble future events reveals some dramatic overlap in the cortical areas activated by the 
two types of task [ 21 ]. Subjects were given a cue, and asked to construct either a real 
memory or an imaginary future event by free association from the cue. The task was 
divided into a construction phase in which the subject came up with a concept for 
the event, and an elaboration phase in which the subject tried to recall or generate as 
much detail as possible about the event. 

 It was found that for both past and imagined events, 5 Brodmann areas were 
active during construction and 18 Brodmann areas were involved in elaboration. An 
additional ten Brodmann areas were active only during construction of an imaginary 
event, one Brodmann area was more active during elaboration of an imaginary 
event. No areas were more active for a real event than for an imaginary event. 

 In other words, any area participating in recall of a real event also participates in 
imaginary events. Coming up with the concept for an imaginary event requires sig-
nifi cantly more cortical areas than the concept for a real event, but there is remark-
able similarity between the cortical activity to elaborate on a real event and the 
activity to elaborate on an imaginary event. 

 A considerable number of cortical areas participate in recall and imagination. 
Other brain structures discussed later that participate signifi cantly include the hip-
pocampus and the cerebellum.  

6.3.7.10     Functional Role of Cortical Areas 

 There are a number of implications of the preceding examples of cortical area 
involvement in different cognitive tasks. The fi rst implication is that any one task 
requires the participation of many different areas. For example, a speech process-
ing task requiring development of a response to individual nouns involved activa-
tion of many areas in widely separated cortical regions. The second implication 
is that any one area participates in different types of tasks. For example, remem-
bering a real event and imagining a possible future event involves the participa-
tion of many of the same cortical areas. A review of the different Brodmann areas 
active during a wide range of cognitive tasks demonstrates the general truth of 
these two implications [ 575 ]. 

 The third implication is that areas may be specializing in a type of information 
processing rather than a type of cognitive task. For example, the fusiform face area 
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is active for a number of tasks, all of which require discrimination between a large 
number of very similar visual objects with different cognitive implications. Hence 
the role may include such discriminations. The fourth implication that one area can 
sometimes take over the functions of another area (for example an area damaged by 
a stroke), although the process may take many months.    

6.4     The Thalamus 

 The thalamus is a mass of neurons located somewhat below the centre of the two 
cortical hemispheres. As with most brain structures, it is divided into a left and right 
thalamus, physically very similar to each other. The left and right thalamus are sub-
divided into a number of nuclei as illustrated in Fig.  6.8 . There is a band of axon 
fi bres (white matter) that appears Y-shaped from above and divides the anterior, 
medial and lateral nuclei from each other.

   Nuclei are classifi ed into four types: relay, association, reticular and non- specifi c. 
Relay and association thalamic nuclei (together called principal thalamic nuclei) 
tend to send large numbers of outputs to one or a small number of primary cortical 
areas, and to receive a high volume of inputs from these areas and a limited number 
of secondary areas. Primary cortical areas are indicated in Fig.  6.8 . Relay nuclei in 
addition receive inputs from one sense – visual, auditory, or somatosensory – and 
with some minor exceptions this sensory information only reaches the cortex via 
that relay nucleus. The bundle of axons coming from the eyes (the optic tract) ter-
minates in the lateral geniculate nucleus (LGN) of the thalamus. Information from 
the ears passes through a number of intermediate structures to the medial geniculate 
nucleus (MGN), and touch and propioceptic information goes to the ventral poste-
rior (VP) nucleus. Each of these thalamic nuclei has strong reciprocal connectivity 
with the cortical area that performs the initial processing on the sensory informa-
tion. Olfactory (taste and smell) inputs are the exception and provide inputs direct 
to the cortex. Association nuclei have connectivity with cortical areas but not sen-
sory inputs. 

 The thalamic reticular nucleus (TRN) is a thin sheet of neurons around the 
outside of the principal nuclei. All axons between the cortex and principal nuclei 
pass through a region of the TRN specifi c to one nucleus or a small group of 
nuclei. The non-specifi c nuclei are located in two regions. The intralaminar nuclei 
are in the Y-shaped axon band, and the midline nuclei are located over the top of 
the thalamus. 

 Stimulation of thalamic reticular neurons results in gamma band oscillations in 
the corresponding cortical areas [ 576 ,  577 ]. There are neurons in the thalamus that 
fi re in the theta rhythm [ 578 ], and the theta frequency in the cortex appears to be 
driven by the basal nuclei [ 579 ], which also provides inputs to the thalamus [ 580 ]. 
The thalamus appears to be closely involved in the generation and integration of the 
various EEG frequencies observed in the cortex [ 581 ]. 
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6.4.1     Thalamic Neurons 

 Within the relay and association nuclei about two thirds of the neurons are 
 glutamatergic thalamocortical projection neurons that mainly target the cortex. 
Most of the rest are GABAergic microneurons that target thalamocortical pro-
jection neurons within the same thalamic nucleus [ 582 ]. Within the TRN there 
is just one common type, a GABAergic neuron called the reticular cell [ 546 ]. 
Neurons in the non- specifi c nuclei are glutamatergic [ 583 ].  

  Fig. 6.8    The major nuclei and connectivity of the thalamus. The nuclei are the same in the left and 
right thalamus, but only the nuclei in the left thalamus are illustrated, except that the optical and 
auditory processing nuclei on the left are omitted, and illustrated on the right. Each nucleus has 
strong reciprocal connectivity with a limited number of cortical areas, examples are shown. Each 
nucleus also receives inputs from other areas but does not project back. The LGN and MGN extend 
off the back of the thalamus, receive inputs from the eyes and ears respectively, and have reciprocal 
connectivity with the corresponding primary sensory processing areas in the cortex. A nucleus 
called the thalamic reticular nucleus (TRN) is a thin sheet wrapped around the outside of most of 
the rest of the thalamus. All connectivity to and from the cortex passes through the TRN. 
Abbreviations:  AD  anterior,  VA  ventral anterior,  VL  ventral lateral,  LD  lateral dorsal,  VP  ventral 
posterior,  LP  lateral posterior,  MD  medial dorsal,  P  pulvinar,  LGN  lateral geniculate nucleus,  MGN  
medial geniculate nucleus       
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6.4.2     Synaptic Weight Changes in the Thalamus 

 Synaptic weight increases have been observed in glutamatergic synapses of cortical 
axons on to thalamic projection neurons [ 584 ]. LTP results from prolonged input, 
but does not require fi ring of the postsynaptic neuron. The mechanism appears to be 
presynaptic change rather than postsynaptic. It depends upon Ca ++  entry, but is not 
NDMA related.  

6.4.3     Connectivity of the Thalamus 

 The connectivity of a principal thalamic nucleus is illustrated in Fig.  6.9  [ 546 ]. 
Thalamocortical projection neurons often have many axon terminations in cortical 
layer IV, especially in the primary sensory areas. In some cortical areas most thala-
mocortical synapses are in layer II/III or in layer I [ 585 ]. In general, thalamocorti-
cal neurons target pyramidals in both layers II/III and IV [ 586 ] and possibly in 
some cases other layers [ 587 ]. There are return projections to the thalamus gener-
ally originating from layer VI [ 588 ], but in some cases layer V [ 587 ]. Regardless of 
detailed targetting, it is clear that any inputs to a cortical area, whether from a 
sensory organ or another cortical area, are regulated by the thalamus [ 589 ]. There 
appear to be two types of thalamocortical synapse, class 1 and class 2. Class 1 is 
ionotropic and occurs in layer IV and deeper, class 2 is metabotropic and occurs in 
layers II/III [ 587 ].

   A primary interaction route with the cortex is thus that thalamocortical projec-
tion neurons excite pyramidal neurons in cortical layer IV, and are excited by pyra-
midal neurons in cortical layer VI, and a subset of projection neurons also receive 
strong inputs from pyramidal neurons in cortical layer V. Axons between the tha-
lamic nucleus and the cortex pass through the TRN and side branches target reticu-
lar neurons, which in turn target thalamocortical projection neurons. One sector of 
the TRN generally contains axons from a number of cortical areas and from more 
than one principal nucleus. 

 Microneurons receive inputs only from pyramidal neurons in the cortex, and 
can target either the dendrites or the axon terminal of thalamocortical projection 
neurons in the same nucleus [ 590 ]. Another source of inhibition for thalamocor-
tical projection neurons is GABAergic projection neurons in the substantia nigra 
(reticulata) and globus pallidus (internal) nuclei of the basal ganglia, which tar-
get projection neurons in all principal thalamic nuclei. Glutamatergic neurons in 
the cerebellar nuclei excite thalamocortical projection neurons in all principal 
nuclei [ 591 ]. GABAergic neurons of the basal nuclei target reticular neurons 
[ 592 ], while cholinergic neurons of the basal nuclei target thalamocortical pro-
jection neurons and microneurons [ 590 ]. Basal nuclei inputs are associated with 
generation of the theta frequency in the EEG. Histaminergic inputs from the 
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hypothalamus, noradrenergic inputs from the locus coeruleus and serotonergic 
inputs from the raphe nucleus are also present in the thalamus [ 590 ]. There is 
also a signifi cant dopaminergic input from the substantia nigra (compacta) and 
ventral tegmental area nuclei of the basal ganglia and from various nuclei in the 
hypothalamus [ 593 ]. This dopaminergic input targets both the principal nuclei 
and the midline nuclei. 

 Neurons in the non-specifi c nuclei most heavily target the striatum in the basal 
ganglia, but also a wide range of cortical, hippocampal and other targets [ 594 ]. 
There is a tendency for most outputs from one nucleus to target a limited range of 
extrathalamic regions. Within the thalamus, non-specifi c nuclei generally target the 
TRN and sometimes other non-specifi c nuclei. Some non-specifi c nuclei target the 

  Fig. 6.9    Major connectivity of a typical higher order thalamic nucleus (i.e. one that does not 
directly receive sensory inputs) is illustrated. Thalamic projection neurons target layer IV of their 
associated cortical area. The thalamic projection neurons receive excitatory inputs from pyramidal 
neurons in layers V and VI of the associated cortical area plus a limited number of other areas. The 
inputs from the cortex also target thalamic microneurons. These microneurons are inhibitory, and 
only target the thalamic projection neurons in their own nucleus. Thalamocortical projection neu-
rons also receive inhibitory inputs from the basal ganglia and excitatory inputs from the cerebellar 
nuclei. The axons of both pyramidal neurons and thalamocortical projection neurons pass through 
the TRN, and side branches from these axons target the reticular cells. These cells are inhibitory 
and target the thalamic projection neurons. The TRN inhibitory interneurons also receive inputs 
from the basal forebrain. In the case of thalamic nuclei that receive inputs directly from one of the 
senses (visual, auditory or somatosensory), thalamic projection neurons receive those inputs in 
addition to inputs from layer VI of a limited range of cortical areas including the associated pri-
mary sensory area. Outputs of the projection neurons go to layer IV of the primary sensory area, 
targetting spiny stellate cells that are a pyramidal cell variant       
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anterior thalamic nucleus and a few other principal nuclei. The non-specifi c nuclei 
can disperse the activity of one principal nucleus across other principal nuclei and 
many cortical areas.  

6.4.4     Role of the Thalamus 

 The role of the thalamus is closely involved in the role of the cortical area which is 
the target for its outputs. Damage to a thalamic nucleus results in similar cognitive 
defi cits to those resulting from damage to the corresponding cortex. An example of 
this is the neglect syndromes [ 595 ]. The right cortical hemisphere processes sensory 
information coming from the left side of the body and vice versa. If there is damage 
to the visual association areas in the right cortical hemisphere, the patient will often 
fail to eat food on the left side of a plate. If asked to draw a clock, the drawing by 
such a patient will only show the numbers 12 and 1–6, with the left side of the clock 
shrunken and blank. Damage to the right pulvinar nucleus which interconnects with 
the right hemisphere visual association areas results in a similar neglect syndrome 
[ 596 ]. Similarly, as discussed later, damage to the hippocampus results in major 
defi cits in declarative memory. Damage to the anterior thalamic nucleus that inter-
connects with the hippocampus results in similar defi cits [ 597 ]. 

 Visual attention is the selection of the visual information to be processed by the cor-
tex, and the thalamus plays a central role in this selection [ 598 ]. Activity in the LGN 
correlates with whether attention is directed towards or away from a visual object [ 599 ]. 
The TRN is also strongly involved in the visual attention process [ 600 ], interacting with 
the LGN [ 601 ]. The gamma band EEG frequency is associated with visual attention 
[ 602 ], indicating that one role of the TRN is to impose a gamma band modulation on the 
activity of principal thalamic nuclei and cortical areas. Gamma band activity appears in 
a wide range of different cognitive activities [ 602 ], suggesting that this frequency modu-
lation may be a general implementation mechanism for selection of sensory and cortical 
information by the thalamus to be further processed by the cortex. 

 The non-specifi c nuclei play a role in arousal and awareness of stimuli derived from 
different senses [ 594 ]. They can spread activity by infl uencing modulation frequencies 
across cortical areas and thalamic nuclei [ 603 ]. Synchronized gamma activity in the 
cortex depends upon interaction between principal, TRN and non- specifi c thalamic 
nuclei [ 604 ]. As discussed later, a major source of inputs to the thalamic principal nuclei 
is from the basal ganglia. The non-specifi c nuclei provide connectivity back to the basal 
ganglia which could infl uence the relative activity of different thalamic principal nuclei.   

6.5     The Basal Ganglia 

 The basal ganglia is a group of nuclei which are separated physically and are 
much less similar to each other than the thalamic nuclei. However, there is a pat-
tern of connectivity between the nuclei, illustrated for the dorsal basal ganglia in 
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Fig.  6.10  and the ventral basal ganglia in Fig.  6.11 . This connectivity pattern 
 suggests that they can be regarded as a functional unit. The nuclei are arranged 
under and around the thalamus, and in some cases lower down in areas like the 
tegmentum. The major basal ganglia nuclei are: the dorsal striatum, separated into 
the caudate nucleus and the putamen, and often referred to as just the striatum; the 
globus pallidus (GP) separated into the internal segment (GPi) and external seg-
ment (GPe); the substantia nigra (SN) separated into the pars reticulata (SNr) and 
pars compacta (SNc); and the subthalamic nucleus (STN). These form the dorsal 

  Fig. 6.10    The major connectivity paths of the dorsal basal ganglia, The main input to the basal 
ganglia comes from the cortex and targets the striatum. This input is excitatory. The main output 
from the basal ganglia comes from the SNr and GPi and targets the thalamus, which in turn has 
strong reciprocal connectivity with the cortex. The outputs to the thalamus are inhibitory and tonal, 
which means they are maintained at a steady level which applies a constant base inhibition to the 
thalamus. This constant base inhibition can be changed by inputs from other parts of the basal 
ganglia. There are two routes from the striatum input to the GPi/SNr output, called the direct and 
indirect pathways. The direct pathway is from a population of neurons labelled D1, and inhibits the 
GPi/SNr, hence reduces the inhibition of the thalamus. The indirect pathway is from a separate 
population of striatal neurons labelled D2. These D2 neurons are also inhibitory, but their outputs 
proceed via two intermediate nuclei and end up exciting the GPi/SNr and therefore increasing the 
inhibition of the thalamus. Hence ultimately the direct pathway excites the cortex and the indirect 
pathway inhibits the cortex. There is also a modulatory route from the SNc back to the striatum. 
This route uses the neurotransmitter dopamine, which excites striatal D1 neurons and inhibits D2 
neurons, adjusting the balance between the direct and indirect pathways. Abbreviations:  GPi  glo-
bus pallidus internal segment,  GPe  globus pallidus external segment,  SNr  substantia nigra pars 
reticulata,  SNc  substantia nigra pars compacta,  STN  subthalamic nucleus       
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basal ganglia. The GPi and SNr are very similar in appearance and they both 
receive inputs mainly from the same sources and project to the same targets, 
although there are some detailed differences discussed below [ 605 ]. To some 
degree they can be regarded as the same nucleus, accidentally separated by an 
axon bundle (the internal capsule). In dolphins they actually form one structure 
[ 606 ]. There is also a ventral part of the basal ganglia, with the ventral striatum 
(often called the nucleus accumbens) corresponding with and similar to the dorsal 
striatum, the ventral palladium (VP) corresponding with the GPi/SNr, and the 
ventral tegmental area (VTA) corresponding with the SNc.

    The nuclei differ in the types of neuron they contain. However, in general each 
nucleus contains projection neurons that send outputs to specifi c other nuclei and/or 
outside the basal ganglia, and one or more types of interneurons which in most cases 
only send outputs within their own nucleus. The nuclei differ in the sources of their 
inputs and in the targets of their outputs. Some of the basal ganglia nuclei also have 
some internal subdivisions, visible as differences in neurochemical sensitivities and 
connectivity. 

 As illustrated in Figs.  6.10  and  6.11 , the major source of inputs to the basal 
 ganglia is the cortex, which projects mainly to the dorsal and ventral striatum, and 
to the subthalamic nucleus. Almost all cortical areas project to the striatum, major 

  Fig. 6.11    The major connectivity paths of the ventral basal ganglia. The ventral striatum is often 
called the nucleus accumbens. The pattern of connectivity is very similar to that of the dorsal basal 
ganglia shown in Fig.  6.10 . However, the nucleus accumbens has additional inputs from structures 
like the amygdala       
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exceptions include the early sensory processing areas V1 and V2 (Brodmann areas 
17 and 18) [ 607 ]. The thalamus is the major target of outputs from the basal ganglia, 
with the GPi/SNr generating those outputs for the dorsal striatum, the ventral 
 pallidum generating the outputs for the nucleus accumbens (ventral striatum). The 
pattern of connectivity between the different basal ganglia nuclei links input infor-
mation to output information. Specifi c cortical areas project to specifi c parts of the 
striatum, those parts of the striatum project to specifi c parts of the GPi/SNr, which 
project to specifi c thalamic nuclei, which in turn project heavily to the same cortical 
area that generated the inputs to the striatum. Some nuclei receive inputs from other 
brain structures such as the amygdala, hypothalamus and hippocampus. These pat-
terns of connectivity will be further described below. In contrast with the cortex and 
thalamus, the highest proportion of neurons within the basal ganglia are GABAergic 
and therefore inhibitory. 

 A range of cognitive defi cits associated with defects in the basal ganglia demon-
strate that the basal ganglia play a role in motor control. Degeneration of neurons in 
the substantia nigra results in Parkinson’s disease [ 608 ], with the symptoms of slow-
ness of movement and diffi culty in initiating movement. Degeneration of neurons 
in the striatum results in unwanted movements being inserted into normal activity, 
a syndrome called Huntington’s disease [ 609 ]. Lesions to the subthalamic nucleus 
result in Hemiballism [ 610 ], with wild, uncontrollable fl inging movements of arms 
or legs. Tourette’s syndrome, in which the symptoms include involuntary repetitive 
muscle movements like head shaking, throwing, or speaking phrases, seems to be 
associated with a striatal pathology [ 611 ], and excess production of the neurotrans-
mitter dopamine in the basal ganglia [ 612 ]. 

 However, it is also clear that the basal ganglia play a role in a wide range of 
behaviours in addition to motor movements [ 613 ,  614 ]. Most Parkinson’s patients 
exhibit some cognitive problems [ 615 ]. Such problems can include diffi culties in 
allocating attention, in setting priorities, and understanding social situations. There 
can be loss of memory, especially how to carry out previously learned skills (i.e. 
procedural memory). In some cases, the syndrome progresses to include speech 
problems beyond just the motor movements for production of sounds, such as cat-
egory naming [ 616 ]. It appears that within the dorsal striatum, the putamen is mainly 
concerned with motor control, and the caudate nucleus with cognitive processes. It 
has further been demonstrated that the ventral basal ganglia (the ventral striatum or 
nucleus accumbens, ventral palladium and ventral tegmental area) play an impor-
tant role in reward and motivation [ 617 ]. 

 The basal ganglia nuclei participate in the oscillatory electrical activity with the 
cortex and thalamus [ 618 ], implying that the various EEG frequencies also play 
information processing roles in these nuclei. Changes in the pattern of temporal 
activity are observed in Parkinson’s disease [ 619 ]. 

 Because of the differences between the different nuclei, the internal structure, 
neuron types and connectivity of each nucleus will be described separately, and then 
the predominant patterns of connectivity between the nuclei and with the rest of the 
brain will be discussed. 
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6.5.1     Dorsal Striatum 

 The striatum was named because the axon fi bre bundles passing through it give it a 
striated appearance. The dorsal striatum is made up of two large nuclei, the caudate 
nucleus and putamen, with similar internal structure but different sources of cortical 
input. The putamen is associated with motor behaviours, and the caudate nucleus 
with cognitive behaviours. 

 The most common neuron in the dorsal striatum is the medium sized spiny neu-
ron (MSN). This type of neuron projects outside the striatum, but unlike cortical and 
thalamic projection neurons is GABAergic, and therefore inhibits its targets. There 
are also a number of types of GABAergic interneurons that mainly target MSNs. 
Two electrical types have been identifi ed [ 620 ]. One is a fast spiking (FS) interneu-
ron which tends to lock to cortical oscillations. The other is the low threshold 
 spiking (LTS) interneuron which produces bursts of a few spikes with interspike 
interval <10 ms. The FS tends to target the somas of MSNs, while the LTS tends to 
target dendrites [ 621 ]. Different types of LTS interneurons can be distinguished 
neurochemically, for example one type releases dopamine in addition to GABA 
[ 622 ]. There is also a large cholinergic interneuron that fi res tonically. These cholin-
ergic interneurons target some GABAergic interneurons by excitatory (nicotinic) 
synapses and thus regulate MSNs [ 623 ]. However, these interneurons also target 
MSNs directly by muscarinic G-protein coupled receptors [ 624 ]. 

 The main glutamatergic inputs to the dorsal striatum come from layer V of the cortex 
and from the midline nuclei of the thalamus in roughly equal numbers [ 625 ]. There is 
also a high volume of dopaminergic inputs from the SNc. When targetting MSNs, corti-
cal inputs synapse on spines, thalamic inputs mainly on dendritic shafts, and dopaminer-
gic inputs sometimes on somas, but mainly on shafts and spines [ 626 ]. On spines, a 
dopaminergic input is invariably accompanied by an excitatory (glutamatergic) input, 
although a majority of spines have only a glutamatergic input [ 627 ]. Cortical inputs 
come from a very large number of pyramidal neurons that target different regions of the 
dorsal striatum in a heterogeneous fashion [ 625 ], while dopaminergic inputs come from 
a relatively small number of neurons and form an evenly spaced axon lattice distributed 
throughout the dorsal striatum [ 628 ]. As illustrated in Fig.  6.10 , GABAergic MSN out-
puts from the dorsal striatum have three targets: the GPi/SNr, the GPe, and also the SNc. 
One is called the direct path because it directly targets the GPi/SNr. The second is called 
the indirect path, because it targets the GPi/SNr via the GPe and subthalamic nucleus. 
The third path targets the SNc. 

 Separate compartments can be distinguished in the dorsal striatum on the basis 
of the presence of different neurotransmitters and neurochemicals [ 605 ] and also 
the input and output connectivity of neurons. Within the dorsal striatum are zones, 
also called patches or striosomes, 200–500 μm in diameter. These striosomes 
occupy 10–20 % of the volume of the dorsal striatum, and were originally identifi ed 
by their low level of acetylcholine compared with the striatal matrix in which they 
are embedded [ 629 ]. There are also compartments, or matrisomes, in the matrix, 
about the same size as striosomes. 
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 As illustrated in Fig.  6.12 , the three major projection paths by MSNs out of 
the dorsal striatum map into the matrisomes/striosome structure. Matrisomes 
project mainly into the direct and indirect paths, while striosomes project mainly 
to the SNc [ 605 ].

   D1 type dopamine receptors are present in striosomes and to a lesser degree in 
matrisomes, while D2 receptors are more evenly distributed [ 630 ]. Dopamine recep-
tors on MSNs in the direct path are mainly type D1, which results in the neurons being 
excited by dopamine. The MSNs for the indirect path contain mainly the receptor type 
D2, which results in neurons being inhibited by dopamine [ 181 ]. Receptors for dopa-
mine occur in dopaminergic synapses, often located close to spines corresponding 
with glutamatergic synapses. However, dopaminergic receptors are also distributed on 
somas away from dopaminergic synapses, where they are only exposed to background 
dopamine in the extracellular environment [ 187 ]. The association of dopaminergic 
synapses with dendrites (especially spines) is found for both D1 and D2 populations 
[ 630 ]. The dopamine inputs to the matrisomes tend to come from somewhat different 
neurons from those to the striosomes [ 631 ]. 

  Fig. 6.12    Tendencies in connectivity of striosomes and matrisomes in the striatum. Th e striatum 
is divided into patches (called striosomes) within a matrix (called matrisomes). MSNs in the strio-
somes receive inputs from deep layer V in the cortex, and project to the SNc. MSNs in the matri-
somes are of two types (D1 and D2) that (respectively) project into the direct and indirect paths. 
Inputs to D1 type MSNs come from superfi cial cortical layer V. Inputs to D2 type MSNs come from 
deep layer V, and these cortical neurons also project to the brainstem. Th e cortical neurons in one 
cortical region tend to target striosomes that are dorsal to the matrisomes targetted       
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 There are different zones in the dorsal striatum which when activated result in 
different very specifi c body movements [ 632 ,  633 ]. It seems likely that these differ-
ent zones correspond with different matrisomes [ 605 ]. Damage to striosomes on the 
other hand appear to be associated with mood disorders including irritability, anxi-
ety, compulsive behaviour, and greatly increased activity level [ 634 ]. 

 There are two types of projection from the cortex to the dorsal striatum. One type 
called intratelencephalically projecting-type (IT) originates in upper layer V or even 
layer III, and the axons end in the striatum. The other type is called pyramidal tract 
type (PT) and originates in deeper layer V or even layer VI, the axons ultimately 
target the brainstem but a branch targets the dorsal striatum [ 635 ]. There appears to 
be a tendency for IT neurons to target striatal neurons of the direct path, and PT 
neurons to target striatal neurons of the indirect path [ 636 ]. There is also evidence 
that neurons in layers II/III and superfi cial layer V project more to the matrisomes, 
while neurons in deeper layer V and layer VI project more to the striosomes [ 637 ]. 
Furthermore, any one cortical area tends to target striosomes in a more dorsal region 
of the striatum and matrisomes in a more ventral region [ 638 ]. 

 One cortical area projects to many regions of the striatum, with a high volume of 
projections to a smaller but still extensive domain [ 639 ]. The striatal domains of high 
projection for different cortical areas can partially overlap. The projections from one 
cortical area are broken up into separate striatal zones, less than a millimetre in diam-
eter. If two cortical areas have signifi cant direct connectivity the zones in the domain 
to which they both project in high volume generally overlap, but do not coincide: for 
example the zone for one area may fall inside the zone for the other area. Two corti-
cal areas that do not have signifi cant direct connectivity tend to have less overlap in 
their heavily targetted striatal domains, even if they are adjacent. There is a strong 
tendency for zones heavily targetted by the cortex to be located in the matrix, with a 
much lower proportion of cortical inputs targetting the striosomes. 

 The IT neurons appear to provide the main excitatory input [ 640 ]. A pyramidal 
neuron projecting to the striatum can make synapses in both matrisomes and strio-
somes. One such neuron can project to a large region ~15 % of the striatum, making 
thousands of synaptic contacts, while another may occupy a smaller region and 
make fewer total synapses [ 641 ]. One MSN has ~10,000 spines, half from cortical 
neurons, but one cortical neuron makes relatively few (certainly <40, perhaps not 
more than 1) [ 625 ] synapses on any one MSN, and inputs from a large number of 
cortical neurons at the same time are needed for an MSN to fi re [ 642 ]. 

 The hippocampus also projects to the dorsal striatum. These projections arise from 
the subiculum, with different parts of the subiculum targetting different regions of the 
striatum [ 643 ]. The basolateral nucleus of the amygdala also projects to the dorsal 
striatum, although more weakly than to the ventral striatum. These amygdala projec-
tions have uneven distribution with respect to matrisomes and striosomes [ 644 ,  645 ]. 
Finally, there are some inputs to spiny projection neurons from a structure called the 
raphe nucleus which are serotonergic. These inputs increase the effect of dopamine 
[ 646 ]. Inputs from the dorsal raphe also excite the cholinergic (excitatory) interneu-
rons, which target the spiny projection neurons as discussed below. Raphe nucleus 
inputs thus have a complex, modulatory effect on the spiny projection neurons. 
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 Within the dorsal striatum, the GABAergic interneurons receive inputs from the 
cortex and thalamus and target the MSNs. The cholinergic interneurons are found 
only in the matrix, receive inputs from the cortex, thalamus and also spiny projec-
tion neurons, and target spiny projection neurons in the matrix. Cholinergic inter-
neurons also have D1 and D2 receptors for dopamine inputs [ 647 ]. In addition, they 
have excitatory serotonergic inputs from the raphe nucleus [ 648 ], and are sensitive 
to norepinephrine inputs [ 649 ], perhaps from the locus coeruleus [ 650 ]. The cholin-
ergic interneurons produce tonic (steady) outputs which are interrupted by sensory 
circumstances correlating with past rewards [ 651 ]. 

 The axons of spiny projection neurons target other basal ganglia nuclei, but have 
extensive local branches that target (and therefore inhibit) other MSNs. There are 
two types of local axon branching: in the most common type, the axon branching is 
limited to not much more than the diameter of the dendritic tree of the source neu-
ron, and there are some synapses on the neuron itself; in the other type, the branch-
ing begins much further from the neuron and does not overlap its dendritic tree 
[ 652 ]. It has been argued that this cross-inhibitory network is not strong enough to 
support a winner-takes-all type competition between spiny projection neurons 
[ 653 ]. However, total inputs to an MSN from other MSNs appear to be comparable 
in strength with total inputs from FS interneurons [ 654 ].  

6.5.2     Subthalamic Nucleus (STN) 

 Unlike the other basal ganglia nuclei, the projection neurons in the STN [ 655 ] pro-
duce a steady tonal excitatory output, using the glutamate neurotransmitter. These 
projection neurons receive many excitatory inputs from the cortex and the midline 
nuclei of the thalamus, and substantial inhibitory inputs from the dorsal striatum 
and also the GPe. They mainly project [ 656 ] to the basal ganglia output nuclei (the 
GPi/SNr), back to the GPe, and to a small extent back to the striatum [ 657 ]. There 
are also smaller inhibitory GABAergic interneurons in the STN [ 658 ]. The sources 
of inputs to and targets of outputs from these interneurons are not known, although 
it is probable that they target STN projection neurons, and perhaps, by analogy with 
the striatum, receive inputs from both local projection neurons and from the cortex 
and thalamus. 

 An STN output to the GPi/SNr tends to uniformly excite a large number of neu-
rons, in contrast with a striatal output that tends to inhibit selected subsets of GPi/
SNr neurons [ 659 ].  

6.5.3     Globus Pallidus External Segment (GPe) 

 The projection neurons [ 660 ] in the GPe are inhibitory (GABAergic) and receive a 
high volume of inputs from both the striatum and the STN. They also receive inputs 
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from other GPe projection neurons. The projection neurons primarily target the 
STN, but have extensive local axon collaterals. There is also a small population of 
interneurons [ 661 ], but their inputs and targets have not been determined, although 
it is likely that they target GPe projection neurons.  

6.5.4     Globus Pallidus Internal Segment and Substantia Nigra 
Pars Reticulata (GPi/SNr) 

 As discussed earlier, there is evidence that these two structures should be regarded 
as to some degree the same nucleus. The projection neurons in these nuclei are large 
GABAergic (inhibitory) neurons with a high resting discharge rate. Inputs to the 
projection neurons come from the striatum, GPe and STN. Their outputs target vari-
ous nuclei in the thalamus, with no local axon collaterals. These outputs provide a 
steady tonal inhibition of their target thalamic nuclei, thus affecting the cortical 
areas with which these thalamic nuclei interact. One major difference between the 
GPi and SNr is that the SNc dendrites extend into the SNr, and release dopamine 
into the SNr [ 662 ]. A functional difference is that the GPi interacts via the thalamus 
with motor cortices while the SNr interacts via the thalamus with the prefrontal 
cortex [ 606 ]. Interneurons have not been observed in the GPi/SNr. 

 A small group of neurons in the striatum receives inputs from different cortical 
sources and projects to a small group of neurons in the GPi/SNr [ 652 ]. Neighbouring 
groups in the striatum do not project to the same groups in the GPi/SNr, but rather 
project to neighbouring groups [ 652 ]. Hence information is conveyed along multi-
ple, segregated channels. These small groups of neurons in both structures corre-
spond with specifi c behaviours [ 663 ], and neurons in both groups tend to be active 
only during those behaviours, for example specifi c body movements [ 664 ].  

6.5.5     Substantia Nigra Pars Compacta (SNc) 

 The projection neurons of the SNc are dopaminergic. Excitatory (glutamate) 
inputs to these neurons come from the STN, inhibitory inputs (GABA) from the 
striatum and from the SNr [ 665 ]. The projection neurons heavily target the stria-
tum with smaller projection to the GPe and STN [ 666 ]. It has been demon-
strated that dopaminergic neurons projecting to the striatum can also release 
GABA at the same synapses [ 667 ]. One projection neuron may target several 
hundred thousand striatal neurons. In many cases a dopaminergic synapse on a 
striatal neuron is closely  associated with a glutamatergic synapse derived from 
the cortex or thalamus. 

 There is also a small population of GABAergic interneurons [ 668 ,  669 ]. These 
interneurons have excitatory dopaminergic inputs from within the SNc [ 669 ], and 
perhaps GABAergic and glutamatergic inputs.  
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6.5.6     Ventral Striatum (or Nucleus Accumbens) 

 The nucleus accumbens is subdivided into core and shell components. The core is 
morphologically very similar to the dorsal striatum. It exhibits a patch and matrix 
structure similar to that observed in the dorsal striatum [ 670 ,  671 ], and contains a 
large population of GABAergic spiny projection neurons. It also contains smaller 
populations of cholinergic interneurons and GABAergic interneurons [ 672 ]. 
The shell does not exhibit the exact patch and matrix structure. However, the shell is 
affected by a wider range of neurochemicals and has a more diverse range of input 
sources and output targets than the core, and exhibits a substructure based on different 
neurochemical and connectivity differences. 

 Major inputs to the nucleus accumbens come from the prefrontal cortex, the 
basal complex of the amygdala, the cortical areas associated with the hippocampal 
system, various thalamic nuclei, and from the ventral tegmental area (VTA). Major 
outputs target the ventral palladium, the VTA and both SNr and SNc, with reciprocal 
inputs from all of these nuclei. However, there are differences in connectivity 
between core and shell. Both core and shell receive inputs from certain cortical 
areas and the basal nuclei of the amygdala, but core and shell also receive inputs 
from different, additional cortical areas. Core and shell receive inputs from different 
(although partially overlapping) groups of thalamic nuclei. In general, there is much 
more subcortical input to the shell than to the core. The shell receives strong inputs 
from the VTA, VP and hypothalamus. Outputs from the shell strongly target the VP. 
Outputs from the VP target thalamic nuclei that in turn target the cortical areas that 
provide input to the core but not the shell. Outputs from the core target the ventral 
palladium, the subthalamic nucleus, the VTA, and the SNr and SNr. Via the SNr and 
then the thalamus the cortical areas providing input to the core are targetted. There are 
differences in connectivity between patch and matrix. In the core, the patches project 
to the SNr, while the matrix projects to the SNc and the VTA [ 670 ]. 

 Inputs and outputs to core and shell are distributed inhomogeneously [ 670 ]. For 
example, different nuclei of the basal amygdaloid complex terminate in different 
parts of the nucleus accumbens in a highly complex arrangement [ 673 ]. Both shell 
and core are made up of a mosaic of different groups of neurons, distinguished by 
higher cellular density, different neurotransmitter sensitivities, different sources of 
input and different output targets. This has led to the hypothesis that these different 
groups of neurons have different behavioural roles [ 674 ].  

6.5.7     Ventral Pallidum 

 The ventral pallidum contains many GABAergic projection neurons, some choliner-
gic projection neurons, and a small number of glutamatergic projection neurons. The 
inhibitory GABAergic neurons project to mainly to the thalamus, but also to the ven-
tral tegmental area, substantia nigra and the STN [ 675 ]. Interestingly, the excitatory 
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glutamatergic neurons also project to the ventral tegmental area [ 676 ]. The excitatory 
cholinergic neurons project to the amygdala and cortex [ 675 ]. There are also projec-
tions to the substantia nigra. There are strong dopaminergic inputs from the ventral 
tegmental area, GABAergic inputs from the nucleus accumbens, and glutamatergic 
inputs from the STN, amygdala, thalamus and prefrontal cortex [ 677 ]. 

 Like the nucleus accumbens and ventral tegmental area with which it has 
strong connectivity, it has been demonstrated that the ventral pallidum plays a role 
in rewards [ 678 ].  

6.5.8     Ventral Tegmental Area (VTA) 

 The majority of neurons in this area are dopaminergic projection neurons, a small 
proportion are GABAergic neurons [ 679 ]. Many of the GABAergic neurons are also 
projection neurons, but there are some GABAergic interneurons. Furthermore, 
some dopaminergic projection neurons can also release GABA at target synapses 
[ 667 ]. Most excitatory inputs to the VTA come from the prefrontal cortex and the 
hypothalamus [ 680 ], most inhibitory inputs are GABAergic and come from the 
nucleus accumbens and the ventral pallidum [ 679 ]. However, the ventral pallidum 
also projects a smaller number of excitatory (glutaminergic) inputs [ 680 ]. The VTA 
also receives serotonergic inputs from the raphe nucleus and noradrenalergic inputs 
from the locus coeruleus [ 679 ]. GABAergic interneurons receive excitatory input 
from a small nucleus called the lateral habenula, and inhibit dopaminergic neurons. 
Activity of the lateral habenula correlates with negative rewards [ 681 ]. Activity of 
the GABAergic neurons also correlates with negative rewards, while activity of 
dopaminergic neurons correlates with positive rewards [ 682 ]. 

 Both dopaminergic and GABAergic outputs strongly target the nucleus accum-
bens [ 683 ] and the prefrontal cortex [ 684 ]. Projections to the nucleus accumbens are 
largely to the shell but with some targetting of the core and even the dorsal striatum. 
Dopaminergic neurons that receive inputs from the prefrontal cortex project back to 
the prefrontal cortex, but GABAergic neurons receiving prefrontal cortex inputs 
project to the nucleus accumbens [ 684 ]. Dopaminergic neurons that project to the 
nucleus accumbens do not receive inputs from the prefrontal cortex [ 684 ].  

6.5.9     Basal Ganglia Synaptic Weight Changes 

 The most investigated are changes at glutamatergic synapses from cortical axons on 
to projection neurons in the striatum. Synaptic weight changes have been observed at 
such synapses. In the striatum, appropriate relative timing of inputs and postsynaptic 
depolarisation can result in LTP or LTD [ 146 ]. The direction, magnitude and persis-
tence of such weight changes depends on the presence or absence of various modula-
tory neurotransmitters including dopamine, acetylcholine and adenosine [ 685 ]. 
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 Another nucleus that is functionally part of the basal ganglia is the pedunculopontine 
nucleus (PPN). This nucleus receives most of its inputs from and mainly projects to vari-
ous nuclei in the basal ganglia, although it also receives inputs from the habenula and 
cerebellar nuclei, and also projects to the thalamus [ 686 ]. Synaptic weight changes have 
been observed in glutamatergic synapses from the PPN on to SNc and VTA dopaminer-
gic neurons. These changes have been observed following a combination of electrical 
stimulation and exposure to various addictive drugs [ 687 ].  

6.5.10     Basal Ganglia Connectivity 

 The connectivity of the basal ganglia can be represented approximately by Figs.  6.10  
and  6.11  [ 688 ,  689 ]. External input to the basal ganglia is excitatory and comes 
mainly from the cortex, heavily targeting the striatum and the STN. External output 
from the basal ganglia is inhibitory and is generated by the GPi/SNr, mainly target-
ing the thalamus. This output is tonal, in other words the GPi/SNr projection neu-
rons produce a steady inhibitory output which is selectively increased or reduced by 
inputs from other basal ganglia nuclei. There is strong reciprocal excitatory con-
nectivity between the thalamus and the cortex. Hence a reduction in the inhibition 
of a thalamic neuron will result in an increase in the activity in the cortex. 

 As illustrated in Figs.  6.10  and  6.11 , there are two major routes by which infor-
mation passes from the striatum to the GPi/SNr, called the direct and indirect 
 pathways. Within the striatum are two populations of inhibitory projection neurons, 
labelled D1 and D2. The D1 population projects by the direct pathway to the GPi/
SNr, inhibiting the projection neurons and therefore reducing their tonic inhibitory 
output to the thalamus. Activity of the D1 population therefore reduces the activity 
of the GPi/SNr, and hence reduces the tonic inhibition of the thalamus and increases 
cortical activity. In the indirect pathway the STN receives independent input from 
the cortex, and excites the GPi/SNr, increasing their inhibition of the thalamus. The 
activity of the STN is modulated by reciprocal connectivity with the GPe, which 
itself receives input from the D2 population in the striatum. The overall effect is that 
activity of the D2 population increases the activity of the GPi/SNr and therefore 
increases the inhibition of the thalamus. 

 There is a feedback loop from the indirect path back to the striatum, via the SNc. 
Neurons in both the GPe and STN project to neurons in the SNc. These SNc neu-
rons are dopaminergic and project to the striatum. The dopaminergic neurons fi re 
tonically at about 4 Hz [ 188 ]. This tonic fi ring maintains a background extracellular 
level of dopamine in the target striatal regions, which can be adjusted by indirect 
path activity modulating the proportion of dopaminergic neurons fi ring in the tonal 
mode. Dopamine excites D1 population neurons, and inhibits D2 population neu-
rons [ 181 ]. Because the D2 channel has a higher affi nity for dopamine than the D1 
channel, the background concentration mainly affects the D2 channels [ 190 ]. If 
activity in the indirect path rises, the proportion of dopaminergic neurons in the SNc 
fi ring in tonal mode will be increased, resulting in a reduction in D2 neuron activity 
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that shifts the balance of activity between the D1 and D2 populations in the striatum 
[ 690 ]. This background concentration can also be moderately increased by hippo-
campal activity acting via the striatum [ 691 ], also increasing the number of dopami-
nergic neurons fi ring tonically. 

 There is another way in which the dopaminergic neurons of the SNc infl uence 
the striatum. Dopaminergic neurons can also fi re in bursts of 3–20 action potentials 
at an intraburst frequency of about 20 Hz [ 692 ]. These bursts depend upon frontal 
cortex activity, probably via the STN [ 693 ]. There is evidence that bursts also 
depend on activity of striatal projection neurons which inhibit GABAergic inputs to 
the dopaminergic neurons [ 694 ]. Burst activity will result in much higher concen-
trations of dopamine near synapses. Background dopamine concentration will also 
rise, but such rises are limited because increased opening of D2 channels also results 
in opening of dopamine reuptake channels which limit the spread of dopamine 
beyond the synapse [ 189 ]. Hence burst activity and tonic activity represent two rela-
tively independent ways in which basal ganglia dopaminergic neurons act on the 
striatum [ 188 ]. Changes to dopamine availability in the striatum are associated with 
various movement and cognitive disorders, and there is evidence that burst fi ring 
plays a role in learning [ 693 ]. However, the SNc dopaminergic neurons also target 
the cortex, and the two fi ring modes interact in a complex fashion in both cortex and 
striatum [ 695 ]. 

 The dorsal and ventral basal ganglia have very similar pattern of connectivity. 
One major difference is that the ventral striatum (nucleus accumbens) receives a 
higher volume of excitatory (glutamatergic) inputs from the basal amygdala [ 670 ]. 

 As described earlier, at a more detailed level there are some signifi cant differ-
ences between the nucleus accumbens and the dorsal striatum. Unlike the striatum, 
the nucleus accumbens is separated into two components, the core and the shell. 
The core physically resembles the striatum with a patch and matrix organisation and 
D1 and D2 projection neurons. In the shell there are complex arrangements of neu-
rochemical sensitivities, input sources and output targets [ 670 ]. For example, differ-
ent clusters of neurons in the shell receive different combinations of inputs from 
hippocampus, prefrontal cortex and amygdala, and project to different combina-
tions of targets including the VP, the VTA and the hypothalamus. The outputs of the 
nucleus accumbens shell have a relatively direct infl uence on the core via both the 
VP and the VTA [ 696 ]. 

 As defi ned by predominant connectivity, there are multiple parallel paths from the 
cortex through the striatum, GPi/SNr, the thalamus and back to the cortex. Each of 
these paths begins in a specifi c group of cortical areas, passes through different parts 
of the striatum, GPi/SNr, and thalamus, and returns to one of the initial cortical areas. 
The fi ve such paths that have been identifi ed [ 697 ] are illustrated in Fig.  6.13 , but 
others may exist. However, it is important to note that these paths are not fully sepa-
rated. As discussed earlier, one cortical area projects strongly to a limited striatal 
domain, but to a smaller degree projects to more extensive regions of the striatum.

   The fi ve paths can be associated with different behavioural functions, because 
damage to any point on a path results in similar defi cits, whether to the cortex, basal 
ganglia or thalamus [ 698 ]. The motor path is associated with control of voluntary 
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movement, and the oculomotor path is concerned with the control of eye movements. 
The dorsolateral prefrontal path is associated with what are called executive cognitive 
functions, such as solving complex problems, planning etc. The lateral orbitofrontal 
path is associated with personality, including empathy and appropriate responses to 
social cues. The anterior cingulate path through the nucleus accumbens is associated 
with motivation, with damage resulting in apathy. 

  Fig. 6.13    Parallel cortex-basal ganglia-thalamus-cortex paths. In these connectivity paths, the tha-
lamic nucleus heavily targets one cortical area. The same cortical area and a few others target a 
region of the striatum, that region of the striatum targets a region of the GPi/SNr/VTA, and that 
region of the GPi/SNr/VTA targets the thalamic nucleus. The different paths appear to correspond 
with different general types of behaviour. Abbreviations:  ACA  Anterior Cingulate Area,  APA  
Arcuate Premotor Area,  DLC  Dorsolateral Prefrontal Cortex,  HC  Hippocampus CA fi elds,  EC  
Entorhinal Cortex,  FEF  Frontal Eye Fields,  ITG  Inferior Temporal Gyrus,  LOF  Lateral 
Orbitofrontal Cortex,  MC  Motor Cortex,  PPC  Posterior Parietal Cortex,  SC  Somatosensory Cortex, 
 SMA  Supplementary Motor Area,  STG  Superior Temporal Gyrus,  VLo  Ventralis Lateralis pars 
oralis,  VLm  Ventralis Lateralis pars medialis,  l-VAmc  lateral Ventralis Anterior pars magnocellu-
laris,  MDpl  Medialis Dorsalis pars paralamellaris,  VApc  Ventralis Anterior pars parvocellularis, 
 MDpc  Medialis Dorsalis pars parvocellularis,  m-VAmc  medial Ventralis Anterior pars magnocel-
lularis,  MDmc  Medialis Dorsalis pars magnocellularis,  pm-MD  posteromedial Medialis Dorsalis, 
 PUT  Putamen,  CAUD  Caudate (b) body, (h) head,  dl-CAUD  dorsolateral Caudate,  vm-CAUD  ven-
tromedial Caudate,  VS  Ventral Striatum (nucleus accumbens),  cdm-GPi  caudal dorsomedial 
Globus Pallidus internal,  ldm-GPi  lateral dorsomedial Globus Pallidus internal,  mdm-GPi  medial 
dorsomedial Globus Pallidus internal,  rl-GP  rostrolateral Globus Pallidus internal,  vl-GPi  ventro-
lateral Globus Pallidus internal,  cl-SNr  caudolateral Substantia Nigra pars reticulata,  vl-SNr  ven-
trolateral Substantia Nigra pars reticulata,  rl-SNr  rostrolateral Substantia Nigra pars reticulata, 
 rm-SNr  rostromedial Substantia Nigra pars reticulata,  rd-SNr  rostrodorsal Substantia Nigra pars 
reticulata,  VP  Ventral Palladium       
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 There are even more detailed parallel paths within these major parallel paths. For 
example, as described earlier, within the motor path there are different groups of 
neurons in the striatum that correspond to different behaviour related circumstances. 
One striatal group projects to a group of neurons in the GPi/SNr, which in turn proj-
ect to a group of thalamic neurons, all of which correspond with the same type of 
behavioural circumstance. For example, the activity of some neurons correlates 
with the direction of arm movement, other groups with the use of specifi c muscles, 
and yet others with the location of a target object in space [ 699 – 701 ]. 

 The reciprocal connectivity between the dorsal and ventral striatum and the mid-
brain dopamine neurons (i.e. the dopaminergic neurons of the SNc and VTA) is orga-
nized in a striking spiral pattern of connectivity [ 702 ] as illustrated in Fig.  6.14 . Inputs 
to the striatum come from cortical areas that vary continuously moving across the 
striatum from ventral to dorsal. Neurons in the striatum project to dopaminergic neu-
ron areas which in turn project back to the striatum. The areas of the dopaminergic 
neurons that project to an area of the striatum overlap partially but not completely 
with the dopaminergic neurons that receive inputs from that striatal area. As a result, 
via the midbrain dopamine neurons the shell infl uences the core, the core infl uences 
the central striatum, and the central striatum infl uences the dorsal striatum.

  Fig. 6.14    The spiral of connectivity involving cortex, striatum and midbrain dopaminergic neu-
rons (VTA and SNc). Inputs to the striatum come from cortical areas that vary continuously mov-
ing across the striatum from ventral to dorsal. Neurons in the striatum project to dopaminergic 
neuron areas which in turn project back to the striatum. The areas of the dopaminergic neurons that 
project to an area of the striatum overlap partially but not completely with the area of dopaminergic 
neurons that receive inputs from that striatal area       
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6.5.11        Role of the Basal Ganglia 

 As became clear in the previous sections, the basal ganglia play a role in the  selection 
of behaviour. This role was fi rst identifi ed for motor behaviours, but is also present 
for cognitive behaviours. The basal ganglia also play a role in rewards.   

6.6     The Amygdala 

 The amygdala is a concentration of neurons roughly the size and shape of an almond. 
It is located between the cortical hemispheres, low down under most of the basal 
ganglia, further forward than the hippocampus. The amygdala is made up of a group 
of about a dozen major nuclei, which can be further divided into subnuclei. All these 
divisions are on the basis of differences in the types of neuron, types of neurotrans-
mitter, and input and output connectivity. 

 Some of the major nuclei of the amygdala are illustrated in Fig.  6.15 , along with 
the location of the amygdala relative to other nearby brain structures in the rat. The 
nuclei of the amygdala can be separated into two groups [ 703 ]. One group is called 
the centromedial group, and includes the medial and central nuclei. These nuclei 

  Fig. 6.15    Nuclei of the amygdala. The relative positions of the major nuclei of the amygdala and 
of some adjacent structures are shown for the rat brain. The projection neurons in the central and 
medial nuclei of the amygdala are GABAergic like the neighbouring striatum, while the projection 
neurons in the basolateral, basomedial and cortical nuclei are glutamatergic and resemble cortical 
pyramidal neurons       
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have some strong resemblances to the striatum, including the presence of large 
numbers of inhibitory (GABAergic) medium spiny projection neurons. The other 
group is called the corticomedial group, and includes the cortical, basomedial (alter-
natively called accessory basal) and basolateral (alternatively called basal) nuclei. 
These nuclei have some resemblances with the cortex, including the presence of 
large numbers of excitatory (glutamatergic) pyramidal projection neurons. In the 
cortical nucleus it is possible to see a cortex-like layered structure: a molecular layer I 
with mostly axons, a thin layer II with small multipolar neurons, and a layer III 
making up most of the thickness and containing pyramidal neurons [ 704 ]. It has 
been further argued that the corticomedial group should be subdivided into a group 
interacting with the autonomic nervous system and two groups dealing mainly with 
the olfactory system [ 705 ].

   The amygdala is associated with a range of apparently disparate functions, many 
of which seem to fall under the general heading of infl uencing emotional behaviour. 
An important example is that it plays a major role in fear. Damage to the amygdala 
in monkeys results in reduced fear and aggression, increased submission, and exces-
sive manual and oral exploration behaviours [ 706 ]. In rats, a cue which triggers 
fearful behaviour because it has become associated with an impending unpleasant 
event (such as an electrical shock) does not result in fearful behaviour if the amyg-
dala (and in particular the basolateral group) is inactivated [ 707 ]. Neuroimaging of 
human beings reveals amygdala activation in response to threatening or fear pro-
voking images [ 708 ], and patients with amygdala damage are unable to learn to 
associate cues with the typical physiological indications of fear [ 709 ]. These physi-
ological indications of fear (increased heart and breathing rates, increased blood 
pressure, muscle changes, changes in skin conductance) are generated outside of 
conscious control by the autonomic nervous system. The amygdala must therefore 
have some infl uence over that system. Furthermore, the amygdala infl uences atten-
tion, and in particular the shifting of attention from where it is currently engaged to 
something unexpected that has occurred [ 710 ], particularly if the something unex-
pected could be a threat [ 708 ]. 

 It has been demonstrated that certain facial expressions are recognized as indi-
cating certain emotions, independent of cultural background. Expressions indicat-
ing happiness, anger, sadness, disgust, surprise and fear [ 711 ] and more recently 
pride [ 68 ] have been shown to be recognized across widely different cultures. 
Damage to the amygdala results in some impairment in the recognition of negative 
emotions like fear [ 64 ]. 

 The amygdala appears to also play a role in emotions other than fear. Direct 
electrical stimulations of the amygdala in human patients induced both negative 
emotions (fear, anxiety or sadness but rarely anger) and positive emotions (hap-
piness) [ 712 ]. 

 The amygdala plays an important role in learning behaviours, both fearful behav-
iours and behaviours with positive rewards. For example, fear conditioning or learn-
ing to associate a cue with an impending unpleasant event is disrupted by damage to 
the amygdala [ 713 ]. Learning of positive associations (such as between a cue and a 
food reward) also involve the amygdala, although the role is more subtle than for 
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fear [ 714 ]. If a monkey is offered a choice between two objects, and one of the 
objects is associated with a food reward, the monkey rapidly learns to choose the 
rewarded object. Removal of the amygdala does not affect this capability. If a mon-
key is trained to associate one food type with one object and a different food type 
with a different object, and then offered the choice of objects after being satiated 
with one food type, a normal monkey will avoid choosing the object associated with 
the food with which it has been satiated. However, this effect is removed by lesion-
ing of the amygdala [ 715 ]. Different nuclei in the amygdala play different roles in 
rewards [ 714 ,  716 ]. 

 The amygdala also plays a role in episodic memory. Normal subjects show an 
enhanced memory for the gist of a scene observed during emotional arousal (fear, 
alarm etc.) but no such enhancement (and perhaps a suppression) for visual details. 
Patients with amygdala damage show a memory impairment for the gist of a scene 
observed during emotional arousal [ 717 ]. The activity of the amygdala predicts the 
degree of subsequent memory for emotionally intense scenes [ 16 ]. 

 Finally, the amygdala is intimately involved with the olfactory system. Amygdala 
damage impairs the ability to recognize and name odors [ 718 ]. 

6.6.1     Neurons of the Amygdala 

 The majority of neurons in the basolateral and cortical nuclei are pyramidal-like 
excitatory (glutamatergic) neurons. One difference from the cortex is that in the 
basolateral nuclei the dendrites are oriented randomly [ 719 ], not parallel to each 
other as they are in the cortex. Some glutamatergic neurons resemble the spiny stel-
lates in the cortex. In addition there is a cortex like range of inhibitory (GABAergic) 
interneurons. In the centromedial group of nuclei, the majority of neurons are 
GABAergic projection neurons similar to those found in the striatum. 

 Some individual neurons in the basolateral group respond to specifi c biologically 
relevant sounds or objects, and responses change with reward type feedback. For 
example, a neuron might fi re strongly in response to seeing a piece of watermelon, 
but with considerably reduced fi ring following a piece of salted watermelon [ 720 ].  

6.6.2     Synaptic Weight Changes in the Amygdala 

 In the lateral nucleus of the amygdala, multiple forms of synaptic weight changes 
have been found in the same projection neurons [ 721 ]. Firstly, simultaneous 
30 Hz stimulation of both cortical and thalamic inputs results in LTP of cortical 
but not thalamic synapses [ 722 ]. Stimulation of just one type of input does not 
produce weight change. This LTP depends upon presynaptic NMDA receptors 
and is independent of postsynaptic neuron activity. Secondly, at synapses derived 
from thalamic axons, LTP and LTD are observed depending on the relative 
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timing of presynaptic action potential and postsynaptic neuron fi ring [ 723 ]. This 
is the standard postsynaptic NMDA dependent weight change observed in hip-
pocampal and cortical pyramidal neurons. This standard type of LTP/LTD is not 
observed in synapses from cortical axons on to lateral nucleus projection neu-
rons, unless a more sustained projection neuron depolarisation is induced. 

 There is also evidence for presynaptic, NMDA-dependent LTP at glutamatergic 
synapses of thalamic axons on to projection neurons in the central nucleus of the 
amygdala [ 724 ]. Timing dependent synaptic weight changes implemented presyn-
aptically require a signalling mechanism from postsynaptic neuron to presynaptic 
neuron, which is generally implemented by diffusion of endocannabinoids. LTP/
LTD in both the lateral and central nuclei appear to be important for fear condition-
ing, such as learning an association between a neutral stimulus (e.g. a light) and a 
painful stimulus (e.g. an electric shock) [ 725 ].  

6.6.3     Connectivity of the Amygdala 

 As illustrated in Fig.  6.16 , the pattern of connectivity between the amygdala and 
other brain regions is very complex. Different nuclei can receive inputs from and 
project to about 15 sites on average [ 726 ]. The amygdala receives inputs from the 
sensory cortices (auditory, visual, somatosensory, gustatory and olfactory). In gen-
eral these inputs come from the monomodal association cortices not the primary 
sensory cortices. The amygdala also receives inputs from polymodal association 
cortices, the prefrontal cortex, and the hippocampal system. In addition, there are 
some inputs from the thalamus. The hypothalamus targets the amygdala. Inputs to 
the amygdala also come from the brainstem, including regions that receive pain, 
taste and intestinal information. Outputs from the amygdala target the hypothala-
mus, the dorsal striatum, the nucleus accumbens, the autonomic nervous system 
regions of the brainstem, and the cortical areas from which inputs are received, 
although outputs to the monomodal sensory association areas are light. Outputs 
from the amygdala that target the striatum also project to cortical regions that them-
selves project to the same striatal region [ 727 ,  728 ].

   Within the amygdala there is also a complex pattern of connectivity between 
different nuclei and subnuclei [ 535 ]. For example, the pattern of connectivity 
believed to support the phenomenon of fear conditioning [ 729 ] is illustrated in 
Fig.  6.17 . In the brainstem, the periaqueductal grey (PAG) nucleus drives the freez-
ing behaviour fear response, and the dorsal vagal complex (DVC) drives the car-
diovascular fear response. The two type of behaviour are initiated in these two 
nuclei by two populations of neurons in the medial subnucleus of the central 
nucleus of the amygdala (CeM) [ 730 ]. The two CeM populations are infl uenced by 
two populations of neurons in the lateral nucleus of the amygdala. The primary 
information fl ow is believed to be that information about the stimulus (e.g. a light) 
enters the lateral nucleus of the amygdala (LA) from the cortex. From there, infor-
mation proceeds to the CeM by two paths. Firstly, glutamatergic outputs from the 
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LA target the basal nucleus of the amygdala (BA) which in turn targets CeM. 
Secondly, glutamatergic outputs from the LA target the lateral subnucleus of the 
central nucleus of the amygdala (CeL). In CeL there are spatially mixed but differ-
ent populations of neurons corresponding with freezing and cardiovascular behav-
iours [ 731 ]. These two populations can mutually inhibit each other, and each target 
a corresponding population in CeM. Some additional circuitry also shown in 
Fig.  6.17  links oxytocin neurons in the paraventricular nucleus of the hypothala-
mus to just the population in CeL corresponding with freezing behaviour. Oxytocin 
excites the CeL neurons, resulting in increased inhibition of the CeM neurons cor-
responding with freezing behaviour, reducing the probability of such behaviour 
[ 732 ]. Oxytocin is associated with social behaviours such as protecting young, and 
this circuitry could therefore reduce the probability of freezing behaviour if young 
of the species are threatened by the same source of fear. Furthermore, when freez-
ing behaviour is inhibited by oxytocin, the CeL neurons target the cortex (via the 
basal forebrain) to increase risk assessment and exploration type behaviours in 
response to the fearful stimulus [ 733 ].

  Fig. 6.16    Pattern of connectivity between various nuclei of the amygdala and other brain struc-
tures. All the cortex like nuclei tend to receive inputs from sensory cortices, frontal cortex, hip-
pocampal formation and cortices associated with the hippocampus. The lateral nucleus also 
receives inputs from the hypothalamus. The inputs to the striatum-like nuclei come from similar 
sources. However, the outputs from the cortex-like nuclei go to the cortex, hippocampal formation 
and striatum, while the outputs from the striatum like nuclei go to the hypothalamus and other 
subcortical nuclei       
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6.6.4        Role of the Amygdala 

 It is clear from the above discussion that the amygdala plays a role in emotion, but 
that role is intertwined with the hypothalamus.   

6.7     The Hypothalamus and Pituitary Gland 

 The hypothalamus is a relatively small but very complex concentration of neu-
rons located centrally at the bottom of the brain. It is connected by a stem called 
the infundibulum to the pituitary gland. The infundibulum is a pair of routes by 
which signals can pass from the hypothalamus to the pituitary. One of these 
routes is a bundle of axons that target the posterior pituitary gland. The other 
route is a set of veins, called the portal veins, that carry blood from the hypo-
thalamus to the anterior pituitary. Hormones secreted by the hypothalamus into 

  Fig. 6.17    Pattern of connectivity believed to support fear conditioning. The PAG is implicated in 
driving the freezing response to fear, the DVC affects cardiovascular fear responses. Activity of 
these two structures is controlled by two physically intermingled but separate sets of neurons in the 
CeM. The hypothalamic paraventricular nucleus excites neurons in the CeL which in turn inhibit 
the CeM neurons that control freezing behaviour, reducing the probability of that freezing behav-
iour. Abbreviations:  PAG  periaqueductal gray,  DVC  dorsal vagal complex,  CeM  medial central 
nucleus,  CeL  lateral central nucleus,  CeC  central nucleus,  LA  lateral amygdala nucleus,  BA  basal 
amygdala nucleus       
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these veins regulate the anterior pituitary. Both parts of the pituitary release 
hormones into the blood stream that regulate different parts of the body, includ-
ing in some cases the brain. 

 There are a large number of hypothalamic nuclei, some of which are illus-
trated in Fig.  6.18 . On the basis of general appearance of neuron somas, three 
divisions are distinguished in the hypothalamus from anterior to posterior (the 
preoptic, tuberal and posterior) and each of these divisions are separated from 
medial to lateral into three zones (periventricular, medial and lateral) [ 734 ]. 
Some nuclei in each of these regions are listed in Table     6.3 . However, at least 40 
cell groups have been distinguished on the basis of neuron morphology, neu-
rotransmitter type, and connectivity [ 735 ], and there could be signifi cantly more. 
The hypothalamus is crossed by many diffuse and complex fi bre systems, and the 
borders of some cell groups are poorly delineated. For example, the supramam-
millary area is clearly identifi able in rats and projects to the hippocampus, but in 

  Fig. 6.18    Hypothalamic nuclei. Some of the many hypothalamic nuclei are illustrated. The hypo-
thalamus is located under the thalamus. The pituitary gland is located beneath the hypothalamus, 
linked to it by the infundibulum, which contains both blood vein and axon bundle links between 
the two structures. The optic chiasm ( oc ) is the nerve bundle where the optic nerves from the left 
and right eyes cross over to go to the right and left hemispheres. The anterior commissure ( ac ) is 
also a nerve bundle       
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humans it is much less clearly identifi able [ 734 ]. However there is nevertheless a 
cell group in humans at a corresponding location that similarly projects to the 
hippocampus [ 736 ].

    The hypothalamus plays an important role in maintaining body homeostasis: 
keeping temperature, water absorption and discharge, electrolyte concentrations 
(e.g. sodium), glucose levels etc. within the appropriate range. It adjusts body 
parameters like temperature, blood pressure, arousal including the wake/sleep cycle 
for the time of day (circadian rhythms). It acts on the autonomic nervous system to 
affect heart rate, digestion, urination, salivation, perspiration, pupil diameter, and 
breathing. In addition, it makes appropriate body adjustments in response to exter-
nal threats (preparing for fi ght or fl ight by increasing heart rate, blood pressure etc.). 
It makes adjustments in preparation for reproductive behaviours such as sexual 
arousal, labour, and lactation. 

 The hypothalamus also affects complex behaviours linked with these body 
requirements: for example, it influences initiation of food seeking behaviours. 
It also appears to be associates with pleasure, aggressive and aversion behaviours. 
The links with behaviours have often been established by the ways in which damage 
to the hypothalamus affects specifi c functions [ 737 ]. For example, sometimes a 
hypothalamic tumor results in fi ts of laughing, crying and more severe seizures, 
combined with severe aggressiveness, hyperactivity, and socially inappropriate behav-
iour [ 738 ]. Damage to the suprachiasmatic nucleus result in loss of daily rhythms of 
wake–sleep activity, feeding, body temperature, and a variety of hormones. Damage to 
the ventromedial area result in obesity, while damage to the lateral hypothalamic 
area dramatically reduced feeding. Damage to the medial preoptic nucleus results in 
loss of fi ne control of body temperature, although temperature regulation within a 
broader range is preserved. 

 There is strong connectivity between different hypothalamic nuclei, and in disor-
ders of eating resulting from lesions of the hypothalamus there are often mood, 
sleep, and circadian and annual rhythm disorders. For example, tumors affecting the 
ventromedial hypothalamic area, in addition to obesity, often result in aggressive 

   Table 6.3    Hypothalamic divisions and zones, and some of the nuclei and areas   

 Preoptic 
division 

 Anterior 
division 

 Tuberal 
division 

 Mammillary 
division 

 Lateral zone  Lateral 
preoptic 

 Lateral 
hypothalamic 

 Lateral 
hypothalamic 

 Lateral 
hypothalamic 

  LAT  

 Magnocellular 
preoptic 

 Supraoptic  Tuberal  Supramammillary 

 Medial zone  Medial 
preoptic 

 Anterior 
hypothalamic 

 Dorsomedial  Medial mammillary 
 Ventromedial  Lateral mammillary 

 Posterior 
hypothalamic 

 Periventricular 
zone 

 Median 
preoptic 

 Suprachiasmic  Arcuate  Posterior 
periventricular 

  MED  
 Paraventricular 

  ANT    POST     

  Abbreviations:  LAT  more lateral location,  MED  more medial location,  ANT  more anterior location, 
 POST  more posterior location  
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behaviour, emotional instability, and memory defi cits [ 737 ]. However, it could be 
that some symptoms are caused by damage to axons that pass through an affected 
area but do not interact with it. 

 Damage to the mammillary bodies have a very specifi c effect on memory. A 
tumor strictly limited to the mammillary bodies resulted in loss of the ability to cre-
ate new declarative memories (both semantic and episodic), while leaving past 
memories, speech, general intelligence and skills unaffected [ 739 ]. 

6.7.1     Hypothalamic Neurons 

 The range of neurons in the hypothalamus is very large, in terms of size, shape, and 
neurotransmitters generated. Many neurons in the hypothalamus generate neurohor-
mones that are released into the blood and are carried by the portal veins into the 
pituitary gland. 

 Some neurons in the hypothalamus appear to respond to very specifi c behav-
ioural circumstances. For example [ 740 ], in monkeys some individual neurons 
change their fi ring rate in response to seeing a favoured food item, provided the 
monkey is hungry. Other neurons respond just to the taste of food or just to the 
combination of sight and taste. A strictly visual neuron does not respond to the sight 
of non food items, or to grasping and eating food in the dark, but does respond to a 
good imitation food item. The changes in response can be an increase in fi ring rate 
or a decrease in fi ring rate.  

6.7.2     Synaptic Weight Changes in the Hypothalamus 

 Activity related LTP has been observed in glutamatergic synapses in the hypothala-
mus. In the supraoptic nucleus, LTP is triggered by 100 Hz stimulation [ 741 ]. In the 
lateral nucleus, LTP is triggered by intensive activation caused by prolonged wake-
fulness [ 742 ].  

6.7.3     Hypothalamic Connectivity 

 Synaptic inputs to the hypothalamus come from a very wide range of brain 
structures. There is very heavy input from a part of the hippocampal system 
called the subiculum, via an axon bundle called the fornix. This input targets the 
mammillary bodies. The mammillary bodies provide outputs to the anterior 
thalamus, which in turn targets area CA1, the subiculum and the entorhinal cor-
tex in the hippocampal system (see below). There are inputs from the amygdala 
to the hypothalamus. 
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 The orbital and medial prefrontal cortex areas project to the hypothalamus, but 
the hypothalamus projects back to all prefrontal areas [ 743 ]. In addition, the 
hypothalamus projects back to the entire cortex by means of a number of different 
populations of neurons using different neurotransmitters including oxytocin, mel-
anin, orexin, histamine, GABA, acetylcholine and galanin, plus other currently 
unknown neurotransmitters [ 734 ]. One nucleus or group of neurons, such as the 
cholinergic neurons located in the supramammillary area, may project to almost 
every cortical area [ 744 ]. Such projections may also reach the hippocampus and 
amygdala. Cortical areas heavily involved in emotion receive very dense projec-
tions from the hypothalamus (and also from the amygdala) [ 745 ]. 

 For example, oxytocin neurons mainly in the paraventricular nucleus project to 
the central nucleus of the amygdala and synapse on to selective neurons in the 
central nucleus [ 732 ]. Delivery of oxytocin by this connectivity appears to be 
responsible for reducing the probability of freeze behaviour in response to a fear-
ful stimulus, for example if the need to protect young individuals is present [ 730 ] 
(see Fig.  6.17 ). Note that the oxytocin neurons also project back to the prefrontal 
cortex [ 746 ]. 

 Most of the brain is isolated from a wide range of blood chemicals by the blood- 
brain barrier (a network of very fi ne capillaries) which prevent passive entry of 
hydrophilic chemicals unless they are actively transported in. There are some struc-
tures called the circumvetricular organs which are outside the blood-brain barrier 
and detect the concentrations of hormones, peptides and other chemicals in the 
blood, communicating this information to the hypothalamus, which in turn projects 
back to those organs [ 747 ]. 

 In addition to the connectivity with the higher brain systems, there are a number of 
outputs from the hypothalamus which affect a wide range of body functions. Firstly, 
hypothalamic neurons project axons that target neurons of the autonomic nervous 
system, and also target neurons in the brain stem that control autonomic responses. 
Secondly, hypothalamic axon outputs control hormone release into the blood stream 
by the posterior pituitary. Thirdly, the hypothalamus releases hormones into the blood 
fl owing to the anterior pituitary, regulating its release of hormones.   

6.8     Habenula 

 The habenula is a small structure located above the posterior part of the thalamus. It 
has two nuclei, the lateral and medial habenula, and some subdivisions within these 
nuclei. Neurons in the medial habenula are acetylcholinergic or contain substance P 
[ 748 ], but acetylcholine and glutamate are co-released by the same neurons [ 749 ]. 
The lateral habenula contains glutamatergic neurons [ 750 ]. 

 The connectivity of the habenula [ 751 ] is illustrated in Fig.  6.19 . The habenula 
receives ATPergic [ 752 ], GABAergic and glutamatergic inputs from the basal fore-
brain [ 748 ], GABAergic inputs from the GPi nucleus in the basal ganglia, and inputs 
from the hypothalamus, some of which are GABAergic [ 753 ].
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   Two strongly targetted structures are the midbrain dopamine neurons and the 
raphe nuclei. This targetting may include glutamatergic synapses [ 754 ] but inhibits 
the two structures [ 755 ,  756 ], perhaps via inhibitory interneurons [ 757 ]. 

 The habenula appears to be involved in detection of the absence of an expected 
reward and in negative feedback following a behaviour [ 758 ]. For example, in 
human subjects given the task of predicting the outcome of a race between two 
visual objects starting from different points and proceeding at different speeds, the 
habenula is activated if they are informed that their prediction was incorrect [ 681 ]. 
The habenula is hyperactive in depressed human patients [ 759 ].  

6.9     Cerebellum 

 The cerebellum is a large structure at the back of the brain, underneath the cortical 
hemispheres and behind the spinal cord. The outside of the cerebellum resembles 
the cortex in that it is a thin folded sheet of tissue separated into layers, and is in fact 
called the cerebellar cortex. To avoid confusion, in this section the cortex will be 
referred to as the cerebral cortex, although elsewhere, the cerebral cortex is simply 
called the cortex and the cerebellar cortex is always referred to by the full term. Also 
like the cerebral cortex, within the cerebellar cortex is a volume of white matter 
made up of axons, and inside the white matter is a set of clusters of neurons called 
the cerebellar nuclei. Three large bundles of axons called the cerebellar peduncles 
are located at the front of the cerebellum and connect it to the rest of the brain. 

  Fig. 6.19    The connectivity of the habenula. The habenula is believed to be involved in the detec-
tion of negative feedback following a behaviour       
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The inferior peduncle mainly carries inputs from the inferior olive nucleus, the 
 middle peduncle is the largest and mainly carries input from the pontine nuclei. The 
superior peduncle mainly carries outputs from the cerebellum to the thalamus and 
(much via the red nucleus) to the spinal cord [ 760 ]. The pontine nuclei derive most 
of their inputs from the cerebral cortex, and the pontine nuclei axons targetting the 
cerebellum are called mossy fi bres. The inferior olive nucleus derives most of its 
inputs from the spinal cord but a signifi cant proportion from the cerebral cortex, and 
the inferior olive axons targetting the cerebellum are called climbing fi bres. The two 
types of axon are named after a major physical characteristic as discussed below. 

 The cerebellar cortex is intricately folded, resulting in a surface area which is 
about 70 % of the area of the cerebral cortex [ 761 ]. It can be divided into three major 
lobes: the anterior lobe (also called the paleocerebellum); the posterior lobe (also 
called the neocerebellum); and the fl occulonodular lobe (also called the archicere-
bellum). There are also smaller subdivisions, called lobules, for which there are 
various naming conventions. In one approach, lobules I, II, III, IV and V are identi-
fi ed in the paleocerebellum, lobules VI, VII, VIII and IX form the neocerebellum, 
and lobule X forms the archicerebellum [ 762 ]. 

 There are also three cerebellar nuclei, called the fastigial nucleus, the interposi-
tus nucleus (which can be subdivided into the emboliform and globose nuclei) and 
the much larger dentate nucleus. The archicerebellum is connected to the fastigial 
nucleus, and the combination plays a role in balance and eye movement. The paleo-
cerebellum is connected to the interpositus nucleus, and the combination plays a 
role in muscle tone and posture. The neocerebellum is connected to the dentate 
nucleus, and the combination plays a role in motor control, and also higher cogni-
tion as discussed below. 

 The electrical oscillations observed in the cortex, thalamus, basal ganglia etc. are 
also observed in the cerebellum. During performance of a motor task, a synchrony 
appears between the cerebral cortex and cerebellum in the 10–40 Hz bands [ 763 ]. 

 The cerebellar cortex has three well defi ned layers. The innermost layer is called 
the granular layer, and contains very large numbers of very small neurons called 
granule cells. There are of the order of 100 billion granule cells in the cerebellum 
[ 761 ], 5–10 times as many as the number of pyramidal neurons in the cortex. The 
middle layer is called the Purkinje layer because it contains mainly the somas of 
~30 million Purkinje neurons. The outer layer is called the molecular layer, and 
contains mainly axons from granule cells and the dendrites of Purkinje cells, plus a 
few GABAergic interneurons (stellate and basket cells). 

 The cerebellum plays a major role in motor control, and damage to the human 
cerebellum results in a range of movement related defi cits [ 764 ]. One result of 
damage can be loss of muscle tone, or the constant slight tension that is main-
tained in healthy muscle and which results in resistance when a passive limb is 
moved by someone else. Another result of damage is loss of strength in a limb. 
The most prominent symptoms of damage are disorders in voluntary movements. 
For example, when asked to reach for an object, the start of a motion may be 
delayed, normal speed is reached more slowly, and there is a lack of uniformity in 
the motion. Towards the end of the movement, the speed of the limb may not be 
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reduced until the target object has been passed, and the error is then corrected 
with a series of jerky movements. One patient was quoted as observing that “   the 
movements of my left arm are done subconsciously, but I have to think out each 
movement of the right [affected] arm. I come to a dead stop in turning and have to 
think before I start again” [ 764 ]. The irregularities of movement are greater when 
multiple limbs and muscle groups are involved: abnormalities of gait are a com-
mon symptom. However, one striking characteristic of cerebellar damage is that 
symptoms decrease with time, and in some cases may disappear. 

 It has become clear that the cerebellum also plays many roles in higher cogni-
tion. Cerebellar damage results in some specifi c defi cits in working memory [ 765 ], 
and imaging reveals that the cerebellum is active during working memory tasks 
[ 766 ]. The cerebellum is active during both generating and understanding speech 
[ 767 ]. There appear to be some specifi c cognitive defi cits and a generalized ten-
dency towards poorer cognitive performance in patients with damage strictly lim-
ited to the cerebellum, with, for example, no damage to the cerebral cortex [ 768 ]. 

6.9.1     Cerebellar Neurons 

 The outermost molecular layer of the cerebellar cortex contains axons from a very 
large number of glutamatergic granule cells in the granule layer. These axons come 
up from the deeper layer where granule cells are located, and form T-branches so 
that they fl ow parallel to each other across the molecular layer. The granule cell 
axons are therefore called the parallel fi bres. The molecular layer also contains two 
types of inhibitory (GABAergic) interneurons: stellate cells and basket cells. These 
interneurons receive inputs from granule cells in the bottom layer and target Purkinje 
cells in the middle layer. 

 The middle Purkinje layer contains the somas of GABAergic Purkinje cells. The 
dendrites of these cells are fl at and extend in parallel across the molecular layer, 
perpendicular to the parallel fi bres. Each Purkinje cell receives a very large number 
(~200,000) of excitatory inputs from the parallel fi bres. Only a few percent of the 
parallel fi bre synapses have synaptic strength, but Purkinje cells nevertheless have 
very specifi c receptive fi elds [ 769 ]. 

 The basket cells target the Purkinje soma and could therefore have a stronger 
effect than the stellates, that target more distal regions of the dendrite [ 770 ]. Purkinje 
cells are inhibitory (GABAergic) and target neurons in the cerebellar nuclei. 

 The bottom granule layer contains three types of neuron: granule cells, Golgi cells, 
and unipolar brush cells (UBCs). The most numerous are the granule cells. These are 
small excitatory (glutamatergic) neurons with about four short dendrites each with 
input from just one mossy fi bre, and additional excitatory inputs from UBCs. They also 
receive inhibitory inputs from Golgi cells. Granule cell outputs target Purkinje cells, 
interneurons in the molecular layer, and also Golgi cells. UBCs are excitatory (gluta-
matergic [ 771 ]) interneurons found only in the fl occulonodular lobe [ 772 ]. One UBC 
has a single dendrite with a giant synapse from just one mossy fi bre. This giant synapse 
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traps glutamate neurotransmitter molecules from the mossy fi bre, and therefore results 
in prolonged output from the UBC [ 773 ]. A UBC output targets granule cells and other 
UBCs [ 774 ]. Their axons can project long distances across the granule layer (some-
times passing through intermediate white matter). The third type of neuron is the 
 inhibitory (GABAergic) Golgi cell which targets granule cells and is itself targetted by 
granule cells. 

 None of the neurons in any cerebellar cortex layer project outside the cerebel-
lum, but the cerebellar nuclei contain several types of projection neurons and also 
several types of interneuron [ 775 ]. The three types of projection neurons utilize 
three different neurotransmitters: glutamate; GABA; and glycine, but the third type 
is found only in the fastigial nucleus. Different locally projecting interneurons 
appear to use the same three neurotransmitters, and the glycinergic interneuron 
projects back to target Golgi cells in the cerebellar cortex.  

6.9.2     Cerebellar Connectivity 

 The major connectivity of the cerebellum and associated nuclei is illustrated in 
Fig.  6.20 . There are two major sources of input to the cerebellum: the mossy fi bres 
and the climbing fi bres. Most mossy fi bres come from the pontine nuclei located in 
the brainstem, but some come from other nuclei in the brainstem and some direct 
from the spinal cord [ 776 ]. Mossy fi bres target the cerebellar cortex granular layer 
with side branches to neurons in the cerebellar nuclei. In the granular layer, the 
mossy fi bres branch extensively, and each branch has multiple swellings that visu-
ally resemble moss. Each swelling is a synapse on a granule cell, and one mossy 
fi bre from the pontine nuclei therefore contacts many (about 600 on average) gran-
ule cells. Granule cells have an average of about four short dendrites that end in a 
claw shape that connects to just one mossy fi bre. Inputs to two or three claws are 
required to fi re the granule cell [ 777 ]. Excitatory UBCs in the granule layer are also 
targetted by mossy fi bres, but one UBC is contacted by just one mossy fi bre. A UBC 
targets a number of granule cells, sometimes at long distances across the cerebellar 
cortex [ 778 ]. Climbing fi bres come from the inferior olive, also located in the brain-
stem, and target both Purkinje cells in the cerebellar cortex and neurons in the cer-
ebellar nuclei. In the cerebellar cortex, one Purkinje is targetted by just one climbing 
fi bre, which climbs through the Purkinje dendritic tree making multiple synaptic 
contacts. One climbing fi bre targets a small group of (on average seven) Purkinje 
neurons [ 779 ].

   Purkinje neurons provide the only outputs from the cerebellar cortex, and 
only target neurons in the cerebellar nuclei. The same Purkinje neuron can tar-
get both GABAergic and glutamatergic projection neurons in the cerebellar 
nuclei [ 780 ]. Cerebellar nuclei neurons fi re tonically in vitro, and there is evi-
dence of mechanisms that maintain total inhibition of cerebellar nuclei neurons 
above some defi ned level [ 781 ]. The cerebellar nuclei provide the outputs from 
the cerebellum. 
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 The pontine nuclei receive most of their inputs from the cortex [ 782 ], including 
both visual [ 783 ] and auditory [ 784 ] cortices and a high volume of input from the 
prefrontal cortex, especially in human beings [ 785 ]. Layer V pyramidal neurons 
provide most of the cerebral cortex input to the pontine nuclei [ 760 ]. A small num-
ber of pontine inputs come from other nuclei carrying somatosensory information, 
the spinal cord itself, and from a range of other brain structures including hypo-
thalamus, thalamus and amygdala [ 786 ]. The most common neuron in the pontine 
nuclei has a large number of asymmetric synapses terminating on spines, probably 
from cortical inputs [ 787 ]. 

 The inferior olive receives excitatory inputs directly and indirectly from the spi-
nal cord [ 788 ]. It also receives excitatory inputs from the cerebral motor cortex 
[ 789 ], and from the prefrontal cortex [ 790 ]. The inferior olive receives inhibitory 
inputs back from the cerebellar nuclei [ 780 ]. Individual neurons in the inferior olive 
are excited by different specifi c somatosensory circumstances such as moving a 
single hair, stroking a limb surface, or pinching [ 791 ]. It is also striking that all the 
connectivity between the projection neurons in the inferior olive that are the sources 

  Fig. 6.20    Major connectivity paths of the cerebellum and associated nuclei. Inputs to the cerebel-
lum come from the pontine nuclei and from the inferior olive. Pontine nuclei inputs are excitatory 
and are called mossy fi bres and target granule cells in the cerebellar cortex with side branches to 
neurons in the cerebellar nuclei. The inferior olive inputs are excitatory and are called climbing 
fi bres and make numerous synapses across the dendritic tree of one or a small number of Purkinje 
cells. Climbing fi bres also have side branches to cerebellar nuclei neurons. The granule cells target 
Purkinje cells, with one Purkinje cell having one synapse from each of ~200,000 granule cells but 
synapses from just one climbing fi bre. Purkinje cell outputs are inhibitory and target both inhibi-
tory and excitatory cells in the cerebellar nuclei. Excitatory cerebellar nuclei neurons target the 
thalamus and the spinal cord, inhibitory neurons target the inferior olive       
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of the climbing fi bres is by electrical synapses, which are faster responding than 
chemical synapses and therefore allow closer coordination of timing [ 792 ]. 

 Large numbers of combinations of cerebral cortex outputs contribute to the 
receptive fi eld of a Purkinje neuron [ 761 ]. There are over 10 million cortical axons 
targetting the pontine nuclei, but 100 billion granule cells each with about four 
inputs. Hence granule cells detect a huge number of presumably different combi-
nations of cortical outputs. Each of the 30 million Purkinje neurons has ~200,000 
inputs from granule cells, so a Purkinje neuron has the potential to develop a recep-
tive fi eld that is an extremely specifi c combination of cortical outputs. There are 
about fi ve million neurons in the dentate nucleus, which is much the largest of 
the human cerebellar nuclei. Each cerebellar nuclei neuron is targetted by many 
Purkinje cells [ 775 ]. 

 The outputs from the cerebellum come from the cerebellar nuclei. The GABAergic 
outputs target the inferior olive, the glutamatergic outputs target both the spinal cord 
(often via the red nucleus) and the thalamus [ 793 ]. The outputs targetting the thala-
mus infl uence the cerebral cortex. The cerebellar nuclei neurons respond to a reduc-
tion in inhibition by producing a burst of action potentials called a post-inhibitory 
rebound burst [ 794 ]. A pause in Purkinje fi ring would be effective in triggering such 
burst fi ring [ 795 ]. 

 Figure  6.21  shows how there are two parallel paths over which cerebral cortex 
outputs are processed. For example, from the frontal cortex one path goes from the 
cortex through the basal ganglia and thalamus back to the cortex [ 785 ]. The other 
goes from the cortex through the pontine nuclei and cerebellum and back to the 

  Fig. 6.21    Parallel processing paths for cortical outputs. Outputs from the same cortical region can 
proceed from the cortex by the basal ganglia-thalamus path back to the same cortical area, or by 
the pontine nucleus-cerebellum-thalamus path. In the case of motor control, the cerebellum can 
also directly target muscles via brain stem and spinal cord       
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cortex. In the case of the motor cortex [ 796 ] routes, the cerebellum can also target 
the brainstem and spinal cord directly. The layer V cortical neurons that project into 
these paths form two populations [ 797 ]. One population projects only to the stria-
tum, the other projects to the pontine nucleus but often with side branches to the 
striatum. These side branches target the striatal neurons in the D2 pathway [ 636 ]. 
The separate populations of layer V cortical neurons are within less than 100 μm of 
each other in the cortex, but show some patchiness in their distribution [ 798 ]. One 
thalamocortical projection neuron rarely receives inputs from both the basal ganglia 
and the cerebellum [ 799 ].

   There is also connectivity between the two parallel paths [ 800 ]. Cerebellar nuclei 
neurons project to D2 striatal projection neurons via the thalamus. Neurons in the 
STN project to the cerebellar cortex via the pontine nuclei.  

6.9.3     Cerebellar Microcomponents 

 Groups of neurons have been identifi ed in the cerebellum which form functional 
units. These microcomponents include neurons in the cerebellar cortex, the inferior 
olive and the cerebellar nuclei. A microcomponent is identifi ed by a microzone on 
the cerebellar cortex within which all the Purkinje cells receive climbing fi bre inputs 
from a set of inferior olive neurons with similar receptive fi elds [ 801 ]. These infe-
rior olive neurons are often arranged in a column [ 802 ]. The Purkinje cells project 
to a limited group of cerebellar nuclei neurons. In cats, the microzone on the cere-
bellar cortex can be >100 mm long and <200 μm wide [ 801 ]. It is estimated that a 
microzone contains ~10,000 Purkinje cells, and that the human brain may contain 
~5,000 microzones [ 803 ]. Interneurons in the molecular layer inhibit Purkinje neu-
rons within the same zone [ 769 ]. However, granule cell inputs to Purkinjes in a zone 
which have non-zero synaptic weights mainly come from outside the zone [ 769 ]. 

 A number of microzones may project to the same group of cerebellar nuclei 
neurons [ 804 ]. Different groups of cerebellar nuclei neurons generate different 
types of behaviour, such as different limb movements [ 805 ].  

6.9.4     Cerebellar Synaptic Weight Changes 

 The most investigated cerebellar synaptic weight changes are in the glutamatergic 
parallel fi bre synapse on to a Purkinje cell. It is found that LTD is induced in a glu-
tamatergic parallel fi bre synapse when an input to the synapse is paired with a strong 
Purkinje output resulting from a climbing fi bre input, and LTP is induced when an 
input to the synapse is not paired with a climbing fi bre input [ 806 ]. However, if very 
strong parallel fi bre input occurs in the absence of climbing fi bre input, there is also 
LTD, but in this case the LTD spreads to other parallel fi bre synapses [ 807 ]. LTP is 
triggered by presynaptic Ca ++  entry and is implemented by presynaptic changes, 
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while LTD is triggered by Ca ++  entry through postsynaptic voltage gated channels 
opened by climbing fi bre activity, resulting in reduction of the number of AMPA 
receptor channels [ 808 ]. Thus, unlike pyramidal neurons in the cerebral cortex, LTP 
and LTD do not reverse each other. 

 Cerebellar nuclei neurons receive glutamatergic inputs from side branches of 
mossy fi bre and climbing fi bre inputs, and GABAergic inputs from Purkinje cells. 
LTD of the GABAergic synapses can be observed following 10 Hz stimulation of 
inputs from Purkinje cells while the neuron membrane is depolarised. This reduc-
tion in the weights of GABAergic synapses is not limited to the synapses targetted 
by the 10 Hz stimulation, and is triggered by entry of Ca ++  ions through NMDA 
receptor channels [ 809 ]. LTP of GABAergic synapses can be observed following 
100 Hz burst stimulation of inputs from Purkinje cells while the neuron membrane 
is depolarised, and again is triggered by Ca ++  entry through NMDA channels and 
not limited to stimulated synapses [ 810 ]. 

 Both LTP and LTD are observed in the glutamatergic synapses of mossy fi bres on 
to granule cells, with induction and mechanisms generally similar to those in cortical 
pyramidal neurons [ 811 ]. LTD is induced by low frequency stimulation. LTP is 
induced by high frequency stimulation, and requires membrane depolarisation, Ca ++  
entry through NMDA receptor channels, and activation of mGlu receptors [ 812 ].  

6.9.5     Role of the Cerebellum 

 Learning to associate a behaviour automatically triggered by one stimulus (the 
unconditioned stimulus) with an unrelated stimulus (the conditioned stimulus) is 
known as classical conditioning. The cerebellum is believed to play a critical role in 
many examples of classical conditioning. For example, when an eye experiences a 
puff of air, there is an automatic blinking response triggered shortly after the puff 
begins. In tone and puff eyeblink conditioning, an auditory tone is regularly pre-
sented, starting a fi xed time before a puff and continuing beyond the puff. After 
about 100 such presentations the blink occurs at a point just before the start of the 
puff, a fi xed time after the tone begins. Hence the blink is now “anticipating” the 
puff. Lesions to the cerebellum of a rabbit that had successfully learned the response, 
on the same side as the eye targetted for learning, eliminates the learning. New 
learning with the other eye is still possible [ 813 ]. Lesions to the cerebellum on one 
side also prevented future learning for the eye on that side [ 814 ]. Information on the 
conditioned stimulus (e.g. the tone) is carried to the cerebellum by mossy fi bres, 
while information on the unconditioned stimulus (e.g. the puff) arrives via the 
climbing fi bres, and cerebellar nuclei drive the response [ 815 ]. 

 However, brain activity related to learning of eye blink conditioning is not lim-
ited to the cerebellum, but has been identifi ed in a number of other structures includ-
ing the thalamus, striatum and hippocampus [ 816 ]. In addition, if the tone ends 
before the puff occurs, lesions to the hippocampus also disrupt the learning [ 817 ], 
although the cerebellum remains important [ 818 ].   
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6.10     Basal Forebrain 

 The basal forebrain is a group of nuclei located centrally between the cortical 
 hemispheres, a little further forward than the thalamus and hypothalamus. These 
nuclei are unusual in that they have signifi cant numbers of three different types 
of projection neurons: cholinergic, GABAergic and glutamatergic. The nuclei 
can be divided into two major groups on the basis of projection targets. One 
group, which includes the septal nucleus and the vertical limb of the diagonal 
band of Broca, projects mainly to the hippocampus although some projections 
also go to the cingulate and occipital cortices. The other group, which includes 
the nucleus basalis and the horizontal limb of the diagonal band of Broca, proj-
ects extensively throughout the cortex and also to the amygdala and the thalamic 
reticular nucleus [ 819 ]. The basal forebrain is the primary source of cholinergic 
projection to all these targets. 

 There is deterioration of the cholinergic neurons in the basal nuclei in 
Alzheimer’s disease, although there is also deterioration in neurons in other nuclei 
that project widely to the cortex, such as the locus coeruleus and to a lesser extent 
the raphe nucleus [ 820 ]. Lesions to the basal nuclei that destroy all the neurons 
result in learning defi cits, especially when there are delays between different 
information which must be associated by learning [ 821 ]. When the damage is to 
the nucleus basalis, addition of acetylcholine to the cortex can ameliorate the defi -
cit [ 822 ]. Lesions also result in loss of past memory, but in some cases these 
memories are gradually recovered over a period of a few weeks [ 823 ]. Some 
experiments indicate that defi cits following damage to just cholinergic neurons do 
not produce memory defi cits [ 824 ], but only defi cits in the performance of atten-
tion tasks [ 825 ], especially when attention is required to multiple objects in quick 
succession [ 826 ]. Other experiments indicate that blocking the action of acetyl-
choline in the cortex produces defi cits in recognition memory [ 827 ]. The nucleus 
basalis is essential for more complex cortical learning but not for simpler learning 
[ 828 ,  829 ]. It is known that acetylcholine enhances LTP in hippocampal [ 830 ] and 
cortical [ 831 ] neurons. 

6.10.1     Neurons of the Basal Forebrain Nuclei 

 The basal forebrain nuclei have three different types of projection neurons. Most of 
the larger neurons are cholinergic, some of the larger neurons are glutamatergic, and 
there are also GABAergic projection neurons [ 832 ]. There are also GABAergic 
interneurons and interneurons containing a range of neuropeptides [ 833 ]. All three 
types of projection neuron participate in management of theta and also gamma band 
frequencies in the cortex [ 834 ,  832 ] and hippocampus [ 835 ,  836 ]. Burst fi ring of 
different cholinergic neurons can support slightly different theta band frequencies in 
different cortical areas [ 837 ].  
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6.10.2     Connectivity of the Basal Forebrain Nuclei 

 The basal forebrain nuclei are the major source of cholinergic innovation of cortex, 
hippocampus and amygdala [ 832 ]. There are also signifi cant numbers of GABAergic 
[ 838 ] and glutamatergic [ 839 ] projection neurons in the basal forebrain nuclei. 
Different nuclei within the basal forebrain project to different brain regions, with 
the nucleus basalis projecting to the cortex and the septal nuclei to the hippocampus, 
and within these nuclei different neurons project to different cortical areas [ 840 ]. In 
the case of the visual system, cholinergic neurons project to the visual cortex, while 
GABAergic neurons project to the visual sector of the thalamic reticular nucleus. A 
different type of cholinergic neuron projects to both the thalamic lateral geniculate 
nucleus and the visual sector of the thalamic reticular nucleus [ 841 ]. 

 The connectivity between the septal nuclei and the hippocampus has been 
extensively investigated, and is illustrated in Fig.  6.22  [ 835 ]. Projection neurons in 
the medial septal nucleus target the hippocampus, and a return projection reaches 
the medial septal nucleus via the lateral septal nucleus. Septal cholinergic neurons 
target hippocampal pyramidal and interneurons, septal GABAergic projection neu-
rons target only hippocampal interneurons, and the targets of septal glutamatergic 

  Fig. 6.22    Complex interconnectivity of the septal nuclei and the hippocampus. There are cholin-
ergic, GABAergic and glutamatergic projections from the medial septal nucleus to the hippocam-
pus proper       
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projection neurons are not known. This connectivity is believed to support the 
septal nuclei driving theta band oscillations in the hippocampus [ 835 ]. The multi- 
neurotransmitter, multitargetting nature of this projection perhaps indicates that 
something is being very carefully regulated.

   Cholinergic, GABAergic and glutamatergic neurons in the nucleus basalis target 
interneurons in the cortex, GABAergic neurons also target pyramidal neurons. 
Synapses are found in all cortical layers, most heavily in layers V and VI. The 
nucleus basalis receives massive input from the frontal cortex and the striatum, and 
a smaller degree of input from other cortical areas, from several other nuclei in the 
basal ganglia, and from the amygdala and hypothalamus [ 842 ]. The septal nucleus 
receives massive input from the hippocampus and hypothalamus [ 843 ].  

6.10.3     Synaptic LTP and LTD 

 There have been few studies of LTP/LTD in basal forebrain neurons.   

6.11     Neurotransmitter Distribution Systems 

 There are a number of nuclei that distribute one neurotransmitter widely across the 
pyramidal neuron containing regions (i.e. cortex, hippocampus and amygdala) and 
also other brain regions, and are almost the only source for that neurotransmitter. The 
two most typical examples are the locus coeruleus distributing norepinephrine and 
the raphe nucleus distributing serotonin. Another example is the tuberomammillary 
nucleus of the hypothalamus distributing histamine. The midbrain dopamine neurons, 
which include the SNc and VTA, are another example which has been discussed under 
the basal ganglia. The projections of the midbrain dopamine neurons to the pyramidal 
neuron containing regions (i.e. cortex, hippocampus and amygdala) will be discussed 
in more detail in this section. The other example sometimes included in this category is 
the acetylcholine projection of the basal forebrain discussed in the previous section. 

 One role of these distribution systems is to modulate the overall state of the 
brain, for example managing shifts between REM sleep, NREM sleep, quiet inat-
tentive wake and aroused vigilant wake [ 844 ]. For example, stimulation of the locus 
coeruleus results in an immediate transition from sleep to wake [ 845 ]. Infusion of 
histamine results in higher motor activity, and lesion of histamine neurons induces 
a somnolent state [ 846 ]. Stimulation of serotonin and dopamine receptors increases 
wakefulness [ 847 ]. Thus in general terms, activity of neurons in the locus coeruleus, 
raphe and hypothalamic tuberomammillary and midbrain dopamine nuclei all 
enhance wakefulness. These effects on general state of alertness are implemented 
by neurotransmitter receptors that modulate K +  ion channels [ 848 ]. 

 However, it is also clear that these neurotransmitters also play a role in the 
management of synaptic weight changes in their target structures. Norepinephrine 
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from the locus coeruleus is known to modulate such changes in the amygdala, 
cortex and hippocampus, with effects on emotional enhancement of memories 
[ 849 ,  850 ]. Serotonin from the raphe nuclei is known to modulate such changes in 
the hippocampus [ 851 ] and cortex [ 852 ,  853 ]. Histamine from the hypothalamic 
tuberomammillary nucleus also modulates synaptic weight changes in hippocam-
pus [ 854 ] and cortex [ 855 ]. Dopamine also facilitates changes in both the cortex 
[ 856 ] and hippocampus [ 857 ]. 

 These four neurotransmitter distribution systems are directly interconnected in a 
number of ways [ 858 – 861 ] and therefore infl uence each others activity. 

6.11.1     Locus Coeruleus 

 The locus coeruleus nucleus contains only norepinephrinergic neurons [ 862 ] that 
project widely, to almost all brain regions including cortex, thalamus, hypothala-
mus, amygdala and cerebellum. The only major region without such projections is 
the basal ganglia [ 863 ]. There are relatively few neurons in the locus coeruleus, and 
a single neuron can target many different regions [ 864 ]. 

 Outputs from the locus coeruleus to the cortex are widespread [ 865 ] and excit-
atory. However, some cortical areas receive more input than others. In general the 
sensory cortices receive a higher level of input, the degree of input varies across 
the polymodal parietal cortex, while input to prefrontal and temporal cortices 
is low but homogeneous across different cortical areas [ 866 ]. For example, in 
the primate cortex, visual areas concerned with spatial analysis and visuomotor 
response are more heavily targetted than areas with feature detection functions 
[ 864 ]. The locus coeruleus also sends excitatory outputs to the thalamus, with a 
tendency for one neuron to send outputs to the both a thalamic nucleus and the 
cortical area with which that nucleus interacts [ 867 ]. The amygdala and cerebel-
lum are also targets for excitatory outputs. Locus coeruleus outputs target the 
autonomic nervous system, both directly to targets in the brainstem and indirectly 
via the hypothalamus. Some of these outputs inhibit the area of the hypothalamus 
that regulates sleep. There is strong input to the locus coeruleus from the prefron-
tal cortex, much less from the rest of the cortex. There are also inputs from the 
amygdala, hypothalamus and brainstem [ 198 ]. 

 The effect of neuropinephrine on burst fi ring layer V cortical neurons is to mod-
ify the fi ring mode. The pattern of fi ring is changed from burst generation (3–6 
spikes with interburst frequency ~1 Hz) to single spike outputs, and the average 
spike rate is increased by a factor of three [ 868 ]. 

 The locus coeruleus is a major wakefulness promoting nucleus, and activation 
of the autonomic nervous system and inhibition of sleep are two of its effects 
[ 869 ]. An important cognitive capability is to be able to focus attention on a lim-
ited range of objects in the environment to carry out a complex behaviour, screen-
ing out irrelevant objects but retaining the ability to adjust to an unexpected 
event. It has been observed that at low levels of locus coeruleus activity, 
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drowsiness interferes with performance of a complex task. At intermediate  levels, 
performance is optimal, while at high levels, a task is constantly interrupted be 
scanning of the environment. These observations have been interpreted to indi-
cate that the locus coeruleus manages the balance between task focus and general 
watchfulness [ 870 ]. 

 Both overactivity and degeneration of the locus coeruleus are associated with 
various mental defi cits. The treatment of depression by tricyclic antidepressants 
reduces the activity of the locus coeruleus, and there is evidence that excess activ-
ity can lead to suicide [ 871 ]. Degeneration of the locus coeruleus is present in a 
wide range of dementias, such as Parkinson’s disease, Alzheimer’s disease, and 
Down syndrome [ 872 ]. However, it is not clear whether the generation is a cause, 
or a result of degeneration elsewhere.  

6.11.2     Raphe Nuclei 

 The raphe nuclei fall into two groups, the rostral group made up of the caudal linear, 
dorsal and medial nuclei, and the caudal group made up of the magnus, obscurus 
and pallidus nuclei. All these nuclei contain serotonergic neurons, but dopaminergic 
and GABAergic neurons are present in some of the rostral group nuclei, and neu-
rons containing substance P and neurons containing different neuropeptides are 
present in many of the rostral and caudal nuclei [ 873 ]. 

 The major source of inputs to the rostral group is the habenula. Other sources 
include the medial prefrontal cortex, the basal forebrain, the ventral pallidum, 
several hypothalamic nuclei and the central nucleus of the amygdala. Inputs to 
the caudal group include several hypothalamic nuclei and the central nucleus of 
the amygdala. 

 The outputs of the rostral group target all cortical areas but most heavily the fron-
tal lobe [ 874 ]. Rostral group projections also target the hippocampus, amygdala, 
striatum and substantia nigra pars compacta, thalamus, basal forebrain, mammillary 
nucleus of the hypothalamus and cerebellum [ 873 ]. The outputs of the caudal group 
are mainly targetted to motor nuclei and the spinal cord [ 873 ]. 

 Serotonin acts on target neurons by a number of different 5HT-receptors, making 
its possible effects very complex. For example, the effect of serotonin on pyramidal 
neurons in the hippocampus is to initially reduce the fi ring rate and then to increase 
the rate, acting on multiple types of receptor [ 875 ]. Serotonin can facilitate LTP and 
LTD in pyramidal neurons [ 853 ,  852 ]. 

 The raphe nuclei play a role in the management of pain, modulating both motor 
and cognitive responses [ 876 ]. Serotonin plays a role in managing the sleep-wake 
cycle, generally suppressing REM sleep and encouraging wakefulness, but in some 
situations increasing the tendency towards sleep [ 877 ]. It has a role in mood that is 
not fully understood, but serotonin receptor blockers (antagonists) can be effective 
in treating schizophrenia [ 878 ].  
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6.11.3     Tuberomammillary Nucleus of the Hypothalamus 

 The tuberomammillary nucleus is located in the posterior hypothalamus. It contains 
large histaminergic neurons, and is the only brain structure that projects the neurotrans-
mitter histamine. A small proportion of the neurons also contain substance P [ 879 ]. 

 Inputs to the tuberomammillary nucleus come from many brain regions, with 
substantial inputs from the infralimbic cortex (Brodmann area 25), the lateral septal 
nucleus in the basal forebrain, the subicular complex of the hippocampus and the 
hypothalamic preoptic nucleus [ 880 ]. 

 The ~64,000 histaminergic neurons target all regions of the brain [ 881 ], and one 
neuron can target multiple widely separated brain regions [ 879 ]. The types of recep-
tor present in different brain regions can differ, for example H1-receptors are more 
common in the neocortex while H2 and H3 receptors are present in the cerebral 
cortex but more common in the basal ganglia [ 882 ]. H1 receptors generally increase 
fi ring rate of target neurons, H2 receptors increase the number of action potentials 
generated in response to a single depolarisation event, while H3 receptors inhibit by 
reducing glutamate release [ 881 ]. 

 The histamine distributed by the tuberomammillary nucleus plays a role in learn-
ing and memory, consistent with its infl uence on synaptic plasticity [ 881 ]. It also 
plays a role in sleep, and in regulation of activity and body homeostasis [ 881 ]. 
Histamine may be a danger response, refl ected in the experience of anxiety [ 883 ]. It 
is involved in the modulation of pain [ 861 ].  

6.11.4     Midbrain Dopamine 

 The midbrain dopamine neuron region has been very extensively investigated because 
of its role in human neurological diseases like Parkinson’s. Most of the dopaminergic 
neurons in the brain are located the three regions in the midbrain: the retrorubral 
nucleus, and the SNc and VTA in the basal ganglia [ 884 ]. These three regions are also 
designated A8, A9 and A10, respectively. The retrorubral nucleus is adjacent to the 
SNc and although physically distinguishable, also projects heavily to the striatum and 
could be regarded as part of the basal ganglia. There are a number of other smaller 
groups of dopaminergic neurons, including groups in several hypothalamic nuclei. 
The main focus in this section will be on the three larger groups and their projections 
to the cortex, hippocampus and amygdala. 

 The midbrain dopamine region contains dopaminergic, GABAergic and gluta-
matergic neurons. All three types project to the cortex and also locally [ 885 ]. Some 
neurons that project to the striatum contain both dopamine and GABA [ 667 ]. 

 As described earlier, the major source of inputs to the midbrain dopamine neurons 
is from within the basal ganglia, especially from the striatum. The VTA also receives 
inputs from the frontal cortex. The SNc receives inputs from the cerebellum. 
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 In primates including humans the midbrain dopamine neurons target the entire 
cortex [ 884 ], the hippocampus [ 886 ], the amygdala [ 887 ] and the thalamus [ 593 ]. 
In the primate cortex there are dopamine D1 and D2 type receptors in all areas, 
lowest in the primary visual areas, with more D1 type. D1-type receptors occur 
in all areas and all layers, but fewer in layer IV, while D2-type receptors occur 
most heavily in layer V [ 888 ]. Both D1 and D2 types are found in the amygdala 
[ 889 ]. D1 and D2 type are present in the hippocampus in comparable amounts, 
fewer D1 type but somewhat more D2 type than in the cortex [ 890 ]. The concen-
tration of dopamine is highest in the basal ganglia, followed by the thalamus and 
then the cortex [ 891 ]. The midbrain dopamine neurons are similar to the other 
neurotransmitter distribution systems in that single dopaminergic neurons have 
hundreds of thousands of synapses, but different in that subregions of the mid-
brain dopamine neurons target different subregions of the target structures to a 
much greater degree [ 892 ]. 

 The midbrain dopamine neurons are involved in a range of cognitive functions. 
Working memory depends on dopamine, and defective D1 receptors in the dorsolat-
eral prefrontal cortex are associated with the working memory defi cits observed in 
schizophrenia [ 893 ]. Dopamine plays a role in the recording of episodic memories 
[ 894 ] and in the management of rewards [ 895 ]. Dopamine regulates the release of 
other neurotransmitters [ 896 ], and facilitates long term changes to synaptic weights 
in cortex [ 856 ], hippocampus [ 857 ] and as discussed earlier, in the striatum.   

6.12     The Hippocampal System 

 Under the lower posterior part of the cerebral hemispheres and curving up between 
the hemispheres are three cortical regions called the parahippocampal, perirhinal 
and entorhinal cortices. Further up between the hemispheres the cortical sheet thins 
down and curls over, and fi nally ends at a wedge of very small neurons called the 
dentate gyrus. This region is illustrated in cross section in Fig.  6.23 .

   The perirhinal, parahippocampal and entorhinal cortices have the standard six 
layers, but layer IV in the entorhinal cortex contains axons and no neurons [ 897 ], 
and hence only four layers of pyramidal neurons. The other two cortices have rela-
tively few or sometimes no neurons in layer IV [ 898 ]. As the cortex thins down 
towards the dentate gyrus there is initially a region called the subicular complex, 
usually divided into three areas: parasubiculum, presubiculum and subiculum in 
order of distance from the entorhinal cortex [ 899 ]. Beyond the subicular complex 
are the CA fi elds, fi rst CA1, then the small CA2 followed by CA3. Finally at the end 
of CA3 is the dentate gyrus. The region between the arms of the dentate gyrus 
wedge of neurons is called the hilus (or hilar region) which is regarded as part of the 
dentate gyrus. Across the subicular complex the number of distinguishable layers of 
pyramidal neurons reduces from four down to one, and there is just one layer of 
pyramidal neurons in the CA fi elds. 
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 In this book the term  hippocampus proper  will be used for the CA fi elds and the 
dentate gyrus. The term  hippocampal formation  will be used for the hippocampus 
proper plus the subicular complex. The term  hippocampal system  will be used for 
the hippocampal formation plus the three associated cortices plus a number of addi-
tional subcortical structures that are strongly interconnected with the hippocampal 
formation. 

 Because of its relatively simple layering organisation, pattern of connectivity, 
and the similarity of its neurons to those in the cortex, the hippocampus proper has 
been very extensively investigated. 

  Fig. 6.23    The structure of the hippocampal formation. ( a ) Regions of principal neurons in the 
hippocampal formation. The formation is a continuation of the neighbouring cortex, which is 
sometimes the perirhinal and sometimes the entorhinal depending on the level of the section. In the 
CA fi elds there is just one layer of pyramidal neurons. In the human brain, CA1 has the thickest 
pyramidal layer and some signs of sublayering, CA2 has the thinnest pyramidal layer. In the rat 
brain, CA3 is the thickest layer. ( b ) In the CA fi elds, six or seven layers are distinguished. The 
alveus contains axons of CA pyramidal neurons. The stratum oriens contains the basal dendrites of 
the pyramidal neurons, and the stratum pyramidale contains their somas. The stratum lucidum is 
only present in CA3 and contains axons coming from granule cells in the dentate gyrus. The main 
body of the apical dendrites is in the stratum radiatum, and their tufts in the stratum lacunosum- 
moleculare, which is sometimes separated into two layers. ( c ) In the dentate gyrus, three layers are 
identifi ed. The middle granule cell layer contains the granule cell somas, and their dendrites are 
located in the molecular layer. The hilus contains the dentate gyrus mossy cells       
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6.12.1     Anatomy of the Hippocampus Proper 

 The arrangement of principal neurons of the human hippocampal formation is 
 illustrated in Fig.  6.23 . The CA fi elds have one layer of pyramidal neurons, called 
the stratum pyramidale. In humans this layer is narrowest and most densely packed 
in CA2, in CA3 is wider and in CA1 is even wider but with smaller and more widely 
spaced pyramidals and a hint of sublayering [ 900 ]. In the more extensively investi-
gated rat the stratum pyramidale is very narrow and densely packed in CA1, thicker 
and more loosely packed in CA3. A total of six separate layers (often called strata) 
are labelled in the CA fi elds [ 901 ]. The outermost layer, corresponding in location 
with cortical layer I, is called the alveus and contains axons of the CA fi eld pyrami-
dal neurons on their way to various subcortical structures. This axon bundle adds 
outputs from the subicular complex and is then called the fi mbria, and renamed the 
fornix as it proceeds towards its target regions. The alveus also carries some inputs 
to the hippocampus proper from the entorhinal cortex. The next layer is called the 
stratum oriens and contains interneurons and the basal dendrites of the pyramidal 
neurons. The stratum pyramidale contains the somas of the pyramidal neurons and 
also interneurons. The stratum lucidum is only present in CA3, and contains many 
of the axons that target CA3 pyramidals from granule cells in the dentate gyrus. The 
stratum radiatum contains the apical dendrites of the pyramidal neurons, some inter-
neurons, and axon fi bres from CA3 to CA1, called the Schaeffer projection. The 
stratum lacunosum-moleculare (sometimes regarded as two layers) contains the 
tufts of the pyramidal apical dendrites, most of the input axons from the entorhinal 
cortex (called the penetrant path) and some Schaeffer collaterals. 

 The dentate gyrus has a simpler three layer structure. The middle layer contains 
the somas of principal cells called granule cells, plus interneurons. The outer molec-
ular layer contains the dendrites of the granule cells and axons from the entorhinal 
cortex. The inner layer, called the hilus (also called the hilar region or the polymor-
phic layer), contains the somas of another type of principal cell called the mossy 
cell, and some interneurons.  

6.12.2     Neurons of the Hippocampus Proper 

 The projection neurons of the subicular complex and CA fi elds are pyramidal neu-
rons similar to those in the cortex. In addition, within the CA fi elds are many differ-
ent types of GABAergic interneurons, in some cases with resemblances to cortical 
interneurons. About six types of interneuron have been identifi ed in the CA fi elds, 
including axo-axonic cells in the stratum pyramidale, basket cells in the stratum 
pyramidale and stratum radiatum, and OLM cells in the stratum oriens [ 419 ]. Basket 
cells support gamma band oscillations (as in the cortex) and OLM cells support 
theta band [ 902 ]. The gamma band activity can be modulated at theta frequencies 
[ 903 ]. Cortical theta band activity appears to be controlled by hippocampal system 
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pyramidal outputs [ 904 ]. Axo-axonic cells target pyramidal axon initial segments, 
basket cells the somas, and OLM cells the distal apical dendrites. 

 The dentate gyrus has two types of glutamatergic neurons: granule cells in the 
granule cell layer and mossy cells in the hilus. There are also about fi ve types of 
GABAergic interneurons including basket cells and axo-axonic cells in or close to 
the granule cell layer, the MOPP interneuron type in the molecular layer, and the 
HIPP type in the hilus [ 419 ].  

6.12.3     Synaptic Weight Changes in the Hippocampus Proper 

 In general, weight changes to hippocampal glutamatergic synapses are similar to 
those found in cortical pyramidal neurons. The relatively simple morphology and 
connectivity of the hippocampus proper has made it relatively easy to investigate 
synaptic weight changes, and LTP was in fact fi rst demonstrated in vivo in glutama-
tergic synapses on to granule cells in the dentate gyrus [ 905 ]. Synapses in different 
locations on hippocampal neurons have been found to have different LTP proper-
ties. For example, for the same level of input activity the threshold for LTP is higher 
at apical dendrite synapses than at basal dendrite synapses in CA1 pyramidal neu-
rons, partly because of interneurons preferentially synapsing on the apical dendrites 
[ 906 ]. Differences have also been found for CA3 pyramidals and dentate gyrus 
granule cells. Synapses of dentate gyrus mossy cells on to CA3 pyramidals show 
LTP, but mossy cell synapses on to CA3 interneurons do not [ 907 ]. This difference 
is associated with the very different physical form of the two types of synapse from 
the same axon [ 908 ].  

6.12.4     Hippocampal System Connectivity 

 The entire cortex with the exception of the primary sensory areas is reciprocally 
connected with the hippocampal formation via the associated cortices [ 909 ]. This 
connectivity is illustrated in Fig.  6.24 . The monomodal sensory cortices and some 
polymodal cortices are connected with the perirhinal and parahippocampal cortices. 
The entorhinal cortex is connected with other polymodal cortices and with the peri-
rhinal and parahippocampal cortices. The entorhinal cortex has strong connectivity 
with the hippocampal formation.

   As shown in Fig.  6.25 , the interconnectivity between the entorhinal cortex and 
the hippocampal formation follows some specifi c paths. The inputs to the ento-
rhinal cortex from the perirhinal and parahippocampal cortices arrive in layers II 
and III. Entorhinal cortex layer II provides outputs to CA3 and the dentate gyrus, 
layer III to CA1. This entorhinal output is called the perforant path because it is 
a very visible axon bundle that penetrates through the subiculum and the CA 
fi elds. There is then a return connectivity path that goes one way from the dentate 
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  Fig. 6.24    Connectivity of the hippocampal formation with the cortex. There is reciprocal con-
nectivity between the hippocampal formation and the entire cortex with the exception of the pri-
mary sensory areas. Most of this connectivity is funnelled through the parahippocampal and 
perirhinal cortices and then the entorhinal cortex       

  Fig. 6.25    Connectivity of the entorhinal cortex and the hippocampal formation. Inputs from the 
rest of the cortex arrive in entorhinal layers II/III and outputs back to the cortex go from layers V/
VI. There is a one way direction of fl ow from entorhinal cortex layer II directly to CA3 and the 
dentate gyrus via the perforant path, from the dentate gyrus to CA3, from CA3 to CA1, and from 
CA1 (generally via the subicular complex) to layers V/VI of the entorhinal cortex. Layer III of the 
entorhinal cortex projects directly to CA1, also via the perforant path       
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gyrus to CA3 (called the mossy fi bres), from CA3 to CA1 (called the Schaeffer 
collaterals), from CA1 to the subicular complex and from there to layers V and 
VI of the entorhinal cortex.

   The connectivity within the dentate gyrus and CA3 is shown conceptually in 
Fig.  6.26 . There are two positive feedback loops, one within CA3, the other within 
the dentate gyrus. Within CA3, one pyramidal targets large numbers of other 
pyramidals. Typically, the number of synapses on to one CA3 pyramidal from 
other CA3 pyramidals is several times larger than the number of synapses on to 
that pyramidal from the entorhinal cortex [ 910 ]. Within the dentate gyrus, granule 
cells target mossy cells [ 911 ] and mossy cells target granule cells [ 912 ]. There are 
also links between the two feedback loops: each CA3 pyramidal receives a small 
number of inputs directly from granule cells, but a much larger number of inputs 
from inhibitory interneurons that are themselves targetted by granule cells [ 908 ]. 
Hence a dentate gyrus granule cell is “communicating with a handful of CA3 pyra-
midal cells while silencing most others” [ 913 ]. These positive feedback loops are 
also damped down by other interneuron connectivity routes, for example granule 
cells establish many synapses on to GABAergic interneurons in the hilus [ 908 ]. 
These HIPP interneurons project back to the molecular layer [ 419 ], probably tar-
getting granule cell dendrites.

   The CA2 region can be distinguished on a number of grounds. There are a num-
ber of neurochemical and morphological differences between CA2 neurons and 
those in CA1 and CA3. CA2 is similar to CA3 in that the pyramidal neurons receive 
inputs from entorhinal cortex layer II, but similar to CA1 in having inputs from CA3 

  Fig. 6.26    Feedback loops within the hippocampus proper. Both pyramidal neurons in CA3 and 
granule cells in the dentate gyrus receive excitatory inputs from the entorhinal cortex. In the den-
tate gyrus, granule cells excite mossy cells and mossy cells excite granule cells. In CA3, one 
pyramidal neuron excites many other pyramidal neurons. Between these two positive feedback 
loops there are two excitatory links. CA3 pyramidals excite mossy cells in the dentate gyrus, and 
each granule cell in the dentate gyrus excites a small number of CA3 pyramidals. There is also an 
inhibitory link in which dentate gyrus granule cells inhibit a wide range of CA3 pyramidals via 
CA3 interneurons       
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but no inputs from the dentate gyrus [ 901 ]. Another CA2 difference is that it is the 
only CA fi eld that receives strong input from the supramammillary area [ 914 ] as 
discussed below. Neurons in the CA2 region are relatively spared in epileptic sei-
zures that damage neurons in CA1 and CA3 [ 915 ]. 

 CA1 pyramidal neurons do not target other CA1 pyramidals, but form the only 
source of hippocampus proper outputs targetting the cortex directly or via the subic-
ular complex [ 900 ]. 

 The different input sources to the hippocampus proper tend to target different 
regions of the principal neurons [ 901 ]. For example, as shown in Fig.  6.27 , in CA3 
the pyramidal neurons receive inputs from the dentate gyrus on the most proximal 
parts of their apical dendrites, inputs from layer II of the entorhinal cortex on the 
distal tufts of those dendrites, and inputs from relatively nearby CA3 pyramidals in 
the central regions of the apical dendrites. Inputs from more distant CA3 pyramidals 
arrive on the basal dendrites. In CA1 the pyramidal neurons receive inputs from 
layer III of the entorhinal cortex on the distal tufts of their apical dendrites, and 
inputs from CA3 pyramidals on the more proximal parts of their apical dendrites 
and on the basal dendrites [ 916 ]. Information from different sources can thus be 
integrated separately, before overall integration.

   There is also strong connectivity between specifi c subcortical structures and spe-
cifi c regions of the hippocampal formation, and in some cases the entorhinal cortex. 
This connectivity is illustrated in Fig.  6.28 . Four key subcortical structures are the 
mammillary bodies of the hypothalamus, the anterior thalamic nucleus, the basolat-
eral nuclei of the amygdala, and the septal nuclei in the basal forebrain. The basolat-
eral amygdala targets layer III of the entorhinal cortex and various parts of the 

  Fig. 6.27    Segregation of input connectivity on dendrites of CA fi eld pyramidal neurons. On a 
CA3 pyramidal neuron, inputs from layer II of the entorhinal cortex arrive on the distal tufts of the 
apical dendrite, and inputs from the dentate gyrus arrive on the most proximal regions of the apical 
dendrite. Inputs from nearby CA3 pyramidals arrive on the main part of the apical dendrite, while 
inputs from more distal CA3 pyramidals arrive on the basal dendrites. On a CA1 pyramidal, inputs 
from layer III of the entorhinal cortex arrive on the distal tufts of apical dendrites, while inputs 
from CA2 and CA3 arrive on the apical dendrites and basal dendrites       
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subicular complex, with projection back originating in the subicular complex and 
layers V/VI of the entorhinal cortex [ 900 ]. The subicular complex projects to the 
anterior thalamic nucleus, which projects back to CA1 [ 917 ,  918 ], and also to the 
subicular complex and layer V/VI of the entorhinal cortex [ 919 ]. The mammillary 
bodies receive strong inputs from the subicular complex [ 920 ], and project strongly 
to the anterior thalamic nuclei. The associated supramammillary area projects to 
CA2 pyramidals and also to dentate gyrus granule cells [ 921 ]. The septal nuclei proj-
ect to CA1, CA3 and the dentate gyrus utilizing cholinergic, GABAergic and gluta-
matergic projection neurons [ 835 ], terminating in all regions of the hippocampus 
proper [ 900 ]. There is a large projection to the septal nuclei from CA3 [ 901 ], and 
some projection from CA1 [ 922 ]. The septal projection to the hippocampus proper is 
heavily involved in generation of theta band activity. Septal glutamatergic neurons 
infl uence the frequency and cholinergic neurons the magnitude of the waves, while 

  Fig. 6.28    Connectivity of the hippocampal system. In addition to the reciprocal connectivity with 
the cortex, a number of subcortical structures are connected with the hippocampal formation and 
entorhinal cortex. Much of this subcortical connectivity travels in the axon bundle called the for-
nix. The septal nuclei receive substantial inputs from CA3, and project to CA1, CA3 and the den-
tate gyrus. The mammillary bodies receive inputs from the subicular complex, and the 
supramammillary area projects to CA2 and also the dentate gyrus. The anterior thalamic nucleus 
receives inputs from the subicular complex and also from the mammillary nucleus. It projects to 
CA1, the subicular complex and layers V/VI of the entorhinal cortex. The amygdala receives 
inputs from the subicular complex and from layers V/VI of the entorhinal cortex and projects back 
to the subicular complex and layer II of the entorhinal cortex. In a human being, damage to any of 
these hippocampal or subcortical structures can result in declarative memory defi cits       
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GABAergic neurons increase the excitability of hippocampal pyramidal neurons by 
inhibiting interneurons [ 819 ]. Although septal input appears to trigger theta band 
activity, activity is maintained by local hippocampal interneurons [ 903 ]. The supra-
mammillary area also plays a role in theta generation, projecting to both the hippo-
campal formation and the septal nuclei [ 914 ].

   Unusually, the dentate gyrus projects to only one brain region, CA3 [ 901 ]. The 
dentate gyrus is also unusual in that it is one of only two brain regions in which new 
neurons are generated in adulthood (the other being the olfactory bulb) [ 923 ]. These 
new neurons are granule cells, and show enhanced synaptic plasticity [ 924 ].  

6.12.5     Functional Roles of the Hippocampal System 

 The hippocampal system plays an important role in certain types of memory. This 
was fi rst understood in the 1950s, when an experimental treatment for severe epi-
lepsy involving surgery to removal of large parts of the hippocampal formation and 
entorhinal cortex resulted in a striking combination of memory defi cits. The defi cits 
in one patient (HM) were extensively investigated over a period of many years 
[ 925 ]. The ability to learn any new events, facts or words was lost, although general 
intelligence, conversation skills, perception and reasoning ability were unaffected. 
Working memory was unaffected [ 926 ]. Memory for events that had occurred in the 
decade preceding the surgery were impaired [ 27 ] but memory for words learned in 
the same period was unaffected [ 28 ]. Skills acquired prior to surgery were unaf-
fected, and new sensorimotor skills like mirror tracing could even be acquired. 
However, memory of the acquisition process was lost: HM improved over a number 
of sessions, but in each session could not remember attempting mirror tracing before 
[ 927 ]. Priming memory was also unaffected [ 30 ]. 

 It is also observed that similar groups of defi cits can follow damage to the subcorti-
cal structures discussed earlier. Damage limited to the mammillary bodies can result 
in loss of ability to create new fact or event memories, but preservation of other cogni-
tive capabilities [ 739 ]. Damage to the anterior thalamic nucleus can result similar defi -
cits [ 597 ]. The amygdala plays a role in enhancing the memory of emotional events 
[ 928 ]. The evidence is that these structures have these effects through their action on 
the hippocampal formation [ 929 ,  930 ], and should therefore be regarded as an integral 
part of that system. Damage to the septal nuclei also produce similar memory defi cits 
[ 931 ], although not necessarily when only the cholinergic neurons are damaged [ 819 ].   

6.13     Relating Structure and Function 

 A general conclusion that can be drawn from this overview of anatomy is that in 
general no one anatomical structure corresponds with a specifi c type of cognitive 
task. Any task requires many different structures, and any structure supports many 
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different types of task. Even for functions like rewarding, determining behaviour, 
pattern detection and declarative memory the same lack of one-to-one correlation 
between brain structures and functions applies. For example, reward behaviours are 
associated with the nucleus accumbens and VTA in the basal ganglia, but also with 
the amygdala, the habenula, and various cortical areas. Each of these structures is 
also associated with non-reward related functions. 

 The implication is that the driving force for the existence of different anatomical 
structures cannot be found in specialisation for types of cognitive tasks, or even 
specialisation for types of function. Rather, the role of a structure needs to be found 
in the type of information processing performed by the structure, with any one type 
of information processing being required by many different types of function and 
cognition. Such information processing roles are likely to be very abstract relative 
to commonly understood cognitive functions. 

 In the next chapter we will describe some constraints on physical architecture 
that exist for any suffi ciently complex learning system. These constraints arise as 
a result of practical considerations including the need to limit physical informa-
tion processing resources and the need to limit the interference between earlier 
and later learning. These constraints include the requirement to separate the phys-
ical resources of the system into subsystems that perform different types of infor-
mation processes. In Chap.   8     we will show how the anatomical structures discussed 
in this chapter correspond with these subsystems. This correspondence provides 
the basis for understanding the information processes performed by each anatomi-
cal  structure.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              
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                    A number of practical requirements constrain the physical architecture of any 
system which must learn to perform a complex combination of behaviours with 
resources that are not unlimited [ 932 ]. In this chapter we will review the nature of 
these constraints and the way in which they arise. Analogous practical requirements 
constrain the architecture of a complex system in which behaviours are defi ned 
under external intellectual control (i.e. designed). These constraints will be 
considered briefl y for comparison. Learning and design result in analogous but 
qualitatively different architectures. The constraints impose limits on the range of 
possible architectural forms, and the limits are tighter if the ratio of behaviours to 
resources is larger. 

7.1     Conditions and Behaviours 

 A complex control system must act on its environment in a manner that is appropriate 
to achieve its objectives. Such a system receives a large number of inputs carrying 
information about the state of the environment in which it operates and also about 
its own state. These inputs are constantly changing in time. The system must detect 
conditions within that input information, and associate different combinations of 
conditions with different behaviours. A behaviour can be an action on the environment 
or on the system itself. 

 The meaning of the  condition  concept is important for the rest of the discussion, 
and there are different levels of precision with which  condition  can be defi ned. 
Inputs from the environment come from sensors, and a sensor is in different states 
depending on the current environment. A basic defi nition of a condition is a group 
of inputs plus a specifi ed state for each input. If all of the inputs in the group are in 
their specifi ed state, the condition is detected. A condition can also be defi ned by a 
group of simpler conditions, where if all of the simpler conditions in the group are 
present, the combination condition is detected. 

    Chapter 7   
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 A condition could also be defi ned to be present if a specifi ed proportion of its 
components are in their specifi ed state. A yet more complex defi nition would 
include a weighting algorithm indicating how the detection of each component of 
the condition combines with the detections of other components to determine 
whether or not the condition itself is detected. The basic defi nition will be useful for 
higher, more approximate levels of description as discussed in Chap.   1    , and the 
more complex defi nitions will be relevant for more detailed, more accurate levels. 

 One major difference between a designed system and a learning system is that in 
a designed system the conditions are generally predefi ned under external intellectual 
control. For a learning system many of the conditions will be defi ned heuristically 
from the system experience. In a designed system condition defi nitions are therefore 
relatively fi xed, but in a learning system the defi nition of a condition may constantly 
change over time. 

 Conditions must be associated with behaviours. In a designed system this association 
is relatively fi xed, and the behavioural meaning of a condition detection is generally 
an unambiguous command. For example, a common line of software is

  
if x a do instruction=( ) [ ]:

   
where x is some variable, a is some fi xed value, and (x = a) therefore indicates a 
condition detection. The detection of the condition results in a command to carry 
out a specifi ed instruction. In a learning system, the situation is much more complex 
because the associations between conditions and behaviours must be defi ned 
heuristically, and condition defi nitions are changing over time. A simple association 
between a condition and a command is therefore generally impractical, and as discussed 
more fully below, for learning systems condition detections can only be associated 
with behavioural recommendations. 

7.1.1     Similar Conditions 

 Two conditions are similar if there is signifi cant overlap in the two groups of 
components that defi ne them. If conditions are similar in this sense, there is a 
higher probability that they can be associated with the same behaviours than if they 
are completely dissimilar. For example, a visual condition corresponding with 
something approximately spherical might be detected in a ball and be associated 
with kicking. The same condition might be detected in many different balls, but 
could also be present in some apples, some balloons or a globe of the earth. 
A different condition corresponding with something approximately cubical would 
be much less likely to be appropriately associated with kicking. Hence the more 
similar condition is more likely to be associated with the same behaviour, but this 
is not guaranteed. 

 The defi nition of similarity can be expanded to include conditions with less 
overlap in their groups of components but with a tendency to be present at similar 
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times. Conditions with a strong tendency to occur at the same time will also have a 
higher probability that they can be associated with the same behaviours, but again 
not a guarantee.  

7.1.2     Conditions on Different Levels of Complexity 

 The complexity of a condition can be defi ned as the total number of raw sensory 
inputs that contribute to its defi nition. Conditions on different levels of complexity 
will often be appropriate for association with different types of behaviour. To give a 
conceptual example, again consider conditions detected within visual inputs. 
Relatively small numbers of inputs will be needed to defi ne a condition relevant to 
the presence or absence of a visual feature like a leg. Rather more inputs will be 
needed to defi ne conditions relevant to the presence of an object like a dog. Even 
more inputs will be required to defi ne conditions relevant to the presence of a group 
of objects such as a chase situation (e.g. a dog chasing a cat up a tree). 

 Behaviourally useful complex conditions will include many subsets corresponding 
with behaviourally useful simpler conditions. The more complex conditions could 
repeat the processing required to detect the simpler conditions, or detection of the 
simpler conditions could be communicated to resources that detect the more complex 
conditions. The latter approach will tend to require fewer processing resources.   

7.2     Practical Requirements 

 Practical requirements place signifi cant constraints on the physical architecture 
of any suffi ciently complex system. One general requirement that interacts with 
all the others is the need to limit the total physical information handling resources 
needed by the system. A second requirement is the need to be able to modify the 
behaviours of the system in an appropriate fashion, in a way that does not introduce 
undesirable side effects on system behaviours that should remain unchanged. In a 
learning system, this means being able to learn without undesirable changes to 
previous learning. A third requirement is to be able to build a system from 
“blueprints” in such a way that the building process is effi cient and not prone to 
errors. In the case of a brain, the “blueprints” are the DNA. A fourth requirement 
is to be able to recover to some degree from damage, such as damage caused by 
strokes. The fi fth requirement is called synchronicity. At each point in time a 
system will be receiving inputs from its sensors. The combination of inputs from 
all sensors at one point in time is called an input state. Conditions must be detected 
in the input states at each point in time, without confusion of information across 
different states. This requirement for separate detection of conditions in different 
input states is called synchronicity. 
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 These requirements impose a wide range of constraints on the physical architec-
ture. In addition they often confl ict with each other, and the need to fi nd an adequate 
compromise places further constraints on the architecture. In the following sections 
each requirement will fi rst be discussed in turn, then the wide range of architectural 
constraints resulting from interaction between the constraints will be considered. 

7.2.1     Resource Limitations and Modular Hierarchy 

 Any information process requires some physical resources on which it can be 
performed, which could for example be transistors or neurons. A brain that required 
more neurons to learn the same behaviours would have a greater weight and a need 
for more food intake, giving it a disadvantage in natural selection terms. 

 One task that must be performed by the information processing resources is 
defi nition and detection of conditions. A very large number of conditions could be 
required to adequately guide the behaviour of a complex system. A system without 
resource constraints could use different physical resources for every condition. 
In the extreme, every condition that was used to directly infl uence behaviour would 
have separate inputs from sensors and separate implementation of algorithms to 
determine its presence or absence. This would be very expensive in both physical 
connectivity and physical processing resources. 

 If resource constraints exist, it will be necessary to take advantage of condition 
similarities. In other words, conditions with signifi cant overlap in their defi nitions 
will be collected into groups, and connectivity and processing resources can be 
shared across a group. Such a group will be called a module. The resources of a 
module can be customized to make performance of its collection of processes as 
effi cient as possible. As shown in Fig.  7.1 , groups of modules with a some degree of 
similarity between conditions in different modules can be collected into higher level 
modules. Yet higher level modules can be defi ned on the basis of somewhat less 
similarity. Separate modules will also interact with each other. If a component con-
dition required by one module is also required by another module, it will be more 
effi cient for just one module to detect the component condition, and communicate 
it to the other module. Such communications between separate modules will be 
called information exchanges.

   A primary result of the resource limitations that will be present in any complex 
control system is therefore organisation of physical resources into a hierarchy of 
modules. Essentially, a module is defi ned by a collection of similar information 
processes, where similarity means that they can share some of the resources across 
different processes. The resources of any one module are customized to make 
them as effi cient as possible in performing their type of information process. As 
discussed earlier, a condition may be relevant for many different behaviours, and 
similar conditions do not necessarily carry the same behavioural implications. 
Hence modules will not correspond on any level with groups of related cognitive 
behaviours. Such a group of related cognitive behaviours will be called a feature. 
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Any type of cognitive feature will require information processes performed by 
many different modules, and any one module will perform processes in support of 
many different features.  

7.2.2     Modifi ability 

 If the physical information handling resources to support one type of behaviour 
were completely separate from the resources to support another type, then changes 
to implement a modifi cation to one behaviour would have no effect on any other. 
However, resource limitations require the existence of resource modules shared 
across behaviour types. There is therefore a risk that a change to a module required 
to implement a change to one feature will have undesirable side effects on the other 
features supported by the same module. Furthermore, a change to a module could 
affect conditions that are communicated to other modules, potentially spreading the 
undesirable side effects to features supported by those other modules. 

 Modifi ability therefore means that limits must be placed on changes to modules 
and on the information exchanges between modules. However, changes are required 
for learning, and information exchanges are important ways to reduce resource 
requirements. There is therefore a confl ict between resource economy and modifi -
ability. A critical problem for the architecture of any complex control system is 
therefore to fi nd an adequate compromise between these two confl icting pressures. 

  Fig. 7.1    Physical resources for condition defi nition and detection organized into a modular hier-
archy. Resource constraints tend to result in similar conditions being collected into groups, with 
the conditions in a group sharing the resources needed for their defi nition and detection. Such a 
group is called a module. Groups of modules detecting conditions with a somewhat smaller degree 
of similarity can be collected into higher level modules sharing a smaller proportion of resources, 
and so on to yet higher modules as long as the degree of similarity is suffi cient to provide an ade-
quate degree of resource economy       
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 In a computer system, changes are made under external intellectual control, and 
the effects of a change on other features can be determined and corrections made. 
In a complex learning system this external intellectual control is not available, and 
the limits on change will therefore tend to be more severe.  

7.2.3     Repairability 

 Recovery from damage requires changes to undamaged modules to compensate for 
damaged modules. The need for repairability therefore tends to impose the same 
constraints as the need for modifi ability.  

7.2.4     Constructability 

 If every module on one level was identical to every other module, then the amount 
of information needed to guide the construction process would be minimized, and 
the construction errors would be relatively easily corrected. However, the resource 
requirement means that every module must be customized to perform a particular 
type of information process as effi ciently as possible. Hence a compromise will 
be required, with each module on any level being physically similar to the other 
modules, but with some detailed differences.  

7.2.5     Synchronicity 

 The problem of synchronicity arises because physical resources require a certain 
amount of time to carry out an information process, and this time depends on the 
detailed nature of the process. Consider how information derived from two succes-
sive input states can be handled by the arrangement of modules illustrated in 
Fig.  7.2 . Any of the modules in the fi gure could receive inputs directly from the 
sensors, and because of resource constraints, some conditions are detected by one 
module and communicated by information exchange to other modules. Chains of 
such information exchanges could be present across multiple modules, two such 
possible chains between modules M1 and M2 are illustrated. Each module in each 
chain could take a different amount of time from receipt of inputs to completion of 
condition detections. Suppose all the modules receive some sensory inputs from one 
input state at the same time, and shortly afterwards receives inputs from the next 
input state and so on. In each chain, each module could take a different amount of 
time to perform its condition detections, including the waiting time required for any 
input condition detections from other modules. If delays in one chain are longer that 
the other, condition detections within the fi rst input state via one chain could arrive 
after condition detections within the second input state via the other chain. The fi nal 
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module must be able to distinguish between information derived from different 
input states. This is one example of the synchronicity problem in an arrangement of 
modules that share condition detection resources to some degree.

   In an electronic system, the global solution to the synchronicity problem involves 
use of an external memory as illustrated in Fig.  7.3a . Inputs are recorded in a 
reference memory along with an indication of the input state from which they 
derive. A module gets inputs from a consistent input state by accessing the memory, 
and records any condition detections back in the memory, along with an indication 
of their corresponding input state. Each input state and associated condition detections 
is therefore separately recorded in the memory. This global solution to synchronicity 
carries with it the resource and processing costs of the reference memory. An alter-
native is the local solution illustrated in Fig.  7.3b . In the local solution, modules are 
arranged in layers. Raw sensory inputs only go to the fi rst layer, and condition 
detection is completed in that layer before detections are released to the next layer 
and so on. This local solution is not completely accurate, because for example there 
may be differences in the amount of time required by modules in the same layer to 
complete their condition detections. If some degree of synchronisation errors can be 
tolerated, this solution avoids the cost of the reference memory.

  Fig. 7.2    Maintaining synchronicity in an arrangement of modules. A sequence of input states are 
received by module M1. Each input state is processed to detect conditions, and some condition 
detections are passed to other modules. These modules perform processing to detect conditions 
within the input state, including the detections from M1, and pass some condition detections to yet 
other modules and so on. Information derived from the same input state can therefore reach a 
module like M2 by multiple routes. Along the route, different modules take different amounts of 
time to perform their processing. Because of the different routes and different processing times, 
asynchronicities can develop in the inputs to a module like M1. Information derived from one input 
state by one route could even arrive after information derived from a later input state by a different 
route. The system must have mechanisms to maintain the integrity of the links between condition 
detections and corresponding input states. Maintaining such integrity is a key aspect of the 
synchronicity requirement       
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7.3         Behavioural Meanings of Condition Detections 
and Exchanges 

 Condition detections must be associated with behaviours. For condition to be useful, 
its detection must indicate that the range of all possible system behaviours can be 
divided into two groups. One group contains behaviours that could be appropriate 
given the condition detection. The second group contains behaviours that are not 
appropriate given the condition detection. Detection of enough conditions will narrow 
the appropriate group to a single behaviour. The detection of a very complex condition 
defi ned by some combination of conditions could therefore indicate that one and 
only one behaviour is appropriate. The detection of a simpler condition will only 
limit the range of possibly appropriate behaviours to a particular subset. 

  Fig. 7.3    Two alternative approaches to achieving synchronicity, global and local. ( a ) In the global 
approach, all the information from the input state is recorded in a reference memory. Modules can 
go to the memory and obtain the information relevant to their conditions, and record in the memory 
whether or not their conditions are present in the input state. If one module incorporates conditions 
from another module in its own conditions, the other module must determine the presence or 
absence of its conditions fi rst i.e. condition detection must be performed in a specifi c sequence. 
The separate memory and sequential processing is the von Neumann architectural form ubiquitous 
in electronic systems. ( b ) In the local approach, modules are arranged in layers, with condition 
detection information proceeding only from one layer to the next. Conditions at a given level of 
complexity are all detected at the same time in one layer. However, this approach assumes that 
every module in a layer takes exactly the same amount of time to detect its conditions, and to 
communicate detections to the next layer. Such precision is unlikely in practice. If all information 
exchanges are behaviourally unambiguous, errors introduced by the layering approach will be 
unacceptable. However, if behavioural meanings are partially ambiguous, some level of errors can 
be tolerated and the resource cost of a reference memory avoided. Unambiguous information 
exchanges therefore require the von Neumann memory/processing form, but partially ambiguous 
information exchanges can tolerate the errors of the layering approach and avoid the resource costs 
of the global approach       
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 There are two qualitatively different types of association between condition 
detections and behaviours, which will be labelled unambiguous and partially 
ambiguous. In the unambiguous case, the detection of a condition indicates that 
the currently appropriate behaviour is limited to a specifi c subset of system 
behaviours with 100 % confi dence. In this case, a condition detection can be 
interpreted as a command. In the partially ambiguous case, a detection indicates 
that the currently appropriate behaviour is probably in a specifi c subset of system 
behaviours. In this case, a condition detection can only be interpreted as a behav-
ioural recommendation. 

 If condition detections are only associated with recommendations, many more 
condition detections will be required to achieve a high integrity behavioural deter-
mination. Hence the physical information processing resources required will be 
greater if partially ambiguous meanings are utilized. As indicated earlier, electronic 
systems maintain an association between condition detections and commands, but 
there is a problem with this approach in complex learning systems. 

7.3.1     Learning Systems and Partially Ambiguous Information 

 The requirement to modify features without undesirable side effects on other 
features has implications for the type of association between conditions and behaviours 
in a complex learning system. To understand the implications, consider the information 
exchanges between modules illustrated in Fig.  7.4 . Ten modules are illustrated, and the 
information exchange required to reduce the use of resources has been conceptually 
limited in that one module receives information from just two other modules, and 
passes information to just two modules.

   To modify an existing behaviour or add a new behaviour, often some changes to 
conditions will be required. Suppose that the changes needed to implement some 
behaviour modifi cation apply just to module M in Fig.  7.4 . Resource constraints 
mean that any condition supports many different behaviours. So the fi rst problem is 
that changes to module M could affect not just the behaviour to be changed but 
many other behaviours also supported by M. The second problem is that module M 
passes information to a couple of other modules (M4 and M5 in Fig.  7.4 ), and 
changes to module M could therefore affect conditions detected by these other 
modules. Furthermore, these other modules pass information to yet other modules, 
and so on. Hence the conditions detected by these other modules could be affected, 
and the effect of a change could even come back to introduce condition changes in 
module M itself. If the behavioural meaning of every condition detection is a 
command, the information exchanges between modules mean that a change to one 
module to implement a behaviour modifi cation could lead to an exponentially 
increasing wave of undesirable side effects on other behaviours. 

 In the case of an electronic system, a designer can follow through all the effects on 
other modules, testing for and correcting all the side effects. The use of unambiguous 
behavioural meanings for condition detections is therefore feasible. For a learning 
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system, there is no external intellectual guidance for the selection of condition 
changes, and such changes cannot be determined in advance to be appropriate. 
Furthermore, consequence feedback (i.e. positive or negative rewards) is the only 
information available to correct the associations between conditions and behaviours. 
Suppose now that some experimental change to a condition defi nition is made in 
module M, and also suppose that the resultant behavioural modifi cation is success-
ful and followed by positive consequence feedback. If another, previously learned 
behaviour depends upon some of the conditions before they were changed and every 
condition detection is a command, the behaviour may well not occur next time it 
is appropriate. 

 However, if the behavioural meaning of a condition detection is only a recom-
mendation, any learned behaviour will be carried out only in response to a large 
number of condition detections, each recommending that behaviour. If a behaviour 
has been learned, a large number of conditions will have acquired recommendation 
strengths in favour of that behaviour. After past occasions when the behaviour was 
performed these recommendation strengths will have been increased by positive 

  Fig. 7.4    The information integrity problem in a learning system. A set of modules with limited 
information exchange is illustrated. If learning is required, the system must make experimental 
changes to at least one module such as M, and perform the changed behaviour. The only immediate 
feedback is the consequences of the one changed behaviour. However, the change could affect 
other behaviours also infl uenced by the module M. In addition, module M passes information to 
other modules, and the change could affect that information. Those other modules pass potentially 
changed information to yet other modules. Hence a wide range of behaviours infl uenced by all 
those downstream modules could also be affected. If every such information transfer carries an 
unambiguous behavioural meaning (i.e. behavioural commands), in later circumstances appropriate 
to many of these behaviours the behaviour would no longer be selected. Consequence feedback is 
not specific enough to correct this situation and system behaviour would become less and 
less appropriate. However, if behavioural meanings are partially ambiguous (i.e. behavioural 
recommendations), in later circumstances there could still be a predominant recommendation 
strength in favour of the appropriate behaviour. Consequence feedback following that behaviour 
could then adjust to changes since the previous occasion when the behaviour was appropriate       
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consequence feedback. If changes to some of the relevant condition defi nitions 
are made to implement learning of other behaviours, there could still be enough 
recommendation strength the next time the behaviour is appropriate to result in that 
behaviour. Consequence feedback could then adjust recommendation strengths to 
compensate for the changes in condition defi nitions. 

 Thus the use of unambiguous behavioural meanings for condition detections in a 
complex learning system is not practical, because it will lead to major interference 
between new learning and prior learning. Use of partially ambiguous behavioural 
meanings requires more information handling resources, but makes it feasible to 
limit interference between new and prior learning. 

 Evolution under natural selection pressures provides another reason for complex 
learning systems to utilise partially ambiguous information exchanges. The evolution 
process involves random mutations which will tend to persist in descendants if they 
are functionally valuable. If information processes are recommendations, there is a 
lower probability that a mutation will have fatal consequences, because any behaviour 
must be supported by recommendations from multiple sources.   

7.4     Pressures on the Defi nition of Modules 

 Because of resource limitations, the physical resources of a complex control system 
will be organized into a hierarchy of modules. Each module will be made up of infor-
mation handling resources customized to perform a particular group of similar 
information processes. Higher level modules will be made up of more detailed modules. 
Because modules are defi ned on the basis of similar information processes, they will 
not correspond with features as perceived by a system user (see Box     7.1 ). 

 Resource limitation implies that there will be information exchanges between 
modules, but such information exchanges make feature modifi cations more likely to 
introduce undesirable side effects. Hence the degree of information exchange will 
be a compromise between the confl icting demands of resource conservation and 
modifi ability. In general there will be much more information exchange within a 
module on any level (i.e. between its submodules) than between peer modules. 
Constructability is better if all modules on one level are identical, but resource 
limitation means that each module must be customized to perform a different type 
of information process very effi ciently. Hence modules on one level will tend to 
be generally similar but with detailed differences. 

 In a complex learning system, the behavioural meaning of a condition detection 
by a module will be a recommendation in favour of a range of different behaviours. 
Because this recommendation meaning is more error tolerant than the instruction 
meaning, synchronisation can be achieved by module layering and the resource 
cost of an external reference memory can be avoided. Conditions on different levels 
of complexity are appropriate for recommending different types of behaviour. 
The layering of modules means that more complex conditions will be detected 
in deeper layers. The modular hierarchy will therefore be imposed on a layered 
structure as illustrated in Fig.  7.5 .
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  Fig. 7.5    Layering to support synchronicity superimposed on modular hierarchy. The local solution 
to synchronicity requires that conditions at one level of complexity are detected within all modules 
at that level, and then passed to modules detecting conditions at the next higher level of complexity. 
Hence the modular hierarchy must be consistent with a layered arrangement of resources       

   Box 7.1: Terminology: Sensory Inputs, Conditions, Condition Complexity, 
Modules, Higher Level Modules and Receptive Fields 

 The terms “sensory input”, “condition”, “condition complexity”, “module” 
and “receptive fi eld” have been defi ned in many different ways. In this book 
they have the specifi c meanings defi ned in this box. 

 A complex system can acquire information about its environment, including 
about its own internal state. Such acquisition uses a large number of different 
sensors, which provide information about the state of an aspect of the environment 
at frequent intervals in time. A  sensory input  is the information provided by 
one sensor at one point in time. At each point in time this information could 
have different magnitudes depending on the state of the environment. 

 A  condition  is defi ned by a set of sensors, an integrating algorithm for 
combining their information, and a threshold. The condition is detected if the 
information from the set of sensors at one point in time, when combined using 
the algorithm, exceeds the threshold. A condition can also be defi ned via a 
set of simpler conditions, using the simpler condition detections as inputs, 
an integrating algorithm, and a threshold. The rough concept of  condition 
complexity  can be defi ned as the total number of sensory inputs that contribute 
to the condition defi nition, directly or via intermediate conditions, and including 
a separate count of all duplications. 

(continued)
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7.5           Hierarchy of Modules and Hierarchy of Descriptions 

 The requirement for a hierarchy of modules thus emerged from the practical needs 
of a complex control system. However, this hierarchy of modules has properties that 
mean that it can support the hierarchy of descriptions required for understanding of 
a complex system as discussed in Chap.   1    . 

 A process in a system can be described approximately by referring only to the 
operations of the highest level modules and their interactions, and neglecting their 
internal operations. Because of the requirement that information exchange between 
modules be minimized as far as possible, these interactions are relatively limited 
and therefore comprehensible. A more detailed and more accurate description will 

 A  module  is defi ned as some information processing resources, optimized 
to perform the detection of a group of similar conditions very effi ciently. 
Different modules detect different groups of conditions. A module has an 
integrating algorithm defi ning the module outputs generated in response to 
different combinations of condition detections. 

 The  receptive fi eld  of a module is the set of circumstances in which the 
module produces outputs, as defi ned by its group of conditions and its 
integrating algorithm. 

 A group of modules detecting somewhat similar receptive fi elds can share 
resources in proportion to the degree of similarity. Such a group defi nes a 
 higher level module . A receptive fi eld for the higher level module can be 
defi ned in the same way as for a simpler module. 

 Note that by these defi nitions, receptive fi elds are equivalent to very complex 
conditions detected by modules. Receptive fi eld complexity can be defi ned in 
the same way as condition complexity. 

 In cognitive science, there is a long history of controversy over the 
existence of modules in the mind and brain, where these “cognitive modules” 
correspond to varying degrees with cognitive features, and/or different types 
of restrictions on access to information [ 933 ]. In this book, the primary role 
of a module is to achieve resource economies. Such modules will not in 
general correspond with cognitive features of any kind to any useful degree. 
However, as discussed in this chapter, the need to modify features without 
excessive side effects on other features does result in a pressure for modules 
to share condition detections as little as possible, in confl ict with the need to 
achieve resource economies. This minimisation of information exchange is 
analogous with the concept of restrictions on access to information postulated 
for cognitive modules. 

Box 7.1 (continued)
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be in terms of the submodules of the highest level modules, a yet more accurate 
description will be in terms of the submodules of those submodules and so on. 
Only a small part of a comprehensible description at high level will be comprehensible 
at one time at a more detailed level, but there are clear ways to shift between levels 
as required. 

 For example, as described in Chap.   1    , in a complex electronic system the physical 
resources are organized in a modular hierarchy. The use of the instruction and data 
read/write information models makes it possible to describe processes on different 
levels of detail, with different degrees of approximation. In an electronic system this 
hierarchy has been imposed by design. However, the need for a modular hierarchy 
is created by various practical requirements, and these also exist for a system that 
has evolved under natural selection pressures. It is therefore possible that such a 
modular hierarchy, and therefore a hierarchy of descriptions, also exists for brains. 
In the case of brains, because of the need for learning of complex combinations of 
behaviours, we can expect the condition defi ne/detect and recommendation infor-
mation models to be utilized in the hierarchies.  

7.6     Sharing of Resources Across the Processing 
of Different Input States 

 As discussed earlier, synchronicity includes the requirement that sensory inputs 
derived from input states at different times are not confused. However, the need to 
detect very complex conditions composed of conditions detected within multiple 
input states combines with the need to conserve resources to add another architec-
tural constraint. 

 Consider the conceptual example of the need to develop an appropriate behav-
ioural response to a group of objects. Such an appropriate response requires detec-
tion of appropriate conditions. For example, seeing a dog chase a cat up a tree may 
require a behavioural response. This response must be associated with detection of 
complex visual conditions containing sensory information derived from all three 
objects. However, conditions must fi rst be detected within the three objects sepa-
rately, then these conditions combined into more complex conditions correlating 
with the presence of a particular type of group. In other words, mixing information 
derived from the body of the cat and the leaves of the tree would result in detection 
of behaviourally misleading conditions, but once conditions combining just infor-
mation derived from the cat alone have been detected, it will be necessary to com-
bine these conditions with the conditions detected within just the tree and just the 
dog. If there is no reference memory where condition detections can be stored, then 
in order to combine simpler conditions into more complex conditions all the detec-
tions of simpler conditions must be present simultaneously. 

 Resource limitations mean that in general there will be overlaps in the groups of 
modules detecting conditions in different objects. If a module is simultaneously 
detecting simpler conditions in more than one object there is a high risk that 
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information derived from multiple objects will be inappropriately mixed. There is 
therefore a confl ict between resource conservation and synchronicity. 

 One way of handling separate detection of object conditions followed by 
detection of group of object conditions would be to maintain separate modules to 
handle input states at different times. This spatial separation of information would 
be very resource intensive. A less resource intensive alternative is temporal separa-
tion of information as conceptually illustrated in Fig.  7.6 . In this approach, the 
information handling capability of a module is divided up in time into a constant 
series of equal modulation periods. Each modulation period is divided up into a 
number of equal timeslots. Suppose, as in Fig.  7.6a , there are three such timeslots in 
each modulation period. If conditions must be detected simultaneously in three 
different input states in order to be combined at a higher condition complexity, then 
conditions within the fi rst input state are detected in the fi rst timeslot and the detec-
tion activity prolonged just in that timeslot. Conditions within the second input state 
are detected in the second timeslot and so on (Fig.  7.6b ). Once condition detections 

  Fig. 7.6    Time division multiplexing of the processing resources of a module across multiple input 
states. ( a ) The processing capabilities of a module are applied to the fi rst input state for a short 
period of time, then to the second input state for the next such period, then to the third input state 
for the third such period. Processing resources in the next time period are applied to the fi rst state 
again, and so on. ( b ) With this modulation plan, conditions are detected in the same modules in 
response to three different input states, conditions corresponding with different input states 
detected at different times. For example, conditions detected within three different visual objects 
could be maintained active simultaneously. ( c ) If higher complexity conditions need to be detected 
within the three visual objects, the lower complexity condition detections could be brought 
into the same timeslot at the input level to the higher complexity modules. Thus, for example, 
conditions at the higher level corresponding with a dog chasing a cat up a tree could be detected, 
while avoiding the problem of invalid conditions corresponding with, say, a cat with leaves being 
detected at the lower complexity level       
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are present in all three timeslots, the module outputs can be brought into the same 
timeslot, i.e. synchronized, and passed to the next modules for detection of more 
complex conditions (Fig.  7.6c ).

   One way in which such an approach could be implemented is shown in Fig.  7.7 . 
In this example, there are four timeslots per modulation interval, and a modulation 
signal can be applied with a frequency that is the reciprocal of the modulation inter-
val. The peak of the modulation signal will therefore occur at the same point in the 
modulation interval in each cycle, and the phase of the modulation signal can be 
varied so that the peak occurs in the middle of any one timeslot. Sensory inputs and 
module outputs are sequences of voltage spikes. If a modulation signal is applied to 
an input state, the effect will be to shift the spikes so that they tend to occupy the 
timeslot within which the modulation signal peaks. If all the sensory inputs for one 
input state are modulated in this fashion, they will tend to arrive bunched in that 
timeslot (Fig.  7.7c ). If the activity generated by an input spike lasts no longer that 

  Fig. 7.7    Possible implementation of the separation of input states by modulation, using brief 
voltage spikes to indicate condition detections. ( a ) As in Fig.  7.6 , module processing resources 
are divided up into modulation intervals, each interval divided up into timeslots. ( b ) The raw 
inputs from a sensory state are voltage spikes distributed randomly in time. ( c ) The modulation 
signal shifts each spike towards the nearest peak in the signal. ( d ) If sensory inputs derived from 
different input states are modulated by the same frequency at different phases. The voltage spikes 
from the different states are located in different timeslots. ( e ) If output spikes for the three states 
are brought into the same timeslot, higher complexity conditions can be detected within the 
combination of states       
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about the width of a timeslot, spikes will only interact with other spikes in the same 
timeslot. If sensory inputs from a later input state are modulated with a different 
phase, they will tend to arrive in a different timeslot. Hence if the condition detec-
tion activity resulting from the fi rst input state is prolonged in one timeslot, condi-
tions can be independently detected in the same module within a second input state 
by modulating the inputs at a different phase. Once condition detection has taken 
place within all three input states, the output detection spikes can be brought into the 
same timeslot and communicated to a later module. In the later module, conditions 
that are combinations across the three input states will be detected.

7.7        Integration of Module Inputs on Different 
Levels of Detail 

 A module receives a set of inputs indicating the presence or absence of a set of 
relatively simple conditions. The module integrates these inputs to determine the 
presence or absence of more complex conditions, and indicates detections by gen-
erating outputs. The set of circumstances in which a module produces outputs will 
be called the receptive fi eld of the module. These outputs may be communicated to 
other modules as inputs and/or interpreted as behavioural recommendations. 

 If two modules detected exactly the same receptive fi elds, one could be eliminated 
to save the resources with no loss of behavioural effectiveness. If there was a large 
overlap in the receptive fi elds detected by two modules, they would tend to be active 
in similar circumstances and their value for discriminating between circumstances in 
which different behaviours were appropriate would be limited. Hence there will be a 
tendency for the receptive fi elds of modules to be relatively orthogonal. 

 The algorithm used to detect the module receptive fi eld from inputs could vary 
considerably in complexity. At its simplest, the module receptive fi eld is detected 
only if all its input conditions are detected. Somewhat more complex would be if 
the receptive fi eld is detected when more than some defi ned proportion of its input 
conditions are detected. In this case there are a number of different circumstances 
in which the receptive fi eld is detected. A yet more complex algorithm would be 
if each input condition has an individual weight, and the module receptive fi eld is 
detected if the total weight of all the currently detected input conditions exceeds 
a threshold. 

 All three of these types of algorithm are relatively linear. An even more complex 
type of algorithm is illustrated in Fig.  7.8 . In this type of algorithm, intermediate con-
ditions are detected. An intermediate condition is defi ned by a different subset of input 
conditions, each input with a different weight. An intermediate condition is detected 
if the total weight of its currently detected inputs exceeds a threshold. There are then 
more complex conditions defi ned by different subsets of intermediate conditions, 
again with different weights. Any one more complex condition detection is an output 
from the module indicating detection of its receptive fi eld. The multiple module outputs 
communicate information about where the current input state is located within the 
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circumstances that defi ne the module receptive fi eld. Even more complex algorithms 
could have multiple levels of intermediate conditions.

   Modules in real systems will generally utilize more complex algorithms. 
However, often a simpler algorithm can be used as an approximation for some levels 
of description in order to keep the level of detail at a comprehensible level. At the 
highest level of description, a module detects complex conditions within inputs 
detecting simpler conditions. At a more detailed level, one or more intermediate 
levels of condition detection can be considered. At another detailed level, the relative 
weights of different inputs can be considered, and so on.  

7.8     Limitations to Receptive Field Changes 

 In a complex learning system, many of the receptive fi elds needed to guide 
behaviour must be defi ned heuristically. There are very large numbers of pos-
sible receptive fi elds, and few criteria by which appropriate fi elds can be speci-
fi ed in advance. However, once a receptive fi eld has been initially defi ned, it 
may acquire multiple different behavioural meanings. Any future change to the 
fi eld will therefore jeopardize those meanings. 

 If a receptive fi eld enlarges the range of circumstances in which it is detected, 
it will still always be detected if a circumstance identical to one in which it was 

  Fig. 7.8    Nonlinear algorithm for constructing more complex conditions. Intermediate conditions 
can be defi ned by combinations of simple conditions in which each separate simpler condition has 
a different weight. Complex conditions can similarly be defi ned by weighted combinations of 
intermediate conditions       
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detected in the past reoccurs. The behavioural meanings acquired during past 
receptive fi eld detections are therefore preserved. Reductions or qualitative 
changes to a receptive fi eld carry more behavioural risk. However, there are a 
couple of situations in which such receptive fi eld changes are reasonable. Firstly, 
if a receptive fi eld is detected in every or many input states, it has little value 
for discriminating between circumstances in which different behaviours are 
appropriate. Frequent detection therefore justifi es some tightening. For example, 
in an integration algorithm in which the receptive fi eld is detected if more than 
a given proportion of inputs are active, an increase in the proportion would be 
appropriate if the fi eld was detected too frequently. Secondly, if an input is 
rarely present when the receptive fi eld is detected, deletion of that input will 
have little impact on the integrity of the behavioural meanings associated with 
the receptive fi eld. Thirdly, if one of the inputs to a receptive fi eld is rarely 
detected at all, deletion of the input will have little impact. 

 The concept that a receptive fi eld can expand by enlarging the range of circum-
stances in which it is detected, but cannot otherwise change those circumstances, 
is a good fi rst approximation and can be used for higher level descriptions. 
Occasionally it will be necessary to shift to a more detailed level to understand 
some phenomena. 

7.8.1     Management of Receptive Field Changes 

 When should receptive fi elds be changed, and which fi elds specifi cally should 
change? Given the dependence of behavioural meanings on receptive fi eld defi ni-
tions, the general principles must be only to change receptive fi elds if necessary, and 
change receptive fi elds by as small amount as possible. 

 Receptive fi eld detections are the sources for behavioural recommendations. 
In order to achieve a high integrity behaviour, a reasonable range of recommendations 
is needed. Hence the primary indication that receptive fi eld expansions are required 
is that few or no receptive fi elds are being detected in response to some input state. 
If less than some minimum are being detected, receptive fi eld expansions must be 
triggered until the minimum is reached. 

 When some receptive fi eld expansions are required, in order to minimize the 
behavioural impact, those receptive fi elds which require very little change to be 
detected in the current circumstances must be identifi ed. The way such identifi cation 
could occur can be understood by considering the module integration algorithm 
illustrated in Fig.  7.8 . In the illustrated module, an output from one or more of the 
complex conditions indicates a receptive fi eld detection. Suppose that some receptive 
fi eld expansions are required, and the illustrated module has no complex condition 
detections, but some detections of intermediate conditions. The implication is that 
much less receptive fi eld expansion would be needed for this module than for a mod-
ule in which no intermediate conditions were being detected. The requirement is 
therefore to identify the module(s) with the most intermediate condition detection as 
illustrated in Fig.  7.9a , and drive receptive fi eld expansion in those modules.
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   The requirement to identify appropriate modules for receptive fi eld expansion 
therefore implies that the primary module level at which such expansions are man-
aged must be organized as a sequence of submodules. Each submodule in the 
sequence detects conditions within the same overall input space at a gradually 
increasing level of complexity. Higher levels of complexity are the sources of out-
puts with general behavioural recommendation strengths, intermediate levels of 
complexity are the source of information that guides receptive fi eld expansions. 
Hence there will be a tendency for submodules to be arranged in a column, with a 
predominance of connectivity between column layers.  

7.8.2     Implementation of Expansions 

 In the module illustrated in Fig.  7.8 , receptive fi eld expansion could be implemented by 
adding inputs to intermediate conditions and/or changing input weights. Expansion 

  Fig. 7.9    Alternative approaches to managing the selection of appropriate modules for receptive 
fi eld expansion. ( a ) All-to-all connectivity of modules, with internal activity of each module inhib-
iting receptive fi eld expansions in all other modules. ( b ) Internal activity of all modules recipro-
cally connected to central change manager which determines the most appropriate columns and 
drives expansions of their receptive fi elds. The change manager approach requires fewer connec-
tivity resources and allows creation of information on past temporally correlated expansions to 
improve selection of columns for new expansions       
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could also be implemented by adding inputs to complex conditions and/or changing 
input weights. To be relevant, the changed inputs must actually be active in response to 
the input state that is driving the need for expansions. To minimize the risk of undesirable 
side effects, if inputs are being added they must be similar to other inputs at the same 
level. As discussed earlier, “similar” means that there must be overlap in the informa-
tion that defi nes the conditions corresponding with the new and existing inputs and/or 
the new input must often be active at the same time as the existing inputs. 

 If the condition detections are implemented by physical connectivity, there 
could be diffi culty in creating appropriate connectivity at the moment the expan-
sion is required. Firstly there is the problem of making new physical connections 
in real time. Secondly, there is the problem of ensuring that new connections are 
from inputs similar to existing inputs. In general it will therefore be necessary to 
create provisional new inputs in advance of experience. These provisional inputs 
would be selected to be similar to existing inputs, but would have zero weight in 
defi ning conditions. They would only acquire weight if they were active at a point 
in time when receptive fi eld expansion was needed in the module in which they 
were located.   

7.9     Entanglement of Condition Defi nition and Detection 

 Condition defi nition is triggered by inadequate condition detection. Hence condition 
defi nition only occurs in the course of condition detection, and condition detection only 
occurs in a context where the requirement for condition detection is being determined. 
Hence it is misleading to regard defi nition and detection as separate processes, in a 
complex learning system there is one condition defi nition/detection process.  

7.10     Corollaries of Receptive Field Consistency 

 Because receptive fi eld defi nitions change relatively slightly over time, and their 
associated recommendation strengths are also fairly stable, there is an additional 
source of information which can be used to guide behaviour, in addition to current 
sensory inputs and resultant receptive fi eld detections. 

 If a receptive fi eld is not being detected in current sensory inputs, but has often 
been detected at similar times in the past as many of the receptive fi elds that are 
being currently detected, there is a reasonable probability that the undetected recep-
tive fi eld has associated recommendation strengths that are relevant to the current 
situation. There could therefore be behavioural value in indirectly activating such 
receptive fi elds, adding their recommendation strengths even though they are not 
being detected directly. Such indirect activations must of course be carefully man-
aged to avoid confusion.  
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7.11     Modulation of Total Receptive Field Detection 

 If a very large number of receptive fields are detected, the range of available 
recommendations would also become excessive and selection of the most 
appropriate behaviour made more diffi cult. Hence there will be value in limiting 
total receptive fi eld detection, for example by cross inhibition between modules, 
or between peer submodules of a group of modules etc. Excessive activity in 
one submodule layer could also be addressed by inhibition of a submodule 
that is the main source of its inputs.  

7.12     Development of a Modular Hierarchy 

 To a considerable degree the modular hierarchy of a complex learning system will 
need to be defi ned from experience. The overall structure including numbers of 
modules, hierarchical organisation and initial biases on connectivity could be 
defi ned a priori (for example under genetic control) but the detailed module defi ni-
tions must be learned. To illustrate the process, consider the conceptual array of 
modules illustrated in Fig.  7.10 . In Fig.  7.10a  there are seven modules, but these 
modules detect no conditions. The requirement placed on the array is that at least 
two modules must detect their receptive fi elds in any input state. When this array 
is exposed to a visual object for the fi rst time (Fig.  7.10b ), enough conditions pres-
ent in the inputs are added to two modules to create a receptive fi eld in those mod-
ules. These conditions defi ne the initial receptive fi elds. Within a somewhat similar 
object seen soon afterwards (Fig.  7.10c ), neither receptive fi eld is initially detected. 
However, enough existing conditions are detected in one of the modules that the 
criterion for receptive fi eld expansion is met, and conditions are added until 
 detection occurs. To meet the requirement for at least two module receptive fi eld 
detections, another “empty” module is initiated. After much more visual experi-
ence, all the modules have receptive fi elds, and a new visual object may result in 
simple detection of one receptive fi eld and some condition detection short of recep-
tive fi eld detection in several other modules. To meet the requirement for at least 
two receptive fi eld detections, the module with the most such condition detections 
adds conditions present in the input state to its portfolio until receptive fi eld detec-
tion occurs. Note that at a greater level of detail, each of the modules in Fig.  7.10  
could be of the type illustrated in Fig.  7.8 , with intermediate conditions corre-
sponding with the individual conditions illustrated in Fig.  7.10 .

   As discussed earlier, this algorithm could be modifi ed to allow removal of a 
condition from a module if the condition was rarely detected at a time that con-
tributed to receptive fi eld detection, or if it was very rarely detected at all. This 
modifi cations are still based only on temporal correlation and have no direct 
dependence on consequence feedback. Although direct dependence on feedback 
could lead to excessive undesirable side effects, an indirect use of such feedback 

7 Constraints on the Physical Architecture of the Brain



229

could be possible. Suppose that the same group of receptive fi elds were detected 
a number of times, and resulted in predominant recommendation and acceptance 
of the same behaviour. However, also suppose that this behaviour was sometimes 
followed by positive consequences, sometimes negative. The implication is that 
the current set of receptive fi elds do not adequately discriminate between two 

  Fig. 7.10    Simple conceptual mechanism for initiation and evolution of receptive fi elds. The same 
array of seven modules α – η, all at the same level of complexity, is shown at different times in  a  
through  d , along with the sensory experiences at those times. Modules can become programmed 
with conditions. The learning criteria are: (i). At least two modules must detect their receptive 
fi elds in response to every sensory experience; (ii). A module detects its receptive fi eld if four or 
more of its programmed conditions are detected; (iii). When not detecting its receptive fi eld, a 
module can add conditions currently present in the sensory input provided that two or more of its 
programmed conditions are being detected; (iv). If fewer than two receptive fi elds are being 
detected and the minimum cannot be reached by expansions, “empty” columns can be forced to 
record conditions to reach the minimum. Such “empty” columns will generally only be relevant in 
early learning. ( a ) Initially the modules are not programmed with any conditions. ( b ) In the fi rst 
experience, condition recording is forced in two modules. ( c ) In early experiences, generally 
modules do not detect their receptive fi elds, but expansions and empty column initiations achieve 
the minimum detections. ( d ) In later experiences, detections and occasional expansions are 
adequate to reach the minimum number of module receptive fi eld detections       
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similar situations with different behavioural implications. Other receptive fi elds 
detecting this contradictory consequence feedback could recommend that the next 
time the group is detected, receptive fi eld expansion is forced in additional mod-
ules even if the minimum number of detections has already been reached. This 
forcing means that additional receptive fi elds could be detected which would be 
detected in one situation and not in the other. 

 Note that this type of receptive fi eld expansion algorithm based only on temporal 
correlation information emerges as a result of tension between the need to limit 
resources and the need to learn without interference with past learning. As the ratio 
of behaviours to be learned to resources increases, receptive fi eld changes will be 
more and more tightly constrained into this type of algorithm.  

7.13     Cascades of Condition Defi nition/Detection 

 One way of visualizing the process of receptive fi eld detection is a cascade of condi-
tion detection as illustrated in Fig.  7.11 . Information derived from input states arrives 
at the top level array of modules and in that array generates condition detections 
within some modules and receptive fi eld detections in modules with enough condi-
tion detections. Receptive fi eld detections go to the next array and generate condition 
detections and some receptive fi eld detections and so on. If initially in some array 
fewer than the required number of receptive fi elds are detected, receptive fi eld expan-
sions will occur to reach the minimum. Receptive fi eld detections in any array could 
recommend behaviours of different types.

  Fig. 7.11    A cascade of condition detection. Conditions are detected at increasing levels of complexity 
through a sequence of arrays of high level modules, each made up of an array of more detailed 
modules. In this example, at least three detailed modules must detect their receptive fi elds in each 
high level module, with receptive fi eld expansions as required to reach the minimum       

 

7 Constraints on the Physical Architecture of the Brain



231

7.14        Associations Between Receptive Fields and Behaviours 

 As discussed earlier, receptive fields must be associated with behavioural 
recommendations, with each receptive fi eld detection corresponding with a range 
of different recommendations. In a complex learning system, the primary information 
available to create associations between receptive fi eld detections and behavioural 
recommendations is consequence feedback following a behaviour. Such consequence 
feedback cannot be used directly to modify receptive fi elds, because such modifi cation 
would introduce undesirable side effects on all the other behaviours associated with 
the receptive fi eld. It is therefore necessary for a complex learning system to have 
two separate subsystems as illustrated in Fig.  7.12 .

   One system is the modular hierarchy, which we will call clustering. This modu-
lar hierarchy defi nes and detects conditions within the information available to the 
system, and groups conditions into receptive fi elds. Information exchanges within 
clustering have very complex behavioural meanings, and changes can only use 
information about condition similarity and temporal correlations as described ear-
lier. Clustering defi nes receptive fi elds, and communicates any detections to the 
second subsystem, called competition. Each receptive fi eld detection is interpreted 
in competition as a set of recommendations in favour of a range of different behav-
iours, each recommendation having an individual weight. Competition determines 

  Fig. 7.12    The primary recommendation architecture separation in the physical resource architecture 
of a complex learning system. This separation is between clustering and competition, and is 
analogous with but qualitatively different from the separation between memory and processing 
in electronic systems. Clustering is a modular hierarchy that defines and detects conditions 
in the information available to the system. Detections of groups of conditions, called receptive 
fi elds, are communicated to clustering. In clustering, each detection is interpreted as a range of 
recommendations in favour of different behaviours, each recommendation having a different 
weight. Competition is a component hierarchy that determines and implements the behaviour most 
strongly recommended across all currently detected receptive fi elds. Consequence feedback is 
received following each behaviour and can be used to change the recommendation weights in 
favour of that behaviour, but cannot be used to directly change receptive fi eld defi nitions. Such 
receptive fi eld changes can only be on the basis of temporal correlation information       
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the most strongly recommended behaviour across all currently detected receptive 
fi elds, and implements it. Consequence feedback following a behaviour adjusts all 
the recommendation weights in favour of the behaviour that were employed in 
generating it, but does not change the associated receptive fi eld defi nitions or the 
recommendation weights in favour of other behaviours associated with the same 
receptive fi elds. 

 Practical considerations will also tend to constrain the organisation of resources 
in competition into a hierarchy. However, because of the use of consequence feed-
back within this hierarchy, information exchanges cannot carry complex behav-
ioural meanings. An information exchange can only be a recommendation in favour 
of one behaviour and/or a recommendation against any other behaviour. Because of 
this restriction on information exchange, the resource units in competition must cor-
respond with behaviours, or groups of related behaviours. These resource units will 
be called components, and will be organized in a hierarchy with more detailed com-
ponents corresponding with specifi c behaviours, higher level components corre-
sponding with types of behaviour. 

 The separation between clustering and competition is fundamental for any com-
plex learning system. The separation emerges as a result of practical requirements, 
and is analogous with but qualitatively different from the memory/processing sepa-
ration that exists in complex electronic systems. As a result of the memory/process-
ing separation, two key information models exist in complex electronic systems: 
 data read/write  and  instruction , and these models are the basis for hierarchies of 
description that make understanding of such systems possible. As a result of the 
clustering/competition separation, two key information models will tend to exist in 
complex learning systems:  condition defi nition and detection  and  behavioural 
recommendation . The clustering/competition separation can therefore also be called 
the recommendation architecture, in contrast with the instruction architecture in 
electronic systems.  

7.15     Types of Behaviour 

 Many behaviours of a complex learning system directly act on the external 
environment. Other important behaviours act on the system itself, ultimately as an 
indirect infl uence on the environment. Both types of behaviour must be recom-
mended by receptive fi eld detection and accepted by the competition subsystem. 
Motor behaviours are an example of often direct action on the external environ-
ment. Some important examples of actions on the learning system itself include 
changes to receptive fi elds, reward behaviours that change recommendation 
weights, indirect activation behaviours that make recommendation weights of 
undetected receptive fi elds available to competition, and attention behaviours that 
manage the fl ow of information within clustering. We will consider each of these 
behaviour types in turn. 
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7.15.1     Change Management Behaviours 

 Changes to receptive fi elds can have major effects on system behaviour, and must 
therefore be carefully managed. Such management involves detection of special 
purpose receptive fi elds with recommendation strengths is in favour of expansions 
to other receptive fi elds or groups of receptive fi elds. As discussed earlier, the crite-
ria for expanding a receptive fi eld is that too few receptive fi elds are being detected 
at some level of complexity, and that the receptive fi elds to be changed have higher 
levels of internal condition detection than other fi elds. Such criteria could be imple-
mented by all-to-all connectivity between modules. However, this approach requires 
very high levels of connectivity resources. A more effective approach is to make use 
of a central change manager as illustrated in Fig.  7.9b . This change manager receives 
inputs from all modules indicating the degree of internal activity, determines if 
changes are required, identifi es appropriate modules to be changed, and send sig-
nals to the selected modules implementing the change. A further benefi t of a central 
change manager is that it can take advantage of a possible additional criterion for 
identifying appropriate modules for change. If a group of modules have often 
expanded their receptive fi elds at similar times in the past, and if a signifi cant pro-
portion of those modules are currently detecting their receptive fi elds, then the 
remaining modules in the group may be good candidates for receptive fi eld expan-
sion in the current situation if required. Hence a combination of strong internal 
activity and past expansion at the same time as a number of currently detected 
receptive fi elds makes an inactive receptive fi eld a particularly good candidate for 
expansion. A central change manager could develop receptive fi elds corresponding 
with such groups of modules with correlated past receptive fi eld expansions. Such a 
receptive fi eld could recommend expansion in the modules in its group.  

7.15.2     Reward Behaviours 

 Changes to recommendation weights are also critical behaviours with major effects 
on a complex learning system. Such behaviours must therefore be recommended by 
detection of appropriate receptive fi elds and implemented if there is suffi cient total 
recommendation weight. Because reward behaviours act upon the competition 
system itself, a subsystem of the competition system will be required to manage 
them effectively. 

 Another consideration in reward behaviours is the requirement to support 
 strategic, tactical, and detailed rewards. To understand these concepts, consider 
the requirement that various behaviours of a musician are rewarded. Consequence 
feedback modulates the probability that recent behaviours will be repeated in 
similar circumstances in the future. Such consequence feedback is needed, for 
example, to modulate the detailed muscle movements manipulating an instru-
ment. However, applause at the end of a concert cannot discriminate between 
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muscle movements employed at different points, some parts of the concert may 
have been very good, others less so. Such applause would defi nitely be relevant 
to reward strategic behaviours such as the selection of the musical programme, 
concert location, partner musicians etc. Applause at the end of each piece of 
music would be relevant to the tactical behaviours such as selection of the par-
ticular piece. Rewarding of general limb movements and detailed fi nger move-
ments requires some internal mental models against which the results of such 
movements are compared, with appropriate consequence feedback depending 
on the result of the comparisons. In receptive fi eld detection terms, if receptive 
fi elds corresponding with applause are detected, they can recommend increasing 
recommendation weights in favour of strategic behaviours, and if receptive fi elds 
corresponding with certain combinations of sounds are detected, they can recom-
mend increasing recommendation weights in favour of detailed movements. The 
receptive fi elds recommending detailed rewards will  initially be acquired as a 
result of teachers rewarding certain kinds of muscle behaviour by providing, for 
example, comments. However, for an advanced musician, strategic rewards such 
as applause can be used to reward the more detailed reward behaviours. In other 
words, receptive fi eld detections following applause can also have recommenda-
tion strengths in favour of modulating the recommendation strengths of the 
receptive fi elds that recommend modulation of recommendation strengths in 
favour of detailed muscle movements. 

 Receptive fi elds with recommendation strengths in favour of rewarding strategic 
behaviours can thus also recommend changes to the recommendation strengths of 
receptive fi elds recommending more detailed rewards. There will therefore be a 
reward hierarchy, with strategic rewards recommending changes to tactical rewards, 
and tactical rewards recommending changes to more detailed rewards.  

7.15.3     Indirect Activation Behaviours 

 As mentioned earlier, some receptive fi elds that are not detected in current sensory 
inputs may nevertheless have relevant recommendation strengths. For example, if a 
receptive fi eld is not being detected, but has often been detected in the past when a 
number of currently detected receptive fi elds were also being detected, that unde-
tected receptive fi eld may have some recommendation strengths relevant to the cur-
rent situation. If a receptive fi eld is not being detected, but expanded its receptive 
fi eld in the past at the same time as a number of currently detected receptive fi elds, 
that undetected receptive fi eld may also have currently relevant recommendation 
strengths. If a receptive fi eld is not being detected, but was recently detected at the 
same time as a number of currently detected receptive fi elds, again that undetected 
receptive fi eld may have relevant recommendation strengths. 

 There could therefore be behavioural value in “indirectly activating” receptive 
fi elds on the basis of such past temporally correlated activity. The correlations 
could be simultaneous past activity with a group of currently detected receptive 
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fi elds, or activity just before or just after such a group. Furthermore, a group of 
indirectly activated receptive fi elds could be the basis for secondary indirect activa-
tion of another group and so on. Such indirect activations could lead to large, 
incoherent populations of receptive fi eld detections. Indirect activations must 
therefore be behaviours which are recommended by receptive fi eld detections and 
accepted or rejected by the competition subsystem. 

 Management of indirect activations means that a module receptive fi eld 
acquires recommendation strengths in favour of any other module that detects its 
receptive fi eld at the same time. Immediately after simultaneous activity, the 
probability of relevance is fairly high, so the initial recommendation strengths 
should be high but decay with time. Repetition of simultaneous activity should 
block or reverse the decay. Simultaneous receptive fi eld expansion will generally 
be a stronger indicator of relevance that just simultaneous activity, and the rec-
ommendation weights will therefore decay more slowly. Positive consequence 
feedback following an indirect activation will tend to increase the weights that 
recommended that activation. 

 Indirect activations add a layer of complication to receptive fi eld defi nition. 
Conditions are groups of currently active inputs, and receptive fi elds are groups of 
conditions. Conditions which mixed information derived from both direct and indi-
rect activations could lead to undesirable activations. Hence there is a need within a 
module to separate conditions and receptive fi elds based on directly activated infor-
mation from those based on indirect information. 

 Indirect activations can allow introduction of a much more extensive range of 
information derived from past experience. Suppose for example that a set of 
receptive fi elds detected within auditory inputs have often been active at the same 
time as a set of receptive fi elds detected within visual inputs. Such a situation 
would occur if a word was often heard at the same time as a type of object was 
viewed. Indirect activations on the basis of frequent simultaneous past activity 
would then lead to a situation in which hearing the word would tend to activate a 
“pseudoimage” of the type of visual object Such an indirect activation would be a 
semantic memory. Indirect activations on the basis of simultaneous past receptive 
fi eld expansion would tend to activate all the receptive fi elds that were active in 
the past during some novel event or at some novel location. Such an indirect acti-
vation would be an episodic memory. Indirect activation on the basis of recent 
simultaneous activity would make it possible to access more information about a 
recently perceived object on the basis of limited current information, in other 
words a priming memory. 

 As discussed in more detail later, different types of indirect activation thus sup-
port different types of memory. One point to note is that the change manager dis-
cussed earlier, as part of its regular function, will tend to develop receptive fi elds 
correlating with groups of other receptive fi elds that expanded at similar times in the 
past. Such receptive fi elds would also be relevant to indirect activations on the basis 
of simultaneous past receptive fi eld expansion. To support semantic memory, spe-
cial purpose receptive fi elds corresponding with groups of modules often active at 
the same time will need to be developed.  
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7.15.4     Information Release or Attention Behaviours 

 As conceptually illustrated in Fig.  7.13  for the processing of visual information, a 
modular hierarchy can detect receptive fi elds on many different levels of complex-
ity. Individual receptive fi elds do not correspond exactly with visual features, objects 
etc. as they would be defi ned cognitively, but receptive fi elds on a given level of 
complexity tend to be more effective for discriminating between different features, 
or objects etc. This property of discrimination but not correspondence is indicated 
using the symbol  ≈ .

   Relatively simple modules receive raw sensory inputs and develop receptive 
fi elds able to discriminate between different types of visual feature ( ≈visual fea-
tures ). Somewhat more complex modules receive detections of  ≈features  receptive 
fi elds and generate  ≈visual objects  receptive fi elds. Yet more complex modules 

  Fig. 7.13    Attention: managing visual receptive fi eld detection information to avoid excessive 
processing requirements. The number of receptive fi elds detected across a retina at any one point 
in time will be extremely large. To reduce the volume of information within which receptive fi elds 
must be detected at a higher level of complexity, only a subset of the retinal receptive fi elds will be 
allowed to proceed at any one time to the modules detecting receptive fi elds discriminating 
between (≈) different visual objects. This selection is the process of visual attention. Similar 
selections limit the number of ≈visual objects receptive fi eld detections proceeding to receptive 
fi eld detections at the ≈groups of objects to those detected within a small number of objects. 
Similar selections must occur at higher levels. Without such selections, the processing resources 
for receptive fi eld detections and for determining the most strongly recommended behaviour 
would be excessive       
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detect  ≈groups of objects  receptive fi elds and so on. Detections on different levels of 
complexity are most effective for recommending different types of behaviours. For 
example, ≈objects receptive fi elds have complexities particularly effective for 
appropriate behaviours in response to objects, such as naming them etc. Note that 
receptive fi elds at other levels of complexity may have some recommendation 
strengths appropriate for such behaviours. Thus the presence of a particular feature 
or a particular group of objects may be relevant to appropriate naming of an object. 

 A problem with the hierarchy is that information derived from the entire visual 
fi eld is available to the  ≈visual features  modules, but handling all this informa-
tion simultaneously would be impractical. Information derived from many visual 
objects could be available in the  ≈visual objects  modules, but the  ≈groups of 
objects  needs to have inputs corresponding with just a few such objects. The 
same problem exists at higher levels. Hence there is a requirement that limited 
information from the visual fi eld be released at any point in time to the  ≈objects  
modules, limited information from the  ≈objects  modules be released at any point 
in time to the  ≈groups  modules and so on. This requirement interacts with limits 
to the number of different sets of inputs that can be independently processed at 
the same time within one module, as discussed earlier. 

 There must therefore be selections of the subsets of information available at one 
level of complexity that will be released to a higher level of complexity. These 
selections are of critical importance in determining appropriate system responses, 
and must therefore by behaviours that are recommended by receptive fi eld detec-
tions and accepted or rejected by a competition subsystem. Such behaviours man-
age the internal fl ows of information within the modular hierarchy. For example, the 
selection of which domain in the visual fi eld will be allowed to release information 
deeper into the modular hierarchy to generate  ≈object  receptive fi elds is the visual 
attention function. Another part of his function is to select the  ≈object  receptive 
fi elds detected within different objects that will be combined to drive detection 
of  ≈group of objects  receptive fi elds. If different  ≈objects  populations are main-
tained simultaneously in the same array of modules using the frequency modulation 
mechanism discussed earlier, the release behaviour to the  ≈group of objects  array 
would be implemented by bringing the different outputs from the  ≈objects  array 
into the same phase of modulation.   

7.16     Structure of Competition 

 The various types of behaviour will correspond with components on various levels 
of detail in Fig.  7.14 . General types of behaviour could be motor, speech, attention, 
reward, receptive fi eld expansion and indirect activation. More specifi c types within 
the general indirect activation type could be indirect activation on the basis of tem-
porally correlated recent activity, frequent past activity and past receptive fi eld 
expansion. Yet more specifi c behaviours within the indirect activation on the basis 
of frequent past activity type would be indirect activation of a particular module or 
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group of modules. The implementation of a general type of behaviour could often 
be release of the receptive fi eld detections that recommended the behaviour to the 
components corresponding with the more specifi c behaviours of the general type. 
Releases could also be directed to other arrays of modules detecting receptive 
fi elds of higher complexity, more appropriate to recommending more specifi c types 
of behaviour.

   For example, as illustrated in Fig.  7.15 , an array of modules detecting receptive 
fi elds within auditory sensory information could have connectivity to an array of 
intermediate modules with receptive fi elds corresponding with groups of auditory 
modules often active at the same time. An intermediate module would target 
visual modules that were often active when it was active. These visual modules 
would also receive visual sensory inputs via various other arrays. Receptive fi eld 
detections in the auditory array would have recommendation strengths (among 
many others) in favour of indirect activations. These recommendation strengths 
are implemented by input weights into the general indirect activation component. 
This component will receive inputs from other arrays with relevant recommendation 
strengths. If the general behaviour is accepted, it is implemented by release 
of receptive fi eld detections from the auditory array to the intermediate array, 
where receptive fi eld detections will occur. These receptive fi eld detections have 
recommendation strengths in favour of indirect activations in the visual array. 
These recommendation strengths are implemented by input weights into a detailed 
release component. If this behaviour has the predominant weight, it is implemented 
by release of intermediate module receptive fi eld detections to the visual array. 
The modules activated in this array are some of the same as would be activated by 
direct visual inputs, so a pseudovisual experience is created, but only at ≈visual 
objects levels of complexity, not in the arrays closer to visual sensory inputs. 
Hence the semantic memory is not a visual hallucination.

  Fig. 7.14    The structure of competition. Components corresponding with different behaviours are 
organized in a hierarchy. There are components corresponding with different general types of 
behaviours, different more specifi c types within each general types, and different individual behav-
iours of each specifi c type. Because of the use of consequence feedback, components within com-
petition must correspond with behaviours. However, by fi rst selecting a general type of behaviour, 
then limiting further competition to more specifi c behaviours of the general type, the information 
processing load can be reduced       
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   The component hierarchy reduces the degree of information processing required, 
by allowing receptive fi eld detection only in module arrays appropriate to the 
already selected type of behaviour. 

7.16.1     Roles of Competition: The Behaviour Selection Subsystem 

 There are a number of information functions which must be performed by the 
competition subsystem. Firstly, it must interpret each receptive fi eld detection that 
it receives as a recommendation in favour of many different behaviours, each with 
an individual weight. Secondly, it must determine the total weights in favour of each 
behaviour. Thirdly, it must select and implement the most strongly recommended 

  Fig. 7.15    Management of indirect activation on the basis of frequent past simultaneous activity. 
In this possible architecture, there are three array modules that detect receptive fi elds at different 
levels of complexity. Array 1 detects receptive fi elds at a level of complexity able to discriminate 
between different complex sounds (such as words). Array 3 detects receptive fi elds at a level of 
complexity able to discriminate between different categories of visual object. Array 2 detects 
receptive fi elds corresponding with groups of array 1 modules that have often been detected at the 
same time in the past. A module in array 2 targets modules in array 3 that have often been active at 
the same time as the array 2 module. Hence if for example a word has often been heard when a type 
of object has been seen, this arrangement will result in a pseudovisual image of the object when the 
word is heard in the future. Such indirect activations could interfere with processing of direct 
sensory inputs. Hence indirect activation must be a behaviour that is recommended by receptive fi eld 
detections and accepted or rejected by behavioural components. Selection can occur in two stages. 
First the general behaviour of indirect activation on the basis of frequent past simultaneous activity 
must be selected. Then the behaviour of activating specifi c modules in array 3 must be selected       
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behaviour. Fourthly, it must ensure that one and only one behaviour is selected in 
response to most input states, although a consistent set of behaviours could be 
selected in some situations. Fifthly, it must encourage behaviours in novel circum-
stances when total recommendation weights may be relatively low. Sixthly, it must 
determine if a weight change behaviour is appropriate and if so change recently 
employed recommendation weights. However, seventhly, it must manage weight 
changes to ensure that no behaviour gets excessive total recommendation weight 
and therefore tends to be selected in too wide a range of circumstances. In other 
words, it must stop rewarding an already adequately rewarded behaviour. Any 
competition subsystem must fi nd a way to implement these functions.   

7.17     Modulation of Behaviour Type 

 As discussed earlier, resource limitations result in a strong tendency for modules to 
be shared across different behaviours. However, if the behavioural advantages are 
suffi ciently great, some behaviourally specialized modules could be justifi ed. For 
example, suppose that there are a number of different general types of behaviour 
such as aggressive, fearful, food seeking etc. Suppose further that there are circum-
stances in which different general types of behaviour are more likely to be appropri-
ate. Circumstances in which important possessions are threatened could indicate 
that aggressive behaviour is likely to be appropriate. Circumstances in which self is 
weak relative to a threat could indicate that fearful (concealment or fl ight) behaviour 
is appropriate. Low blood sugar could indicate that food seeking behaviour is 
appropriate. 

 If there were modules that tended to recommend just one of these types of behav-
iour, then receptive fi elds detected within the different circumstances could recom-
mend reducing the thresholds for detection of receptive fi elds in the appropriate set 
of modules, increasing the probability of an accepted recommendation of the gen-
eral type. Furthermore, detection of circumstances indicating appropriateness of 
one type of behaviour could also act on the competition subsystem, recommending 
the behaviour type and reinforcing recommendations of that type from other mod-
ule sources. 

 Resource limitations will tend to result in just a limited range of critical general 
behavioural types being supported in this fashion, refl ecting a compromise between 
resource costs and behavioural effectiveness gains. One type of behaviour which could 
be modulated in a complementary fashion is receptive fi eld expansion. Such expansion 
records information within current circumstances that could be relevant to guiding 
future behaviour. If the general circumstances strongly indicate a critical behaviour type, 
there could be value in increasing the degree of receptive fi eld expansion because of a 
higher probability that the expansions will be relevant to future critical behaviour selec-
tions. Receptive fi eld expansion behaviours could also be modulated by detection of 
strong consequence feedback, since information recorded in such circumstances could 
also be particularly relevant to future behaviour selections.  
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7.18     Management of Frequent Action Sequences 

 There are sometimes behaviours that are sequences of detailed actions always 
performed in the same order. One example could be a human being climbing stairs. 
The same sequence of muscle movements need to be performed repeatedly for each 
pair of steps. The learning process involves defi ning receptive fi elds in the combina-
tion of visual and somatosensory (including propioceptic   ) sensory inputs. These 
receptive fi elds must acquire recommendation strengths in competition in favour of 
the appropriate muscle movements. 

 If each action in a sequence needs to be determined by the full receptive fi eld 
detection and behaviour selection process, the performance of the full behaviour 
will be relatively slow, and the risk of error at some point in the sequence relatively 
high. One way to achieve greater speed and accuracy once a sequence has been 
learned is for it to be recorded in a behaviour sequence manager. Such a manager is 
activated by detection of a set of receptive fi elds recommending initiation of the 
sequence, and the sequence is then driven to completion by the manager without 
going through the full receptive fi eld detection and behaviour selection at each 
point. The manager could of course be interrupted if another behaviour is strongly 
recommended through the regular process. 

 As will be discussed later, action sequences may also be sequences of indirect 
activations and information releases that implement previously learned cognitive 
processes. Such processes could also be effi ciently supported by a behaviour 
sequence manager.  

7.19     Identifi cation of Provisional Connections 

 A complex learning system does not have full a priori information on which sensory 
inputs need to be connected to which modules, which modules need to be connected 
to which other modules, or which modules need to be connected to which behav-
ioural components and acquire recommendation weights. In addition, the informa-
tion that a connection is required will not generally be available until the moment it 
is needed. There if limited information available at that point to select the most 
useful connection, and establishing the connection by physical growth at that point 
may not be practical. 

 One indication that a connection between two modules has a higher probability 
of being useful is if the two modules have often been active at the same time in the 
past. Similarly, a connection between a module and a component is more likely to 
be useful if they have often been active in the past at the same time. There will also 
be a tendency on average for more recent simultaneous activity to be more relevant 
that activity more remote in time. One way to use such information would 
be to periodically perform a partial rerun of past activity, with a bias in favour of 
more recent, and establish provisional connections with zero weights between 
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modules and components that are often active at the same time during the rerun. 
Such provisional connections would then be available for future learning, selected 
by a process that increases the probability of their being relevant. 

 Note that a priori information, for example derived from genetic programming, 
could be used to guide initial connectivity. Such guidance could improve the speed 
and effectiveness with which receptive fi elds and recommendation weights were 
bootstrapped from experience.  

7.20     Practical Requirements and Architectural Constraints 

 This chapter has demonstrated that there are some practical requirements that tend to 
constrain the physical information handling resources of a complex learning system 
into some specifi c forms. The practical requirements sometimes confl ict, and the 
need to fi nd an adequate compromise is one of the factors driving the architectural 
forms. The way in which the practical requirements lead to a modular hierarchy of 
condition defi nition and detection and a component hierarchy of behaviour selection 
from recommendations is illustrated in Fig.  7.16 .

  Fig. 7.16    Five practical needs drive architectural forms. The requirements for resource limitation, 
modifi ability, synchronicity, constructability and repairability place pressures on the physical 
architecture of a complex learning system. The architectural forms are a compromise between 
sometimes confl icting requirements. The key requirement is resource limitation, and as the ratio of 
number of behaviours that must be learned to available information handling resources increases, 
the resource architecture will be more tightly constrained into the indicated forms       
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   At a more detailed level, the same practical requirements tend to result in a range 
of subsystems as illustrated in Fig.  7.17 . The major separation between a receptive 
fi eld defi nition and detection subsystem (called clustering) and a behaviour selec-
tion subsystem (called competition) is called the recommendation architecture. 
Clustering is a hierarchy of modules that defi ne and detect conditions on different 
levels of complexity. Competition is a hierarchy of components where components 
correspond with different behaviours or types of behaviour. The existence of these 
hierarchies and the associated common information models make it possible to cre-
ate hierarchies of description linking low information content, more approximate 
high level descriptions of complete system processes to high information content, 
more precise detailed descriptions of segments of system processes. Such hierar-
chies of description are essential for scientifi c system understanding.

  Fig. 7.17    Recommendation architecture major subsystems driven by practical requirements. 
Three modules within the major clustering subsystem are required. One is the primary receptive 
fi eld defi nition and detection module. The second is a module detecting receptive fi elds that are 
effective for recommending changes to other receptive fi elds. The third is a module detecting 
receptive fi elds that are effective for recommending different general types of behaviour. Four 
components within the competition subsystem are required. Behaviour selection determines and 
implements the currently most strongly recommended behaviours. Information fl ow management 
implements behaviours by release of information fl ows into, within or out of clustering. Information 
fl ow timing ensures that the relative timing of information releases is appropriate. Reward management 
determines and implements the currently most strongly recommended reward behaviours. Finally, 
a special purpose subsystem records frequently utilized sequences of behaviours to increase 
performance speed and accuracy       
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   The practical requirements also drive the existence of some subsystems 
within clustering and competition. Because of the critical need for management 
of changes to receptive fi elds, a change manager containing receptive fi elds 
particularly effective for change management will be needed. Because of the 
behavioural advantages of management of the relative priorities of a range of 
critical behaviours, a behaviour type probability manager containing receptive 
fi elds particularly effective for this purpose will be needed. Within the behaviour 
selection subsystem and special purpose component managing reward behaviours 
is needed. Because many implementations of behaviours are releases of sensory 
inputs into clustering, or releases of receptive fi eld detections between arrays in 
clustering or out of clustering to drive externally directed behaviours, special 
purpose subsystems to manage the selection and timing of these information 
fl ows will be needed. Finally, there will be a need for a behaviour sequence 
manager to rapidly and accurately implement previously learned behaviour 
sequences. There is then a range of more detailed constraints placed on each of 
these subsystems by the practical considerations. The more detailed constraints 
discussed in this chapter are summarized in Tables  7.1 ,  7.2 , and  7.3 .

   Table 7.1    Summary of the detailed constraints on the modular hierarchy of condition detection by 
practical considerations   

  Defi nition of modules and 
exchange of information 
between modules  

 1.  Modular hierarchy to gain resource effi ciencies – groups of 
similar conditions, groups of groups etc. – condition 
defi nition/detection a common information model 

 2.  Heuristic defi nition of complex conditions 
 3.  Much more information exchange within than between modules 
 4.  Modules on one level generally similar but different in detail 
 5.  Modules relatively orthogonal but not corresponding with 

features 
 6.  Compromises between number of modules and behavioural 

effectiveness 
  Meaning of information 

exchanges between modules  
 1.  Learning system must use partially ambiguous behavioural 

meanings – recommendations 
  Support of information 

synchronicity  
 1.  Layering rather than reference memory 
 2.  Modular hierarchy superimposed on layering 

  Conditions on different levels 
of complexity  

 1.  Different complexities for recommending different types of 
behaviour 

 2.  Modulation of degree of condition detection 
  Independent populations 

of simultaneous condition 
detections  

 1.  Frequency modulation for multiple input states 

  Management of condition 
changes  

 1.  Receptive fi elds tend only to expand 
 2.  New conditions added to existing set 
 3.  Need for at least a minimum number of detections triggers 

receptive fi eld expansions 
 4.  Strong internal module activity indicates change 

appropriateness 
  Implications of limits on 

receptive fi eld changes  
 1.  Value of indirect activation 
 2.  Segregation of direct and indirect receptive fi elds 
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   Table 7.2    Summary    of the detailed constraints on the behaviour selection subsystem by practical 
considerations   

  Use of consequence feedback   1.  Consequence feedback cannot change condition 
defi nitions 

 2.  Separate subsystem (competition) to interpret 
receptive fi eld detections into behavioural 
recommendations 

 3.  Components in competition correspond with 
behaviours 

 4.  One receptive fi eld detection recommends wide range 
of behaviours 

 5.  Each behavioural recommendation has individual 
weight 

  Management of connectivity 
resources and information fl ow  

 1.  Limits on information releases between condition 
complexity levels 

  General and specifi c behaviour types   1.  Hierarchy of components corresponding with general 
and more specifi c behaviour types 

 2.  General behaviour selection followed by more 
specifi c behaviour selection 

  Behaviour selection and rewards   1.  Ensure that one and only one behaviour selected at 
each point in time 

 2.  Determine if weight change is appropriate 
 3.  Change weights, but ensure individual weights do not 

become excessive 
 4.  Strategic and tactical rewards 

  Information release within modular 
hierarchy  

 1.  Coordinated management of information fl ows 
within modular hierarchy 

 2.  Ensure information releases occur at the correct, 
coordinated time 

   Table 7.3    Summary of other detailed constraints   

  Resource management subsystem   1.  Extensive reciprocal connectivity with modular 
hierarchy 

 2.  Inputs organized by groups of modules that have 
changed at the same time in the past 

 3.  Competition to determine appropriate modules for 
expansion 

 4.  Outputs across modular hierarchy to drive expansions, 
released after completion of competition 

 5.  Management of provisional connectivity in modular 
hierarchy 

 6.  Support of some types of indirect activation 
  Behavioural effectiveness vs. resource 

economy compromises  
 1.  Modulation of general behaviour type 
 2.  Modulation of rate of condition recording 
 3.  Modulation of general system activity state 

  Optimisation of action sequence 
execution  

 1.  Inputs from behaviour drivers 
 2.  Very specifi c circumstances for each action 
 3.  Relative timing critical 
 4.  Outputs to behaviours 
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     These constraints are architectural limits that will tend to be approached as the 
ratio of behaviours that must be learned to resources increases. Natural selection 
will favour brains that can learn more behaviours with fewer resources. The archi-
tectural forms will therefore tend to appear in the brains of different species. Hence 
much of the experimental information obtained for other mammal species will 
be applicable to understanding the human brain. Chapter   8     will review the evidence 
that the limits as discussed in this chapter are indeed visible in the mammal and 
human brains           
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8.1                      Brain Structures and Information Processes 

 As discussed in Chap.   7    , a number of practical requirements tend to constrain the 
physical resources of a complex learning system into specifi c forms called the 
 recommendation architecture. These forms include the existence of hierarchies of 
modules and components, with modules and components on different levels using 
the same two types of information process, called  condition defi nition and detection  
and  behavioural recommendation.  This common use of information models means 
that the hierarchies of modules and components can be used as hierarchies of 
description to support scientifi c understanding. 

 Natural selection will tend to result in these practical requirements applying to 
brains. This chapter will discuss how the human brain conforms with these recom-
mendation architecture forms. The correspondence between these modules and 
components and major anatomical structures of the brain is illustrated in Fig.  8.1 . 
The cortex defi nes and detects receptive fi elds within the input information avail-
able to the brain, including sensory inputs. The hippocampus manages changes to 
cortical receptive fi elds, defi ning and detecting its own receptive fi elds appropriate 
to guide such changes. The amygdala and the hypothalamus detect receptive fi elds 
with recommendation strengths in favour of different very general types of behav-
iour. Such receptive fi elds in the amygdala tend to be defi ned heuristically, other 
receptive fi elds are specifi ed genetically to a signifi cant degree. The interpretation 
of cortical receptive fi eld detections into behavioural recommendations and selec-
tion of the most strongly recommended behaviours is performed by the basal gan-
glia. The ventral basal ganglia selects more strategic behaviours including strategic 
rewards, the dorsal basal ganglia more tactical behaviours. The thalamus manages 
implementation of the behaviour selected by the basal ganglia. Such an implemen-
tation is an information fl ow in and out of the cortex and/or between different corti-
cal regions. The basal forebrain manages the precise timing of such information 
fl ows. The cerebellum records previously learned sequences of behaviours, and 
implements those sequences rapidly and accurately when required.

    Chapter 8   
 Appearance of Architectural Constraints 
in the Brain 
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   In this chapter, fi rstly there will be a quick overview of the evidence for these 
correspondences for each major anatomical structure. The evidence comes from the 
psychological, anatomical, physiological and neurochemical material described in 
earlier chapters. Then the way in which each major anatomical structure performs 
its corresponding information processes will be described at relatively high level. 
Examples of how the information models make it possible to map segments of these 
higher level descriptions to more detailed physiological and neurochemical levels 
will be provided. 

8.1.1     Information Process Based Architecture in the Brain 

 The central constraint is that in the physical architecture, separate resource subsys-
tems will be optimized for different types of information process, not different 
types of cognitive process. One resource subsystem will be shared by many cogni-
tive processes, and one cognitive process will require information processes per-
formed by many different subsystems. In the brain, multiple cortical areas and 

  Fig. 8.1    The recommendation architecture in the mammal brain. Mapping between subsystems, 
modules and components required theoretically on the basis of resource constraints plus other 
practical requirements and the major anatomical structures of the brain       
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other anatomical structures are active in any cognitive feature, and no one area 
supports just one feature. For example, a successful episodic memory retrieval 
involves participation of multiple cortical areas, the thalamus, basal ganglia, hip-
pocampus, amygdala and cerebellum. However, each of these cortical areas and 
brain regions is also active in other types of cognitive features. Some areas partici-
pate strongly in one type of feature, but in general that area will also participate in 
other feature types.  

8.1.2     General Evidence for the Existence 
of the Recommendation Architecture in the Brain 

 In the recommendation architecture modular hierarchy, detailed modules defi ne and 
detect groups of similar conditions and higher modules made up of more detailed 
modules defi ne and detect larger groups of somewhat less similar conditions. The 
physical structure of the cortex is as would be expected for such a modular hierar-
chy. Groups of inputs to one branch of a pyramidal neuron defi ne very detailed 
conditions. The group of conditions defi ned by the branches making up a dendrite 
defi ne a higher level condition. The group of conditions made up of different den-
drites defi ne a neuron receptive fi eld. The group of neurons in one layer of a column 
defi ne a more complex receptive fi eld, and the layers of a column together defi ne the 
column receptive fi eld. The group of columns make up the information space within 
which a cortical area detects receptive fi elds. 

 There is thus a modular hierarchy of dendrite branches, dendrites, pyramidal 
neurons, column-layers, columns, and areas. As required by constructability, there 
is a general physical similarity between peer modules on one level, but differences 
in detail. A module on one level detects conditions that are combinations of the 
conditions detected by its submodules. There is much more information exchange 
between submodules than between modules. For example, there is massive interac-
tion within a neuron, but the neuron produces a single output. There is much more 
connectivity within a column than between columns. Cortical areas have connec-
tivity with a limited range of other areas, indicating that information exchange is 
minimized as far as possible. Conditions and receptive fi elds are largely defi ned 
heuristically, and as demonstrated by the LTP/LTD algorithms the defi nition pro-
cess is based upon temporal correlations. As demonstrated by the receptive fi elds 
found in area TE, fi elds are relatively orthogonal but do not correspond with cogni-
tive features. In other words, information exchanges are partially behaviourally 
ambiguous. 

 The cortex is arranged in layers, as expected for synchronisation in a system 
utilizing partially ambiguous information, and the modular hierarchy is imposed on 
the layers. Areas detect receptive fi elds on different levels of complexity, and these 
different levels of complexity are more appropriate for different types of behaviour. 
The degree of receptive fi eld detection is modulated on different modular levels by 
different targetting of pyramidal neurons by interneurons. 
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 The existence of different frequencies in the electrical activity of the cortex is 
consistent with the use of frequency modulation both to allow simultaneous pro-
cessing of different input states in the same physical resources and to select the 
subsets of inputs that will be processed. 

 The predominance of LTP in the cortex is consistent with a tendency for recep-
tive fi elds to expand, and contract only when a contributing condition is irrelevant 
on the basis of temporal correlation. The value given to indirect activation by 
 receptive fi eld consistency is shown by the existence of phenomena like semantic, 
episodic and priming memory. The need for segregation of inputs to support direct 
and indirect activations is consistent with the segregation of inputs from different 
sources into different regions of pyramidal neuron dendritic trees. 

 As expected for a change manager, the hippocampal system receives inputs from 
all across the cortex, and sends outputs back to those cortical areas. Within the hip-
pocampus proper are multiple feedback loops consistent with the competition to 
determine appropriate targets for receptive fi eld expansion. At a psychological 
level, damage to the hippocampal system results in loss of ability to create new 
declarative memories, consistent with loss of ability to achieve cortical receptive 
fi eld expansions. The loss of some episodic memory is consistent with the use of 
hippocampal system receptive fi elds to indirectly activate cortical receptive fi elds 
on the basis of past simultaneous receptive fi eld expansion. The activation of the 
hippocampal system observed in response to novelty is also consistent with its role 
in driving receptive fi eld expansions in such circumstances. 

 The action selection subsystem receives many inputs from the modular hierar-
chy, each input recommending a range of different behaviours. The subsystem 
determines and implements the most strongly recommended behaviour. In the 
behaviour selection subsystem, components correspond with individual behav-
iours or groups of behaviours. In the basal ganglia, and in particular the striatum 
and GPi/SNr, small groups of neurons correspond with different behaviours. The 
striatum receives massive input from the cortex. Any one striatal projection neu-
ron receives large numbers of inputs from the cortex, but only a few from the 
thousands of synapses made by any one cortical neuron, and a striatal neuron 
requires simultaneous inputs from many cortical neurons to produce an output. 
This connectivity is consistent with the interpretation that a behaviour requires 
recommendation by many receptive fi eld detections to be accepted, and that one 
receptive fi eld detection recommends many different behaviours. The synaptic 
weights of cortical inputs can be individually adjusted, consistent with their cor-
respondence with different behavioural recommendations. As discussed in more 
detail later, the direct and indirect paths can be interpreted as managing the com-
petition between different behaviours, with one role of the dopamine feedback 
path being to ensure the selection of one and only one behaviour in most circum-
stances. The outputs from the GPi/SNr can be interpreted as implementing the 
selected behaviour by acting on the thalamus to release information into, out of or 
between cortical areas. The observations that the ventral basal ganglia plays a role 
in rewards and its similar connectivity suggests that it manages the selection of 
strategic reward behaviours. 
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 As expected for a subsystem that manages information flow in the modular 
hierarchy, there is strong reciprocal connectivity between different thalamic 
nuclei and different cortical areas, and the basal ganglia action selection sub-
system manages the activity of the thalamus. Damage to a thalamic nucleus 
results in cognitive deficits similar to those resulting from damage to the cor-
responding cortical area. Consistent with the use of frequency modulation to 
manage information flows, the thalamus is intimately involved in various corti-
cal modulation frequencies, such as the gamma band associated with the tha-
lamic reticular nucleus. 

 The basal forebrain plays a role in the generation of theta band oscillations in the 
cortex and hippocampal system, with theta and gamma oscillations being brought 
into phase with each other. One indicator of a role in timing is the connectivity of 
the hippocampus proper with the septal nuclei, consistent with the restraining of 
outputs to drive cortical receptive fi eld expansions until the competition to deter-
mine the appropriate fi elds has resolved. 

 Emotions can be regarded as mechanisms to adjust the relative probability of 
different types of behaviour. For example, anger increases the probability of aggres-
sive behaviours, fear increases the probability of avoidance and fl ight behaviours. 
The association of the amygdala and hypothalamus with emotions therefore indi-
cates that they are associated with the behaviour type probability management 
subsystem. 

 Regulation of general behavioural priorities is not limited to these subcortical 
structures. A range of emotions have been defi ned by cognitive psychology, 
including hunger, anger, fear, disgust, surprise, sadness, happiness and pride. 
Disgust increases the probability of rejection behaviours, surprise puts priority on 
delaying behavioral response and recording information. Sadness puts priority on 
avoiding behaviour when radical changes in the social environment are detected. 
Happiness puts priority on recently selected behaviours. Pride puts priority on 
behaviours that assert social dominance. In each case, receptive fi elds are detected 
which recommend the behavioural priority, and the priority is implemented in 
response to suffi cient total recommendation weight. Implementation can be by 
direct action on cortical regions tending to recommend specifi c behaviours of the 
general type, or by general release of neurotransmitters in the cortex with differ-
ential effects. “Primitive” emotions like hunger, anger, fear and disgust tend to be 
more recommended by receptive fi elds located in the hypothalamus and amygdala 
that have a strong degree of genetic predefi nition. “Higher level” emotions like 
surprise, sadness, happiness and pride tend to be more recommended by more 
complex receptive fi elds in the prefrontal cortex. However, complex receptive 
fi elds will also be relevant to primitive emotions and some genetic guidance rel-
evant to higher level emotions. 

 Damage to the cerebellum results in loss of ability to perform smooth move-
ments, but the ability to perform the movements in a jerky fashion remains. The 
existence of this type of defi cit supports the view that the cerebellum manages fre-
quently utilized behaviour sequences. 

 We will now consider the information models for each structure in turn.   
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8.2     Information Model for the Cortex 

 The combined pressures of resource economy and modifi ability result in a hierarchy 
of physical condition detection modules in which information exchange between 
modules is minimized as far as possible. The levels in this hierarchy are areas, col-
umns, layers, pyramidal neurons, dendrites, terminal dendritic branches and syn-
apses. A synapse detects the presence of an input condition. A terminal dendritic 
branch detects a condition that is a combination of synaptic branch conditions. A 
dendrite detects conditions that are combinations of branch conditions. A neuron 
detects conditions that are combinations of its dendrite conditions and so on. 

8.2.1     Cortical Areas 

 At the highest level, different cortical areas detect receptive fi elds at different levels 
of complexity. As discussed earlier, complexity is defi ned by a combination of input 
sources and the number of inputs that must be present to trigger receptive fi eld 
detection (i.e. thresholds). Resource considerations limit the number of different 
areas, and the number of different levels of complexity is therefore limited. Natural 
selection pressures determine the complexity levels, in such a way that the combina-
tion of different levels is adequate for discrimination between circumstances in 
which different behaviours are appropriate. A group of receptive fi elds in various 
areas is activated in response to every circumstance. “Adequate discrimination” 
means that the group activated when a specifi c behaviour is appropriate is suffi -
ciently similar to the groups activated in other circumstances in which the same 
behaviour is appropriate, and suffi ciently different from the groups activated in cir-
cumstances in which other behaviours are appropriate. “Suffi ciently” means that it 
is possible to assign behavioural recommendation weights to each receptive fi eld 
detection in such a way that the predominant weight is always in favour of the 
appropriate behaviour. 

 Genetic information therefore places biases on the connectivity between areas. 
Inputs to an area come from other areas and/or from the senses. In order to limit 
undesirable side effects of learning, any one area exchanges information with a 
limited number of other areas as conceptually illustrated in Fig.  8.2 . One area typi-
cally receives minimal inputs from most areas, a very small number of inputs from 
a signifi cant proportion of areas, a moderate level of inputs from a smaller propor-
tion, and a high volume of inputs from a very small number of other areas. Hence 
information exchange between areas is minimised as far as is consistent with 
resource economy. Information exchange with another area is often but not always 
reciprocal, and the volume of connections may be larger one way than the other.

   Each area detects receptive fi elds in a particular range of complexity and each 
type of receptive fi eld is effective for discriminating between circumstances in 
which different behaviours of a range of types are appropriate. Thus each area con-
tributes recommendations in favour of a range of behaviour types. The total number 
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of areas is a compromise between better discrimination achieved by more areas and 
the resource cost of extra areas. This compromise is defi ned genetically. 

 In the case of visual areas, relatively simple complexities are effective for dis-
criminating between circumstances in which different objects should be the focus of 
attention, and more complex receptive fi elds discriminate between different types of 
objects and different object positions. In the auditory areas, relatively simple recep-
tive fi elds discriminate between different sounds, more complex fi elds between 
sequences of sounds such as words. 

 In the motor cortices, receptive fi elds discriminate between circumstances in 
which different motor behaviours are appropriate. These circumstances include cur-
rent body position and movements, and receptive fi elds able to discriminate between 
different body positions and movements defi ned in the somatosensory cortices must 
therefore contribute to motor cortex receptive fi eld defi nitions. 

  Fig. 8.2    Information model for interconnectivity of cortical areas. As in this conceptual illustra-
tion, in the cortex one area is strongly interconnected with a small number of areas, and more 
weakly interconnected with a slightly larger number of areas. A small proportion of areas receive 
sensory inputs directly. Interconnectivity is usually reciprocal, but can be much stronger one way 
than the other (indicated by size of  arrows ). The receptive fi eld complexity in an area is defi ned by 
the group of areas from which it receives inputs. These groups refl ect natural selection pressures in 
favour of receptive fi eld complexities with high discrimination between circumstances in which 
different behaviours are appropriate, and pressures in favour of minimizing information exchange 
as far as possible to reduce the undesirable side effects which new learning can have on prior 
learning       
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 The defi nition of more complex receptive fi elds is best understood as groups of 
other receptive fi elds that have demonstrated temporally correlated activity. The 
detection of such a receptive fi eld recommends the same behaviours that were 
selected when such correlation occurred in the past. Two important examples are 
frequent past simultaneous activity and simultaneous past receptive fi eld expansion. 
As discussed in Chap.   9    , receptive fi elds defi ned in areas including the left inferior 
frontal gyrus on the basis of frequent past simultaneous activity are important in 
semantic memory. Receptive fi elds defi ned in various hippocampal areas on the 
basis of past simultaneous receptive fi eld expansion are important in episodic mem-
ory. Even more complex receptive fi elds in the prefrontal cortex can discriminate 
between circumstances in which different planning behaviours are appropriate. 

 If a type of cognitive behaviour is critical, if adequate discrimination between cir-
cumstances in which different behaviours of the critical type requires receptive fi elds in 
a particular range of complexity, and if this complexity is not relevant to any other 
behaviour, then an area that is specifi c to the behaviour could exist. This is a very 
resource intensive support for just one behaviour and is therefore likely to be rare. One 
possible example is the fusiform face area (FFA) which plays a role in face recognition. 
There is a requirement to discriminate between large numbers of faces, and faces are 
visually very similar. Hence receptive fi elds able to discriminate between large numbers 
of very similar visual objects are required. However, if another cognitive behaviour 
requires a similar information capability, the area will be utilized. Thus experts in bird 
recognition able to discriminate between very large numbers of different birds make use 
of the FFA, although non-experts make no use of the area for bird recognition. 

 To achieve an adequate range of behavioural recommendations, a cortical area 
detects at least a minimum number of receptive fi elds within every input state to the 
area. Different receptive fi elds at the area level of complexity are defi ned by cortical 
columns within the area. At a somewhat more detailed level, a column actually 
detects a group of very similar receptive fi elds instantiated by pyramidal neurons in 
its output layers. These receptive fi elds may have slightly different behavioural 
implications. One column receptive fi eld is relatively orthogonal to other column 
receptive fi elds in the same area. A column-layer module detects a set of receptive 
fi elds at a complexity level that varies slightly depending on the layer, but similar to 
other receptive fi elds in the column.  

8.2.2     Cortical Columns 

 An area module is made up of a set of column submodules, each detecting a  different 
receptive fi eld within the information available to the area. The area manages its 
submodules to ensure that at least a minimum but not an excessive number of sub-
module receptive fi elds are detected whenever the area receives a set of inputs. 
Receptive fi elds are expanded when necessary to achieve the minimum number. 

 Outputs of area receptive fi eld detections directly to subcortical regions have 
explicit weights in favour of a range of different behaviours, outputs to other corti-
cal areas contribute recommendations via intermediate receptive fi elds. 
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 Figure  8.3  illustrates the information model for management of columns within 
an area. Each column submodule has potential access to all the inputs to the area 
and defi nes its receptive fi eld within a subset of those inputs. Every column is also 
reciprocally connected with the hippocampal system change manager. The hippo-
campal system receives inputs indicating the degree of internal activity in the col-
umn. The hippocampal system determines whether suffi cient receptive fi elds are 
being detected, and if not it sends signals back to columns with the highest degree 
of internal activity to drive receptive fi eld expansions. Too many receptive fi eld 
detections raises the processing cost of behaviour selection, and inhibitive connec-
tivity between columns therefore ensures that the degree of receptive fi eld detection 
across the area does not become excessive. Output receptive fi eld detections are 
released to other areas or subcortical structures. Such releases are themselves behav-
iours which must be recommended by receptive fi eld detections in the area and in 
other areas, and accepted by the basal ganglia and thalamus. If such a release behav-
iour is accepted it is implemented by signals from the thalamus release manager, 
which places an appropriate frequency modulation on the outputs to increase their 
effect on their targets. The exact timing of receptive fi eld releases can also be 

  Fig. 8.3    Information model for a cortical area. An area is made up of a large number of columns 
with different receptive fi elds. Key connectivity of one column is illustrated, all columns are simi-
larly connected. An area detects a number of receptive fi elds in all input states to the area. This 
number is managed by the area to be above a minimum but not excessive. If the number is below 
the minimum, this condition is detected by the central change manager which determines which 
columns are most appropriate for receptive fi eld expansion and drives those expansions. Receptive 
fi elds are expanded until the required minimum number is reached. Inhibitive cross connection 
between columns limits the total number detected. This cross inhibition is implemented by inter-
neurons that target pyramidals within a column but receive inputs from pyramidals in other col-
umns. The release manager implements behaviour selections that are releases of selected receptive 
fi eld detections to other cortical areas or brain regions. Releases are implemented by imposing a 
gamma band frequency modulation on output signals. The release timing manager ensures that 
releases have an appropriate timing relative to other signals. Timing is implemented by modulating 
the gamma band at a theta band frequency. Cortex – hippocampus and cortex – thalamus connec-
tivity is glutamatergic in both directions. Connectivity from cortex to basal forebrain is glutama-
tergic, the return projection is cholinergic, GABAergic and glutamatergic. Reciprocal inhibitory 
connections between columns are implemented by glutamatergic outputs from a column activating 
GABAergic neurons that only act within the target column       
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critical, and such timing is triggered by the basal forebrain and implemented by a 
further modulation imposed on the release modulation. These modulations will be 
discussed later.

8.2.3        Column-Layers 

 Figure  8.4  illustrates the information model for one column module in more 
detail. The column is made up of a sequence of column-layer submodules. In the 
layer sequence IV → II/III → V → VI the forward connectivity of the pyramidal 

  Fig. 8.4    Information model for a cortical column. The column receives input receptive fi eld detec-
tions and within those inputs it detects receptive fi elds at several slightly different levels of com-
plexity. The output receptive fi eld detections are at different complexities for different targets. 
Some of these receptive fi elds are interpreted as behavioural recommendations in subcortical struc-
tures, some carry detections to other cortical areas where they are part of more complex receptive 
fi elds, and some contribute to receptive fi eld expansion management. Inhibition within and 
between layers ensures that activity does not become excessive. Inputs from the thalamus regulate 
release of information from the column to its targets, and especially in primary sensory areas also 
contribute to receptive fi eld defi nitions. The gradual increase in receptive fi eld complexity is sup-
ported by pyramidal neuron connectivity in the general direction layer IV → layer II/III → layer 
V → layer VI. The hippocampal system receives outputs from layer II indicating internal activity 
of the column. If the hippocampal system determines that receptive fi eld expansion is appropriate 
it returns activity to layer III and perhaps other layers including VI       
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neurons results in a slightly increasing receptive fi eld complexity, although the 
receptive fi elds are all detected within a very similar information space. These 
slightly different complexities mean that different column-layers are most effec-
tive for different behavioural purposes. Layer II/III is effective for providing the 
internal activity information on which column receptive fi eld changes are based. 
Layer V provides receptive fi eld detections that are interpreted by the basal gan-
glia and thalamus as behavioural recommendations. Layer VI provides receptive 
fi eld detections that are components in the receptive fi elds of other areas. To pre-
vent excessive column output, each column-layer limits its own total activity and 
in addition high activity in one column-layer inhibits activity in earlier column-
layers. Additional layers may provide better management of different column pro-
cesses, but at a resource cost. Hence the number of layers may differ between 
different areas depending on the necessary compromises between these two 
considerations.

   Inputs from the thalamus result in frequency modulation of output receptive 
fi eld detections, managing the effect of those detections on their targets as dis-
cussed later. 

 At a more detailed level as illustrated in Fig.  8.5 , a column layer model is made 
up of pyramidal neuron submodules and interneurons. Regulation of total activity 
within the column layer is regulated by interneurons that are excited by the pyra-
midal neurons and inhibit those neurons. Interneurons in one layer can also be 
targeted by pyramidals in a different layer, providing another limit on layer activ-
ity. Primary regulation of frequency modulation to control column-layer outputs 
is performed by inputs to interneurons from the thalamus. These interneurons 
tend to produce outputs at the modulation frequency. Thalamic axons can also 
target pyramidals directly, where they may contribute to receptive fi eld defi nition 
or modulation.

  Fig. 8.5    Information model for regulation of column-layer module activity by interneurons. In the 
illustration, the pyramidal neurons in a column-layer target one interneuron, which in turn targets 
the pyramidals. This connectivity limits total pyramidal neuron receptive fi eld detections in a col-
umn-layer module. Inputs to such an interneuron from other layers of the column regulate total 
detections within their column module. Different interneurons with substantial inputs from the 
thalamus regulate the timing of spike outputs indicating receptive fi eld detections. These different 
interneurons may target the pyramidal neuron axon initial segment       
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8.2.4        Pyramidal Neurons 

 Figure  8.6  illustrates the information model for one pyramidal neuron. The neuron 
has different dendrites and regions of dendrites that detect groups of conditions 
within different sources of input. Basal dendrites detect conditions within inputs 
from areas with simpler receptive fi elds, apical dendrites within inputs from areas 
with more complex receptive fi elds (higher areas). Hence basal dendrites instantiate 
the direct receptive fi eld, while apical dendrites instantiate the receptive fi eld cor-
responding with the circumstances in which the neuron should be indirectly acti-
vated on the basis of past temporal correlations of its activity with the activity of 
other neurons. Indirect activation of layer IV neurons in the primary visual cortex 
that are the entry point for inputs from the retina, would result in activations that 
would be diffi cult to distinguish from actual sensory inputs. Such “false” inputs 
could be behaviourally hazardous and layer IV excitatory neurons in the primary 
visual cortex do not have apical dendrites. The terminal branches on a dendritic 
tree detect individual conditions. The degree of branching of pyramidal neurons 

  Fig. 8.6    Organisation of fast excitatory and inhibitory inputs to a pyramidal neuron. Glutamatergic 
inputs from other pyramidal neurons defi ne the receptive fi eld. Conditions are defi ned by groups 
of glutamatergic synapses on a dendritic branch and the neuron fi res if a large enough subset of the 
conditions are detected. Inputs derived from different sources arrive on different types of dendrite. 
The primary receptive fi eld is defi ned on basal dendrites. The receptive fi eld defi ned on the apical 
dendrite defi nes the circumstances in which the neuron will be indirectly activated on the basis of 
past temporal correlations in activity with neurons in other areas. Inhibitory synapses from local 
interneurons regulate the probability of neuron receptive fi eld detection in response to a given 
degree of condition detection, the relative infl uence of direct and indirect receptive fi elds, and the 
timing of spikes indicating detections       
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in different areas can differ signifi cantly, refl ecting different genetic biases on 
receptive fi eld complexities.

   Interneurons can target different parts of the neuron to limit the effect of inputs 
from different sources or to place frequency modulation on outputs. The informa-
tion model for a neuron is that it defi nes and detects a receptive fi eld made up of a 
group of similar conditions. The rate of fi ring of the pyramidal neuron indicates the 
degree to which the receptive fi eld is present, i.e. the proportion of the conditions 
that defi ne the fi eld that is currently present. The detection of a branch condition can 
be viewed as a recommendation in favour of the detection of the dendritic receptive 
fi eld, and the detection of a dendritic receptive fi eld as a recommendation in favour 
of detection of the neuron receptive fi eld. Interneuron inputs can be regarded as 
recommendations in favour or against receptive fi eld detections at different points 
in time. 

 As illustrated in Fig.  8.7 , individual conditions instantiated by different branches 
of a dendrite are integrated to determine whether the dendrite will inject potential 
into the soma. If the total postsynaptic potential injected by all the synapses on a 
branch reaches a threshold, a calcium action potential is launched down a path of 
voltage gated calcium channels and carried towards the soma. This action potential 
decays unless it is reinforced by action potentials entering the path from other 
branches. The concentration of voltage gated calcium channels along the path and 
at nodes where the infl uence of branches enters the path specify the integration 
algorithm. Voltage gated potassium channels inhibit passage of action potentials 

  Fig. 8.7    Integration of terminal dendritic branch conditions. Synapses on a terminal branch defi ne 
conditions, and detection of a condition is indicated by total postsynaptic potential in the branch 
being suffi cient to initiate a dendritic action potential along a path defi ned by voltage gated ion 
channels and leading towards the soma. Detections of branch conditions are integrated at intersec-
tions in voltage gated ion channel paths, the contribution of all the currently detected branch condi-
tions determining further propagation towards the soma       
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and therefore regulate the integration algorithm. Release of neurotransmitters like 
serotonin by the raphe nucleus and norepinephrine by the locus coeruleus regulate 
the opening probabilities of voltage gated ion channels and can therefore be viewed 
as recommendations in favour of or against receptive fi eld detections in the targetted 
areas. Interneuron activity can also be viewed as recommendation strengths against 
receptive fi eld detections at the time of action potential generation, although in 
some cases it can also provide recommendation strength in favour of receptive fi eld 
detection out of phase with the GABAergic spikes. Activity of the pyramidal inputs 
to an interneuron can be regarded as recommendations against receptive fi eld detections 
by the pyramidal neurons targetted by the interneuron.

8.2.5        Terminal Dendrite Branches 

 The role of the hippocampal system in the defi nition of receptive fi elds is illustrated 
for one branch in Fig.  8.8 . A new condition can be initiated from a branch which has 
a number of silent synapses from cortical pyramidal neurons, plus strong synapses 
from the hippocampal system (Fig.  8.8a ). The hippocampal system input is present 
only if receptive fi eld expansion is required. In the absence of hippocampal system 
input the branch can make no contribution to fi ring the neuron. However, if the hip-
pocampal system input is present, a calcium action potential may be initiated in the 
branch and propagate down the dendrite. If shortly afterwards the neuron fi res, a 
backpropagating action potential from the soma will increase the weights of the 
silent synapses. Such an increase means that the branch in the future could 

  Fig. 8.8    The role of the hippocampal system in initiating and evolving a new terminal dendritic 
branch. ( a ) The synapses from other cortical pyramidal neurons are silent, but there is a strong 
synapse from the hippocampal system. If the neuron is in a column selected for receptive fi eld 
expansion, the hippocampal input is suffi cient to drive some action potential activity out of the 
branch. If combined with activity of other branches there is suffi cient activity to fi re the neuron, a 
backpropagating action potential will trigger synaptic weight increases in any of the silent synapses 
that recently receive inputs. Hence a new branch condition has been defi ned by a condition that was 
present in recent inputs. The branch condition can continue to expand by synaptic weight increases 
with the aid of hippocampal inputs. ( b ) Silent synapses that do not acquire weight in some period 
of time are disconnected, and silent synapses from other cortical neurons added if required       
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contribute to the fi ring of the neuron independent of the presence of the hippocampal 
system inputs. In information terms a new condition has been added to the neuron 
receptive fi eld, slightly expanding it. The same branch could continue to contribute 
to receptive fi eld expansion with the aid of the hippocampal system inputs 
(Fig.  8.8b ). One additional mechanism could be that hippocampal inputs target 
the base of a branch, increasing the chance that a relatively small branch output 
contributes to neuron fi ring. A further mechanism could be that hippocampal inputs 
target the proximal dendrite, increasing the probability that the dendrite contributes 
to neuron fi ring.

   From information point of view an active hippocampal system input can there-
fore be regarded as a recommendation in favour of receptive fi eld expansion. Such 
a recommendation will not be accepted unless supported by the recommendation 
strengths implicit in the presence of inputs to the cortical synapses on the same 
branch. Furthermore, for long-term synaptic weight changes there must also be 
recommendation strengths derived from the activity of other brain structures. 
For example, as discussed below the presence of activity at synapses derived from 
dopamine neurons is required for long-term synaptic weight changes and can be 
regarded as recommendation weights in favour of such changes.  

8.2.6     Synapses and Neurochemistry 

 At an even more detailed level (see Fig.   4.7    ), an incoming action potential to a syn-
apse injects a postsynaptic potential. The arrival of the action potential triggers 
opening of voltage gated calcium channels in the presynaptic region. Infl ux of cal-
cium triggers release of glutamate within a vesicle into the synaptic cleft. This glu-
tamate binds to AMPA channels in the postsynaptic neuron and these channels open 
to allow entry of sodium ions, implementing a postsynaptic depolarisation. 

 Glutamate also binds to NMDA channels in the postsynaptic neuron. However, 
these channels are blocked by magnesium ions and do not open just in response to 
glutamate binding. If while the glutamate is still bound, a backpropagating action 
potential arrives at the synapse, the potential removes the magnesium block permit-
ting entry of calcium ions. These calcium ions trigger creation of additional AMPA 
channels, increasing the synaptic weight. To make the feedback mechanism more 
specifi c, the strength of backpropagation to a dendrite or branch needs to depend on 
the presence of an earlier forward propagating calcium action potential initiated by 
branch or dendrite activity. 

 Activation of NMDA receptors can therefore be regarded as recommendations in 
favour of a relatively short term increase in synaptic weight. Longer term increases 
need to be recommended by other inputs, leading to activation of genetic informa-
tion. For example, as illustrated in Fig.  8.9 , the addition of AMPA channels is 
implemented at a more detailed level by calcium entry triggering the activation of 
local mRNA that codes for AMPA channels. For long-term changes, input is 
required from other brain regions. A dopamine synapse may be located close to a 
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glutamate synapse. Action potentials arriving at the dopamine synapse result in 
synthesis in the nucleus of new mRNA that codes for actin molecules. This mRNA 
is transported to the synapse where the resultant actin synthesis causes expansion in 
synapse size supporting long-term weight change. In information terms the dopami-
nergic input from another brain region is a recommendation strength in favour of 
such long-term change.

   Glutamate, dopamine, GABA, acetylcholine, serotonin and norepinephrine all 
infl uence LTP. Glycine, ATP, zinc, neurotrophins and neuropeptides also affect LTP. 
Entry of Ca ++  ions by voltage gated channels can also infl uence LTP. Hence many 
other brain regions acting via other neurotransmitters may contribute recommenda-
tion strengths for or against synaptic weight changes and duration of such changes 
in one neuron, or even one synapse of one neuron. 

 At an even more detailed chemical process level each recommendation is trans-
mitted by interacting kinase cascades as illustrated in Fig.  8.10 . Each kinase cascade 
can be regarded as composed of more detailed recommendations in favour of activa-
tion of genetic information. Recommendations at this detailed chemical level add 
together to determine if such activation will take place.

  Fig. 8.9    Size increase of a synaptic spine to implement long term synaptic weight increase. ( a ) 
Moderate term synaptic weight increases are triggered by a combination of glutamate receptors 
and implemented by synthesis of AMPA receptors from mRNA available close to the spine. Such 
additional AMPA receptors will be recycled unless the spine size increases. ( b ) Longer term syn-
aptic weight increases require recommendation by a later dopamine signal, which triggers tran-
scription of mRNA from the  actin  gene, transport of the mRNA to the region of the spine and 
synthesis of actin that drive physical expansion of the spine. For more detail see Figs.   5.8     and   5.9           
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8.2.7        REM Sleep and Confi guration of Provisional 
Connectivity 

 One issue with the receptive fi eld expansion mechanism is the initial confi guration 
of dendritic branches and addition of new inputs to ongoing branches. Creation of a 
new branch with a range of silent or very weak provisional synapses from input 
pyramidal neurons requires biological resources. Random selection of the sources 
of these synapses could result in many that are irrelevant. A way to reduce the 
resource cost would be to select the sources of the silent synapses on the basis of 
past simultaneous activity by the source and target neuron. Recent simultaneous 
activity would indicate a somewhat higher chance of being relevant than simultane-
ous activity in the more distant past, but such more remote activity would still have 
some chance of being relevant. A way to achieve such a selection bias would be to 
perform a fast rerun of past cortical activity with a bias in favour of the more recent, 
and establish provisional connections on the basis of correlated activity. Such a 
rerun would avoid the need to continuously record separate information about 
simultaneous activity. However the rerun would severely interfere with current 

  Fig. 8.10    Different kinase cascades carry recommendation strengths in favour and against tran-
scription of different genetic information. Transcription occurs in response to suffi cient recom-
mendation strength, and in some cases transcription rate can be higher with greater total 
recommendation strength       
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cognitive processing. Hence there is requirement to take the cortex “off-line”. 
Establishing a bias on provisional connectivity is therefore a plausible role for REM 
sleep. Such a selection mechanism could also apply to the addition of provisional 
synapses to already established branches.  

8.2.8     Modulation of Cortical Receptive Field Detection Signals 

 Frequency modulation of cortical action potential spikes allows three functions to 
be implemented, as discussed in Chap.   7    . One is the selection of a subset of sensory 
information to be processed by the cortex. The second is the selection of which 
cortical areas will have outputs released to other areas or to drive external behav-
iours. The third is the simultaneous independent processing of multiple sources of 
information in the same area. 

 The leaky integrator model for the neuron (see Fig.   3.10    ) illustrates the concept. 
One action potential injects a postsynaptic potential that is much less that the poten-
tial required to fi re the neuron or even to inject potential deeper into a dendrite, and 
the potential decays with some time constant. In this situation a number of action 
potential spikes must occur within a time period of the order of the decay time con-
stant for the total postsynaptic potential to have any effect. This time period can be 
called an integration window. If, as shown in Fig.  8.11 , the source of inputs to a 
pyramidal neuron are unmodulated and occur at a relatively low frequency, the 
threshold for producing further activity in their target may not be reached. However, 
if a frequency modulation is imposed on those input sources, input spikes tend to 
occur close to the peak signal. As a result, there is a much higher probability of a 
target response. Hence imposing a frequency modulation on a subset of sensory 
inputs, such as a specifi c region of the retina, means that those inputs will generate 
fi ring in the target cortical area. Inputs derived from other retinal regions will gener-
ate a much smaller response.

   An additional frequency modulation at a different frequency but phase locked to the 
fi rst frequency can further concentrate the action potentials in time, and allow an addi-
tional criterion for selection of the inputs. In the cortex, the gamma band refl ects the 
presence of an imposed modulation managing information release, and the theta band 
refl ects imposition of an additional modulation managing receptive fi eld expansions. 

 The cortex performs very behaviourally complex processing, but the results of 
cortical processing can only be interpreted into actual behaviours by subcortical 
structures that directly drive behaviours. These structures use consequence feedback 
to manage the recommendation strengths of cortical outputs. The presence of conse-
quence feedback means that subcortical structures cannot perform behaviourally 
complex processing. Hence subcortical structures in general can perform processing 
to select the cortical information that will be allowed to drive behaviour, but cannot 
change that information in complex ways. These structures must interpret cortical 
outputs as predominantly recommending one behaviour, and implement that behav-
iour by releasing a subset of cortical outputs to drive the behaviour.   
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8.3     Information Model for the Thalamus 

 The thalamus performs the detailed selection of the exact combination of cortical 
outputs to be released and implements the selected releases by imposing frequency 
modulations. As illustrated in Fig.  8.12  for two example cortical areas, there is 
reciprocal excitatory connectivity between a thalamic nucleus and an area. 
Figure  8.13  illustrates this connectivity in more detail. One thalamocortical projec-
tion neuron targets many cortical pyramidal neurons and interneurons, and receives 
inputs from many cortical pyramidal neurons. The synaptic strength of a cortical 
pyramidal neuron on to a projection neuron can be interpreted as a recommendation 

  Fig. 8.11    Different modulations of an input population of action potential spikes to different 
synapses on one dendritic branch. Action potentials generated over a period of about 250 ms by a 
source neuron population that targets one dendritic branch are shown. Integration windows at dif-
ferent points are  shaded . ( a ) The output action potentials from the source neuron population are 
randomly distributed in time. As a result, the number of action potentials in any one integration 
window is small, and the total postsynaptic potential injected into the branch is less likely to reach 
the threshold for dendritic action potential initiation towards the soma of the target neuron. ( b ) The 
action potentials are modulated at the gamma frequency (40 Hz). Action potentials tend to be 
concentrated close to the peaks in the modulation frequency. Integration windows near these peaks 
have above average action potentials generation of a branch output is more likely. ( c ) The action 
potentials are modulated at the gamma frequency (40 Hz) and the theta frequency (10 Hz). Action 
potentials tend to be concentrated where the peaks in the two modulation frequencies coincide. 
Action potentials are very concentrated in integration windows near these combined peaks and 
a strong branch reaction is likely       
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strength in favour of release to other cortical areas of receptive fi eld detections by 
the specifi c columns containing the pyramidal neurons targetted by that projection 
neuron. As discussed below, such release recommendations are blocked by inhibi-
tory input from the basal ganglia unless a general behaviour of release from the 
cortical area containing the columns has been selected by the basal ganglia.

    The thalamic synaptic weights that were active on recently active thalamocorti-
cal neurons correspond with the recommendation weights in favour of the recently 
accepted release behaviour. If a release recommendation is accepted and followed 
by a positive reward recommendation, these synaptic weights are increased, increas-
ing the probability of acceptance of similar behaviours in similar circumstances in 
the future. As discussed in the basal ganglia section, reward behaviours are imple-
mented by activation of dopaminergic neurons. These dopaminergic neurons target 
the thalamus, triggering long term LTP in the appropriate synapses. 

 If the release behaviour is selected by the basal ganglia, a group of thalamocorti-
cal neurons will be disinhibited and there will be strong activity in the axons passing 
both ways between the cortex and the thalamus. These axons also activate interneu-
rons in the TRN, which tend to fi re at frequencies used for modulation. These TRN 
interneurons target thalamic projection neurons, imposing a frequency modulation 
on the action potential outputs of those neurons. Basket cell interneurons in layer IV 
of the cortex tend to fi re at the modulation frequencies, and these basket cells are 
interconnected in a network in a way that tends to synchronize their fi ring into the 
same phase of modulation. Thalamic projection neurons excite these interneuron 
networks. The TRN imposed modulation is therefore enhanced in the interneuron 
network, and the enhanced modulation imposed on the active pyramidal neurons. 

 To prevent excessive release of information, there is feedback from the cortex to 
the thalamic nucleus, targetting inhibitory microneurons. These microneurons tar-
get projection neurons in the same thalamic nucleus, limiting the thalamocortical 

  Fig. 8.12    Reciprocal connectivity between cortical areas and corresponding thalamic nuclei, 
passing through the TRN. The behaviours implemented by the thalamic nucleus are releases of 
specifi c outputs of its corresponding cortical area to targets in other areas. Inputs to a thalamic 
nucleus from both its corresponding area and other areas can be understood as recommendations 
in favour of such releases. The release behaviours are implemented by the TRN placing a fre-
quency modulation on the thalamocortical projection neurons targetting the groups of cortical 
neurons most strongly recommended for release       
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activity. This prevention of excessive release can equivalently be viewed as a 
competition to narrow the releases to those most strongly recommended. 

 The basal forebrain imposes a theta modulation at a frequency that is an integral 
fraction of the current gamma frequency (see Fig.  8.11 ). Part of the way in which 
this is implemented is by the basal forebrain targetting the TRN interneurons. As 
discussed below, the information model for this theta modulation is to ensure the 
correct relative timing of releases with respect to other brain events. 

 At a more detailed level, the ion channel properties of interneurons are such that 
they tend to burst fi re at the gamma frequency under steady excitatory stimulus. The 
behaviourally important information is carried by pyramidal neuron outputs, and 
the inhibitory signals must not distort that information by excessive reduction of 
pyramidal outputs. It could be that one way in which the distortion is reduced is that 
the GABA A  receptors supporting frequency modulation can be either inhibitive or 
excitatory depending on local membrane potential. When the membrane is depola-
rised from resting potential these receptors are inhibitory, but at resting potential 

  Fig. 8.13    Management of gamma and theta frequency modulations. Outputs from pyramidal 
neurons in cortical layers V/VI that are received by thalamocortical projection neurons can be 
interpreted as recommendations in favour of releases of different groups of layer V/VI outputs to 
other areas. Additional recommendations for such releases come from other cortical areas. Cross 
inhibition between thalamocortical projection neurons in one nucleus via interneurons determines 
the strongest recommendations. A thalamocortical projection neuron targets a group of layer IV 
pyramidal neurons and if its outputs are frequency modulated, the modulation will tend to propa-
gate through the cortical layers to the outputs. Thalamic reticular nucleus (TRN) neurons tend to 
fi re at the gamma modulation frequency, and are excited by axons passing between the nucleus and 
the cortex in both directions. Hence the thalamocortical projection neurons with the strongest 
activity will be modulated at the gamma band frequency, implementing the selected release behav-
iour. The nucleus basilis in the basal forebrain via a combination of excitatory and inhibitory out-
puts superimposes a theta band frequency, generating even stronger activity. Recommendations in 
favour of this theta band behaviour are received by the nucleus basilis from the frontal cortex       

 

8.3  Information Model for the Thalamus



268

they are excitatory. Basket cells tend to target proximal dendrites and somas of 
pyramidal neurons. The effect will therefore be to reduce dendritic action potentials 
that are in phase with the interneuron action potentials and increase dendritic action 
potentials that are slightly delayed relative to interneuron spikes. Overall, there will 
be a shift of pyramidal output action potentials towards a gamma modulation, oppo-
site in phase to the interneuron activity, but with relatively little reduction in average 
output frequency. 

 At an even more detailed level, the ability of GABA A  receptors to be either inhib-
itory or excitatory depends on the way in which their relative permeability to Cl −  
and HCO 3  −  ions changes with membrane potential. At resting potential they are 
more permeable to HCO 3  −  ions, and because the concentration of such ions is higher 
inside the membrane, the ion current is depolarising. When the membrane potential 
is already depolarised GABA A  receptors are more permeable to Cl −  ions, and the ion 
current is therefore hyperpolarising.  

8.4     Information Model for the Basal Ganglia 

 As illustrated in Fig.  8.14 , the connectivity of the basal ganglia implements the 
selection of the most appropriate type of behaviour at each point in time. Its selec-
tion is communicated to the thalamus which then determines the very specifi c 
behaviour within the selected type. For example, the basal ganglia might select an 
arm movement and the thalamus the particular combination of muscle movements 
to implement the arm movement. Each current receptive fi eld detection by the cor-
tex is interpreted in the striatum as a recommendation in favour of a range of differ-
ent behaviours. D1 population neurons in the striatum determine the total 
recommendation weights in favour of each behaviour, and communicated those 
totals to the GPi/SNr/vVP by the direct path. D2 population neurons determine the 
total recommendation weights against all but each one behaviour, and also commu-
nicate those totals to the GPi/SNr/vVP by the indirect path. There is a competition 
within the GPi/SNr/vVP to determine the most strongly recommended behaviour, 
and that behaviour is communicated from the GPi/SNr/vVP to the thalamus, and the 
most strongly recommended specifi c behaviour of the type implemented by the 
thalamus into the cortex. One path from the midbrain dopamine neurons to the stria-
tum regulates the balance between the direct and indirect paths to prevent the selec-
tion of multiple incompatible behaviours and to ensure that some behaviour is 
selected in most circumstances. In novel situations there may be weaker total 
 recommendation weights, and the hippocampal system detects the presence of nov-
elty, recommends an increase on the probability of a behaviour selection, which is 
implemented via the striatum and the midbrain dopamine neurons. The second path 
from the midbrain dopamine neurons to the striatum adjusts recently accepted rec-
ommendation weights on the basis of consequence feedback. These adjustments 
increase the probability of the same behaviour being accepted in similar circum-
stances in the future if the consequence feedback was positive, and decrease the 
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probability following negative feedback. There are also limits on increase to ensure 
that the behaviour of one behaviour does not become excessive.

   The implementation of these information processes is shown in more detail for 
the dorsal striatum in Fig.  8.15 . In both the striatum and the GPi/SNr, neurons and 
small groups of neurons correspond with behaviours. One cortical pyramidal neu-
ron targets a large number of striatal projection neurons, making one or perhaps a 
very small number of synapses on each projection neuron. This connectivity refl ects 

  Fig. 8.14    Information interpretation of basal ganglia connectivity. The striatum receives recom-
mendations from the cortex in favour of a wide range of different behaviours, with recommenda-
tion weights instantiated by the weights of corticostriatal synapses. A striatal neuron output 
indicates the total current recommendation weight in favour of the behaviour or type of behaviour 
corresponding with that neuron. A competition over the direct and indirect pathways into the GPi/
SNr/vVP identifi es the most strongly recommended behaviour type, corresponding with the GPi/
SNr/vVP neurons that have their activity reduced. This reduced activity reduces inhibition of a 
region of the thalamus, implementing the most strongly recommended detailed behaviour of the 
type selected. A feedback loop from the midbrain dopamine neurons to the striatum adjusts the 
background dopamine level in the striatum to ensure that there are no selections of multiple incon-
sistent behaviours. Inputs from the hippocampal system to the striatum indicate the degree of 
novelty in the current environment, and recommend exploratory behaviours. Some striatal neurons 
correspond with positive reward behaviours, which increase the recommendation weights of 
recently accepted behaviours. If there is suffi cient cortical recommendation weight in favour of 
such a reward behaviour, it is implemented by the striatal neuron causing burst fi ring of dopamine 
neurons targetting the striatum. Acronyms:  GPi  globus pallidus internal segment,  GPe  globus pal-
lidus external segment,  SNr  substantia nigra pars reticulata,  SNc  substantia nigra pars compacta, 
 STN  subthalamic nucleus       
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the recommendation strengths possessed by one cortical output in favour of many 
different behaviours. For one type of behaviour, some cortical areas have receptive 
fi eld complexities that are most effective for recommending the type, but many 
areas may have some relevant recommendation strengths. Hence one region of the 
striatum receives a high volume of inputs from a small number of cortical areas, and 
some inputs from a rather larger number of areas.

   Corticostriatal synapses are glutamatergic and are located on spines with weights 
that are independently adjustable. These synaptic weights implement the recom-
mendation weight of the cortical receptive fi eld detection in favour of the behaviour 
corresponding with the projection neuron. Hence the output fi ring of the striatal 

  Fig. 8.15    Implementation of behaviour selection information processes in the basal ganglia. 
Excitatory cortical inputs to the striatum result in activity of striatal neurons corresponding with 
strongly recommended behaviours. Activity of a D1 neuron is interpreted in the GPi/SNr as the 
total recommendation strength in favour of the corresponding behaviour. Activity of a D2 neuron 
is interpreted in the GPi/SNr as a total recommendation strength against any behaviour except the 
corresponding behaviour. If the ratio of direct/indirect pathway activity is too high, no behaviour 
will be selected. If the ratio is too low, multiple behaviours will be selected. The ratio is adjusted 
by inputs to the SNc from the GPe, STN and GPi/SNr. These inputs regulate the number of SNc 
dopamine neurons contributing to the background dopamine concentration in the striatum, thus 
adjusting the relative activity of D1 and D2 neuron populations       
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neuron corresponds with the total weight in favour of that behaviour. GPi/SNr 
 neurons are inhibitory and fi re tonally targetting the thalamus. Hence they con-
stantly inhibit the release of cortical information by the thalamus. A direct path D1 
striatal neuron inhibits the GPi/SNr neuron corresponding with the same behaviour, 
reducing its activity and therefore tending to result in implementation of its behav-
iour via the thalamus. In the indirect path, STN neurons are glutamatergic and fi re 
tonically. They therefore provide excitatory input to GPi/SNr neurons which inhib-
its the implementation of behaviour. STN neurons are also connected reciprocally 
with inhibitory GPe neurons. An indirect path D2 striatal neuron corresponding 
with one behaviour inhibits GPe neurons and therefore increases the excitatory 
activity of the STN neurons targetting GPi/SNr neurons which correspond with dif-
ferent behaviours. The output of a striatal D2 neuron thus corresponds with a total 
recommendation weight against any behaviour except its corresponding behaviour. 
Thus a D1 striatal output targets a small group of GPi/SNr neurons, while an STN 
output targets a large number of GPi/SNr neurons. 

 In the absence of input, dopaminergic SNc neurons fi re tonically at low fre-
quency. The proportion of the population of neurons fi ring in this mode is regulated 
by inputs from the indirect path including the STN and the GPe. The tonic fi ring 
results in a background concentration of dopamine in the striatum, which predomi-
nantly inhibits D2 neurons and to a small degree excites D1 neurons. Excess activity 
in the indirect path tends to prevent any behaviour, and the feedback loop to the 
background dopamine level in the striatum tends to ensure that a behaviour will be 
selected in most circumstances. 

 Some striatal projection neurons correspond with reward behaviours. Cortical 
inputs to such a neuron recommend the reward behaviour, which is to adjust the 
weights of other recommendation weights that were recently utilized. If there is suf-
fi cient total recommendation weight the striatal neuron fi res, and inhibits interneu-
rons or other sources of inhibition to dopaminergic neurons, which as a result 
produce burst fi ring. When a striatal neuron fi res strongly, there is a short term LTP 
in its recent synaptic weights that decays in a period ~ minutes. The type of dopa-
mine concentration generated by the burst fi ring results in longer term persistence 
of the synaptic weight changes, implementing longer term recommendation weight 
changes. The habenula detects negative consequences and absence of an expected 
reward. This information is provided to the midbrain dopamine neurons which man-
age recommendation strengths in the striatum. 

 Dopaminergic neurons regulate the competition between different behaviours, 
and reward recently selected behaviours. One dopaminergic neuron therefore targets 
very large numbers of striatal neurons corresponding with different behaviours. 

 In the ventral basal ganglia there is analogous circuitry supporting similar infor-
mation processes. However, the recommended behaviours tend to be more strate-
gic. This includes selection of general types of behaviour, and selection of rewards 
for such behaviours. As discussed below, the amygdala detects receptive fi elds 
appropriate for recommending different general types of behaviour, and therefore 
 provides input to the ventral striatum. Also as discussed below, the hippocampal 
system detects novelty in current circumstances. The hippocampal receptive fi eld 
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detections corresponding with novelty have recommendation strengths into the 
striatum to increase the probability that general behaviours of some types (such as 
exploratory) will occur. This increase in probability is itself a behaviour corre-
sponding with ventral striatal neurons, but in this case the behaviour is imple-
mented by these striatal neurons targetting interneurons in the SNc, increasing the 
proportion of dopaminergic neurons that are fi ring tonically and therefore increas-
ing behaviour probability. 

 Selection of some general types of behaviour may be compatible with simultane-
ous selection of other behaviour types. For example, a body movement, head move-
ment refl ecting attention, thinking behaviour and reward behaviour may all occur at 
the same time. This capability is refl ected in the parallel cortex-basal ganglia-
thalamus- cortex paths through different subnuclei illustrated in Fig.   6.13     in Chap.   6    . 
In that fi gure, a motor behaviour could be selected by the motor path, an attention 
behaviour by the oculomotor path, different thinking behaviours by the dorsolateral 
prefrontal and lateral orbitofrontal paths, and a reward behaviour by the anterior 
cingulate path. 

 As discussed in Chap.   7    , an important constraint is imposed by the need to man-
age detailed rewards that affect detailed behaviours, tactical rewards that affect tac-
tical behaviours and detailed rewards, and strategic rewards that affect strategic 
behaviours and tactical rewards. The aspect of the basal ganglia circuitry addressing 
this management is illustrated in Fig.  8.16 .

   Striatal outputs corresponding with reward behaviours originate in the strio-
somes and target the SNc, while outputs into both the direct and indirect pathways 
corresponding with other behaviours are located in the matrisomes. Thus as 
described in Chap.   6    , different matrisomes correspond with different regular behav-
iour types, while damage to striosomes can result in general behavioural distur-
bances such as compulsive behaviour. If dopaminergic neuron damage results in 
failure to maintain an adequate level of background dopamine in the striatum, the 
result will be the D2 pathway overwhelming the D1 pathway. Such a result will 
mean loss of ability to initiate any behaviours, as observed in Parkinson’s disease. 
On the other hand, if the indirect path is damaged, the result will be a failure to 
reduce selections to a single behaviour. Outputs corresponding with multiple incom-
patible behaviours such as different motions of the same muscles will be released 
from the cortex. Such incompatible behaviours cannot be implemented in the mus-
cles, so an actual movement will be initiated in the spinal cord corresponding with 
a momentary signal predominance. The continual presence of signals correspond-
ing with other movements means that the current movement may be constantly 
interrupted by random shifts in the mix of signals. The result will be intrusion of 
extraneous body movements as observed in Hemiballism. Similarly, excess dopa-
mine production in the striatum would lead to the behavioural tics and jumps 
observed in Tourette’s Syndrome. 

 The mapping of reward behaviours from higher to more detailed levels in illus-
trated in Fig.  8.17 . As illustrated in the fi gure, a monkey can be trained to interpret 
a visual image as an instruction to perform a specifi c task in the near future, and to 
perform the task when a trigger stimulus is heard. During training a successful 
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performance of the task is followed by a food reward. After training, absence of the 
reward reduces the chance of future successful performance. It is observed that dur-
ing learning, a burst of dopamine fi ring follows the reward. However, once learning 
is achieved, there is a burst of dopamine fi ring following the stimulus but not fol-
lowing the reward. If the reward is not given at the appropriate time, there is a dip in 
dopamine activity.

   During learning, cortical receptive fi elds are detected within the instruction image 
and trigger stimulus. These receptive fi elds have various recommendation strengths 
in the striatum in favour of different behaviours including the target behaviour. The 
most strongly recommended behaviour is selected, corresponding with the most 
strongly activated striatal neuron(s). LTP lasting ~ an hour occurs to synaptic strengths 
of recently active synapses on this neuron. If the behaviour is followed by a reward, 
cortical receptive fi elds correlating with a reward are detected. These receptive fi elds 
have recommendation strengths in favour of burst fi ring dopamine neurons. This 
burst fi ring prolongs the LTP induced earlier. Hence the recommendation strengths 

  Fig. 8.16    Management the rewarding of strategic, tactical and detailed behaviours. A positive 
reward following a strategic behaviour is not a reliable guide to rewarding all the tactical behav-
iours that were performed in the course of the strategic behaviour. However, it is an appropriate 
guide to rewarding the reward behaviours that rewarded the tactical behaviours. Different parts of 
the cortex tend to recommend strategic, tactical or detailed behaviours, including rewards. Different 
parts of the striatum determine the predominant recommendation strengths for these different lev-
els of behaviour. Reward behaviours are implemented by the striatal neuron activating dopaminer-
gic neurons that in turn target the striatum with burst fi ring. Outputs from dopaminergic regions 
implementing more strategic rewards therefore tend to target striatal regions corresponding with 
somewhat less strategic behaviours       
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of the receptive fi elds detected within instruction image and stimulus in favour of the 
target behaviour have increased long term, increasing the probability of the same 
behaviour in similar circumstances in the future. 

 After learning, when the reward continues to follow the behaviour, further 
increases in recommendation weights would generally be inappropriate. The reason 
for this is that all the receptive fi elds in the group also recommend many other 
behaviours which are appropriate following detection of different groups of recep-
tive fi elds including some from this group. An excessive growth in the recommen-
dation strengths of these fi elds in favour of the one behaviour could result in the 
behaviour being selected in inappropriate circumstances. 

 No behaviour is performed prior to the trigger stimulus, and the burst fi ring 
following that stimulus will therefore have no effect on recommendation weights. 
However, such burst fi ring will slightly increase background dopamine. The 
behavioural value of this increase is that it increases the chance of a behaviour 
being selected in the near future by adjusting the balance between the direct and 
indirect paths. The target behaviour is being recommended by receptive fi eld 
detections, and the background dopamine increase triggers immediate acceptance 
of that behaviour. 

  Fig. 8.17    Reward management by different types of dopamine signalling. The illustration shows 
the activity of dopamine neurons in the brain of a monkey while performing new and previously 
learned tasks. The sequence of task related events is shown at the  top . First, the monkey is shown 
an instruction image that indicates the type of task which, if successfully performed in the near 
future will result in a reward. A little later there is a trigger stimulus indicating that the task should 
be performed immediately. If the task is performed correctly it is followed by a reward. ( a ) When 
the task is unfamiliar (i.e. learning is needed), there is dopamine burst fi ring when the reward is 
given which increases the corticostriatal synaptic weights into recently accepted behaviours. ( b ) 
When the task is familiar, there is a burst of dopamine fi ring at the time of the trigger stimulus, but 
no changes at the time of the reward. The burst fi ring does not follow a behaviour, so no behaviour 
will be rewarded. However, the burst fi ring will slightly increases the background dopamine, 
increasing the chance that the most strongly recommended behaviour in the near future will be 
implemented (rather than no behaviour). ( c ) When the task is familiar, but no reward is provided at 
the appropriate time, the tonic fi ring of dopamine neurons decreases briefl y. This decreased dopa-
mine results in reduction of the corticostriatal synaptic weights into the recently accepted 
behaviour       
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 If the reward is missing, detection of this circumstance results in activity in the 
habenula, resulting in a decrease in background dopamine. Such a decrease trig-
gers LTD in recently active synapses on the recently active striatal neuron. 
Recommendation strengths of recently detected receptive fi elds in favour of the 
behaviour are therefore reduced.  

8.5     Information Model for the Amygdala and Hypothalamus 

 The information model for the amygdala and hypothalamus is management of the 
selection of types of behaviour. For example, in some circumstances food seeking 
behaviours are urgently needed, and a bias needs to be placed to favour such behav-
iours. In other circumstances, aggressive or avoidance behaviours may be urgent. 
Emotions are thus the manifestation of current behavioural priorities, placing a bias 
upon the selection of general behaviour type as indicated in Table  8.1 . In some cases 
the external communication of the current bias can have behavioural value, and the 
existence of the bias infl uences facial expression and body language. If there is bias 
on more than one behaviour type at the same time, complex emotions that are com-
binations of other emotions will occur, such as contempt resulting from simultane-
ous bias in favour of disgust and anger. 

  In some cases, circumstances and/or behaviours are very strongly infl uenced by 
genetic programming, in which case there is a tendency for processing to occur in 
the hypothalamus. When there is a larger learning from experience component, 
there is a tendency for processing to occur in the amygdala. There is therefore a 
need for close coordination between these two structures. Furthermore, receptive 
fi elds discriminating between very complex circumstances in which different biases 
are appropriate can be defi ned in the prefrontal cortex. These receptive fi elds acquire 
recommendation strengths in favour of different types either directly into the basal 
ganglia or via the amygdala. 

  Table 8.1    Emotions and 
corresponding behavioural 
biases  

 Emotion  Favoured behaviour type 

 Hunger  Food seeking 
 Thirst  Drink seeking 
 Sexual desire  Mate seeking 
 Panic  Random behaviour selection 
 Anger  Aggressive 
 Disgust  Rejection 
 Fear  Avoidance 
 Happiness  Continuation of recent types 
 Pride  Assertion of social dominance 
 Sadness  Delay behaviours because of 

radical social change 
 Surprise  Delay behaviours because of 

novel environment 
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 Figure  8.18  illustrates the high level information model. The cortex-like amygdala 
receives receptive fi eld detections from the sensory cortices and the frontal cortex. 
These receptive fi eld detections are at levels of complexity useful as components in 
amygdala receptive fi elds able to discriminate between circumstances in which dif-
ferent general types of behaviour are appropriate. Receptive fi eld detections by the 
cortex-like amygdala are interpreted in the ventral striatum as recommendations in 
favour of general types of behaviour. Such general types could be aggressive, fear-
ful etc. but also increases in the degree of cortical information recording or strategic 
reward behaviours. The dorsal striatum interprets amygdala outputs as recommen-
dations in favour of somewhat more specifi c types of behaviour. The striatum imple-
ments the selection of a behaviour type by increasing the probability of detection of 
frontal cortex receptive fi elds with recommendation strengths of the selected 

  Fig. 8.18    Information model for amygdala and hypothalamus. The cortex-like amygdala receives 
inputs from sensory cortices, frontal cortex and amygdala, and within these inputs detects recep-
tive fi elds which can be interpreted as recommendations in favour of different general types of 
behaviour. The striatal-like amygdala receives receptive fi eld detections from the cortex-like 
amygdala, the sensory cortices, and the hippocampus, and detections of body circumstances from 
the hypothalamus. The striatal-like amygdala interprets these inputs as recommendations in favour 
of different general types of behaviour, determines the most strongly recommended, and imple-
ments that behaviour by outputs targetting the thalamus and hypothalamus. Outputs from the cor-
tex like amygdala can also target the striatum, infl uencing behaviour selections through the 
thalamus. The thalamus can implement behaviours as releases of cortex-like amygdala outputs to 
the frontal cortex and hippocampus       
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behaviour type. This implementation is achieved by release of amygdala receptive 
fi eld detections to the frontal cortex, which reduce the proportion of regular compo-
nents required for detection of the frontal cortex receptive fi elds. The behaviour of 
increasing the degree of information recording in the cortex is implemented by 
release of amygdala receptive fi eld detections to the hippocampal system as dis-
cussed further below.

   For general types of behaviour triggered by more genetically programmed cir-
cumstances or circumstances defi ned largely by information derived from internal 
body status, the striatal-like amygdala receives information from the hypothalamus, 
but also from the sensory cortices and hippocampal system. This information is 
interpreted as recommendations in favour of different general types of behaviour, 
and the striatal-like amygdala determines and implements the most strongly recom-
mended behaviour. Implementation may be by triggering a programmed group of 
behaviours in the hypothalamus (such as the fear or anger response), or by releasing 
cortical information via the thalamus. Note that for the limited range of more genet-
ically programmed behaviours, the more complex basal ganglia structure in not 
used. However, the separation between condition defi nition and detection and 
behaviour selection is maintained. 

 As an example of a more detailed level of description, consider the interactions 
in the rat between cortex, amygdala and hypothalamus in modulating fear behav-
iours by maternal behaviours as discussed in Chap.   6     (see Fig.   6.18    ). Receptive 
fi elds detected in the cortex correlate with circumstances in which fearful behav-
iours are appropriate. These receptive fi elds are communicated to the cortex-like 
amygdala, and contribute to detections of receptive fi elds in the amygdala. These 
amygdala receptive fi elds recommend fearful behaviours into the striatal-like amyg-
dala. Receptive fi elds in the sensory thalamic nuclei correlate with the presence of 
fearful objects and have similar recommendation strengths into the striatal-like 
amygdala. If there is suffi cient total recommendation strength, appropriate behav-
iours (such as cardiovascular and freezing responses) are implemented into the 
brainstem. However, if receptive fi elds correlating with circumstances in which 
behaviours protective of offspring (maternal behaviours) are detected in the prefron-
tal cortex, these receptive fi elds recommend those type of behaviours into the para-
ventricular nucleus of the hypothalamus. If there is suffi cient such recommendation 
strength, excitatory oxytocin outputs from the paraventricular nucleus to the striatal- 
like amygdala inhibit the fear responses, and outputs to the prefrontal cortex increase 
the probability of more detailed recommendations in favour of maternal behaviours. 
Hence freezing behaviour in response to a fearful object becomes less likely and 
some protective behaviour more likely. 

 At a somewhat deeper level of description, oxytocin acts upon G q  type G-protein 
receptors in target neurons, and G q  receptors can increase activation of their target 
neurons by opening voltage dependent calcium channels and closing potassium 
channels. Hence oxytocin neuron activity reduces the thresholds for receptive fi eld 
detection by neurons in the prefrontal cortex recommending maternal behaviours, 
making more recommendation strengths in favour of this type of behaviour avail-
able. Oxytocin neuron activity in the paraventricular nucleus of the hypothalamus. 
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Oxytocin neuron activity increases inhibitive neuron activity in the CeL nucleus of 
the striatal-like amygdala. This increased inhibitive activity reduces outputs from 
the CeM nucleus of the striatal-like amygdala that drive fear responses.  

8.6     Information Model for the Hippocampal System 

 The primary role of the hippocampal system is to manage cortical receptive fi eld 
expansions. Such expansions ensure that at least a minimum number of receptive 
fi eld detections occur in response to every cortical input state, in turn ensuring 
that an adequate range of behavioural recommendations is always available. 
Because there is a degree of novelty in almost every situation, there will generally 
be some degree of receptive fi eld expansion, although in familiar situations it will 
be small. Receptive fi eld expansions are behaviours, and these behaviours must be 
recommended and selected. Unlike motor behaviours, novelty will always result 
in a receptive fi eld expansion behaviour, and the competition process in the basal 
ganglia is therefore not required. However, the selection of information releases 
by the thalamus, the timing of releases by the basal forebrain, and placing general 
behavioural priorities on the degree of expansion by the amygdala and hypothala-
mus are required. 

 Different receptive fi eld detections in the hippocampal system can be under-
stood as recommendations in favour of receptive fi eld expansions by different 
groups of cortical columns. The total recommendation strengths are determined in 
CA3 and the dentate gyrus, modulated by current behavioural priorities in CA2 on 
the basis of recommendation strengths from the supramammillary nucleus. Once 
the selection of the strongest recommendation strengths has been determined, the 
results are released by the septal nuclei to CA1. The CA1 outputs recommend 
receptive fi eld expansions in different large groups of cortical columns, and are 
translated back into more specifi c groups of columns through the subicular com-
plex, the entorhinal cortex and then the perirhinal and parahippocampal cortices. 
Release of outputs at each stage are recommended by different receptive fi eld 
detections and acceptance determined by the anterior thalamic nucleus. Receptive 
fi eld detections by the amygdala recommend increases in the degree of receptive 
fi eld expansion in specifi c cortical areas on the basis of very high behavioural pri-
orities (i.e. strong emotion). Such strong emotion indicates that information about 
the current experience has a higher than average probability of being relevant to 
future behaviour selections. 

 The more detailed information model for the connectivity between the cortex 
and the hippocampus proper is illustrated in Fig.  8.19 . Pyramidal neurons in the 
middle layers of cortical columns provide the inputs to columns in the perirhinal 
and parahippocampal cortices. In these cortices, receptive fi elds correspond with 
groups of columns elsewhere in the cortex that have tended to expand their receptive 
fi elds at the same time in the past. Middle layers of these two cortices provide inputs 
to the entorhinal cortex, where receptive fi elds therefore correspond with groups of 
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groups of columns across the cortex that have tended to expand their receptive fi elds 
at the same time in the past. Outputs from the middle layers of the entorhinal cortex 
provide inputs to CA1, CA3 and the dentate gyrus. Neurons in all three structures 
therefore have receptive fi elds corresponding with the internal activity of very large 
groups of cortical columns that have tended to expand their receptive fi elds at the 
same time. Within the hippocampus proper there is a process to determine if recep-
tive fi eld expansion is required, and the specifi c very large groups of receptive fi elds 
for which expansion is most appropriate. The CA1 pyramidals that produce outputs 
have receptive fi elds corresponding with the selected groups. A CA1 pyramidal 
neuron is connected back to layer VI of the entorhinal cortex columns that defi ne its 
output receptive fi eld. This connectivity drives output activity from the entorhinal 
cortex, with receptive fi eld expansion if required. Entorhinal cortex outputs target 
the perirhinal and parahippocampal columns that defi ne its receptive fi eld, and 
therefore drive output activity from those cortices, again with receptive fi eld expan-
sion if required. The perirhinal and parahippocampal columns target the cortical 

  Fig. 8.19    Information model for reciprocal connectivity between hippocampus proper and cortex. 
In the associated cortices and hippocampus proper, receptive fi elds correspond with groups of 
cortical columns that have tended to expand their receptive fi elds at the same time in the past. The 
receptive fi elds are detected if there is strong internal activity across the corresponding group. 
Within the hippocampus proper there is a competition to determine the groups with the highest 
internal activity, and if there is inadequate column receptive fi eld detections in some cortical areas, 
the columns in those areas with the strongest internal activity but no outputs are targetted for recep-
tive fi eld expansions. This targetting proceeds back through the associated cortices       
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columns that defi ne their receptive fi elds, and drive receptive fi eld expansions in 
those columns. One cortical column may contribute to the receptive fi elds of a num-
ber of parahippocampal and perirhinal cortex columns, one column in these cortices 
may contribute to the receptive fi elds of a number of entorhinal cortex columns, and 
one entorhinal cortex column may contribute to the receptive fi elds of a number of 
CA1 receptive fi elds. Hence the cortical columns that expand their receptive fi elds 
at one point in time will tend to be those that ultimately contribute to the receptive 
fi elds of a number of currently active CA1 pyramidals. The hippocampal system 
outputs thus provide the cortical inputs driving receptive fi eld expansion discussed 
earlier. Furthermore, the receptive fi elds in the entorhinal, parahippocampal and 
perirhinal cortices (the hippocampal cortices) are guided to correspond with groups 
of cortical columns that have expanded their receptive fi elds at similar times in 
the past.

   The information model for the processes within the hippocampus proper is illus-
trated in Fig.  8.20 . Inputs from the entorhinal cortex indicate the degree of internal 
activity in different groups of columns across the cortex. There is a competition 
within the dentate gyrus and CA3 to identify the groups of columns in which there 
is less than the minimum degree of receptive fi eld detection. Once this competition 
is complete, CA3 activates CA1 neurons corresponding with the identifi ed groups, 
and CA1 outputs acting via the hippocampal cortices drive receptive fi eld expan-
sions in cortical columns forming parts of those groups. The CA1 outputs also drive 
receptive fi eld expansions as required in the entorhinal, parahippocampal and 
 perirhinal cortices, updating their receptive fi elds to refl ect the current receptive 
fi eld expansions.

   At a more detailed level within the hippocampus proper, receptive fi elds of 
 granule cells, CA3 pyramidals and CA1 pyramidals are groups of entorhinal cortex 
columns that tend to have past temporally correlated activity. Detection of such a 
receptive fi eld refl ects current simultaneous activity in a large group of cortical col-
umns. However, layer II entorhinal cortex activity refl ects internal activity in the 
group, while layer III activity refl ects internal activity discounted if there is column 
output. This discounting occurs by inhibitive interneurons with inputs from layers 
V/VI pyramidals and outputs to layer III pyramidals. Thus in information terms, the 
degree of activity of layer II entorhinal cortex neurons refl ects the degree of famil-
iarity of current cortical inputs, while activity of layer III refl ects the columns avail-
able for receptive fi eld expansion. Layer II targets CA3 and the dentate gyrus, while 
layer III targets CA1. 

 Granule cells excite CA3 pyramidals with similar receptive fi elds, but via 
 interneurons inhibit CA3 pyramidals with similar receptive fi elds. Hence moderate 
granule cell activity will result in activity of CA3 pyramidals with similar receptive 
fi elds, but strong granule cell activity will suppress such CA3 activity. Dentate gyrus 
receptive fi elds are defi ned on the basis of simultaneous activity with no guidance, 
while CA3 receptive fi elds are defi ned with guidance from granule cells. Hence the 
CA3 receptive fi elds are somewhat more sharply focussed on appropriate groups of 
cortical columns. CA1 receptive fi elds are groups of entorhinal cortex columns that 
tend to have strong layer III activity at the same time. Layer III activity refl ects the 
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presence of strong internal activity but little output activity in the cortical columns 
making up the corresponding group. CA3 pyramidals target CA1 pyramidals with 
receptive fi elds corresponding with similar groups of cortical columns. Because CA3 
activity guides receptive fi eld expansions of CA1 pyramidals, the CA1 receptive 
fi elds tend to be even more sharply focussed than CA3 receptive fi elds on groups of 
cortical columns that have expanded their receptive fi elds at the same time in the 
past. The lack of guidance to dentate gyrus granule cell receptive fi elds means 
that these fi elds may eventually expand excessively, become functionally useless, 

  Fig. 8.20    Information model for the competitive process within the hippocampus proper. 
Entorhinal cortex inputs correlating with internal activity of groups of cortical columns target CA1 
pyramidals, CA3 pyramidals, and dentate gyrus granule cells. Similar neuron receptive fi elds exist 
in all three regions, corresponding with groups of cortical columns that have tended to expand their 
receptive fi elds at similar times in the past. In the dentate gyrus and CA3 there are two positive 
feedback loops. In the dentate gyrus, granule cells excite mossy cells and mossy cells excite gran-
ule cells. Within CA3 there is massive feedback from pyramidal neurons to pyramidal neurons. 
The two positive feedback loops are linked. Pyramidal neurons in CA3 excite mossy cells in the 
dentate gyrus. Granule cells in the dentate gyrus excite pyramidal neurons in CA3, and inhibit CA3 
pyramidals via interneurons, with inhibition much stronger than excitation for signifi cant granule 
cell activity. CA3 pyramidals target CA1 pyramidals, and CA1 pyramidal activity drives receptive 
fi eld expansions across the cortex. If there is little novelty in the input states across all the cortical 
areas, there will be strong activity in all dentate gyrus granule cells. This strong activity will result 
in strong inhibition of CA3 pyramidal activity. With no CA3 activity, there will be no CA1 activity 
and no cortical receptive fi eld expansions. If novelty is present in the inputs to some cortical areas, 
the granule cells that include such areas in their receptive fi elds will have lower activity, allowing 
activity to develop in CA3 pyramidals that include these areas in their receptive fi elds. The devel-
opment of CA3 activity is limited because such activity also excites the dentate gyrus. Hence the 
activity of CA3 pyramidals will be proportional to the degree of novelty in current inputs to corti-
cal areas, and the active CA3 pyramidals will have receptive fi elds that include those areas. This 
CA3 activity drives activity of CA1 pyramidals, and the CA1 activity drives appropriate receptive 
fi eld expansions in the cortex       
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and need to be replaced. For this reason, the dentate gyrus is almost the only place in 
the mammal brain where new neurons are generated in adulthood. 

 If there is little novelty in current cortical inputs, there will be strong internal 
activity across many granule cells, and the inhibition of CA3 pyramidals will be 
very strong and prevent any CA3 output activity. There will therefore be no CA1 
outputs and no receptive fi eld expansions. If there is novelty in some cortical areas, 
some layer II entorhinal inputs will be smaller, and for granule cells with these 
inputs forming their receptive fi elds their activity will be somewhat lower and their 
excitatory effects on their target CA3 pyramidals will be greater than the inhibitory 
effects. Some CA3 pyramidal activity will therefore develop. The positive feedback 
competition within CA3 will result in the strongest activity in a group of CA3 
pyramidals with a consistent set of receptive fi elds. As CA3 activity builds up, exci-
tation of mossy cells will increase granule cell activity, limiting the growth of CA3 
activity. Hence CA3 total activity will be proportional to the degree of novelty in 
current cortical inputs. Once the competition process within CA3 and the dentate 
gyrus is complete, any CA3 pyramidal activity is released to CA1 pyramidals with 
similar receptive fi elds and CA1 activity is generated. 

 The effectiveness of the process for identifying the appropriate cortical columns 
for receptive fi eld expansion depends upon receptive fi elds corresponding with 
groups of columns that have expanded their receptive fi elds at the same time in the 
past. The group receptive fi elds are constantly updated by the process for driving 
expansion in the appropriate columns. As discussed later, these receptive fi elds can 
also be used for indirect activation of cortical information, provided that undesirable 
side effect receptive fi eld expansions are avoided. Such avoidance will depend upon 
using neurons that do not directly drive receptive fi eld expansions, but have similar 
receptive fi elds. 

 The preceding description has some simplifi cations. Information on column out-
puts in addition to internal activity would make the process more effective. One way 
of achieving this would be if some of the layer II/III outputs were inhibited by layer 
V/VI pyramidal activity via interneurons. Some interneurons in layer II/III are 
observed to receive inputs from layers V/VI pyramidals as required by this model. 

 The hippocampal system as a whole includes a number of subcortical structures 
that carry out other supporting information processes, as illustrated in Fig.  8.21 . The 
anterior thalamic nucleus interprets subicular complex outputs as recommendations 
for release of hippocampal outputs to appropriate cortical areas. This nucleus tar-
gets the hippocampal system output structures (CA1, subicular complex and ento-
rhinal cortex) to trigger the appropriate releases by imposing a gamma band 
modulation. The hypothalamus and amygdala manage the relative priority of differ-
ent general types of behaviour. In the context of receptive fi eld expansion behav-
iours, the supramammillary nucleus of the hypothalamus gives priority to receptive 
fi eld expansions in cortical regions that tend to produce recommendations of the 
currently prioritized general type. It performs this function by acting on CA2, a 
special purpose region in the hippocampus proper, to modulate the groups of cor-
tical columns selected for receptive fi eld expansion. The supramammillary 
nucleus also acts directly on the cortex to encourage receptive fi eld expansions in 
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appropriate areas. In situations in which a very high priority is placed on one behaviour 
type, information about the general situation may be particularly important for 
determining behaviour in future situations. There is therefore behavioural value 
in increasing the degree of receptive fi eld expansion in such situations. This func-
tion is performed by the amygdala, acting somewhat later in the output generation 
 process so that its action can be specifi c to outputs affecting specifi c cortical areas. 
If outputs from CA3 to CA1 drove operational CA1 outputs while the competition 
process is still occurring within CA3 and the dentate gyrus, inappropriate receptive 
fi eld expansions would occur. The septal nuclei in the basal forebrain therefore 
receive inputs indicating the status of this competition, and when it resolves the nuclei 
impose a theta band modulation on CA1 outputs which combines with the gamma 
modulation to generate the higher temporal concentrations of action potentials 
required to generate receptive fi eld expansions in their targets.

  Fig. 8.21    Information model for subcortical structures of the hippocampal system. The anterior 
thalamus receives outputs from the subicular complex that recommend releases of hippocampal 
outputs to different cortical areas, selects the most strongly recommended releases and implements 
them by imposing a gamma band modulation. The septal nuclei receive inputs from CA3 correlat-
ing with the state of the competition process in CA3 and the dentate gyrus. When those inputs 
indicate that the competition process is complete, the septal nuclei trigger the full release of CA1 
outputs by imposing a theta band modulation. The mammillary region of the hypothalamus biases 
the competition process in favour of receptive fi eld expansions in cortical areas that tend to recom-
mend the current priority general behavior type. The amygdala imposes enhanced receptive fi eld 
expansions on cortical areas that discriminate between different general situations when very high 
behavioural priorities (i.e. high emotion) exist       
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   At a more detailed level, the neuron level physiological processes in the 
 hippocampal system are similar to those in the cortex that were discussed earlier.  

8.7     Information Model for the Basal Forebrain 

 The basal forebrain manages the relative timing between releases of cortical recep-
tive fi eld detections and other brain events. The clearest example is the management 
of hippocampal releases by the septal nuclei. As discussed in the previous section, 
outputs from the hippocampal system to drive receptive fi eld expansions must not 
occur until the competition to determine the appropriate targets has been completed. 
However, the competition process takes place in many of the same neurons that 
drive those outputs. Hence those neuron outputs, although present, must not be 
allowed to infl uence their targets until the appropriate time. The septal nuclei detect 
the completion of the competition, and impose a theta band modulation on the out-
puts which allows them to infl uence their targets.  

8.8     Information Model for the Cerebellum 

 In many cases, the appropriate response to an environmental situation is a sequence 
of actions that has often been utilized in the same order in the past. To give a simple 
example, consider climbing stairs. Stair climbing requires a sequence of body 
movements: the left leg is lifted and shifted forwards; weight is moved on to the left 
foot; the right leg is lifted and shifted forwards; weight is moved onto the right foot; 
then the sequence repeats. At a more detailed level, this sequence involves a 
sequence of ankle, leg and thigh muscle movements, which must be driven by out-
puts from the brain. These brain outputs must be generated, taking into account 
sensory information. The full process of detecting receptive fi elds in sensory inputs, 
interpreting receptive fi eld detections as behavioural recommendations in the basal 
ganglia, determining the most heavily recommended behaviour, and implementing 
that behaviour by the thalamus releasing the appropriate motor cortex outputs 
requires time. If after the completion of one muscle movement the full process was 
required to determine the next muscle movement, the action selection time would be 
required between each muscle movement. A way to accelerate the implementation 
of previously learned muscle movement sequences would be to record such 
sequences as a single behaviour, and given an initial set of receptive fi eld detections 
interpreted in the basal ganglia as recommending the behaviour sequence, to exe-
cute the sequence without further reference to the basal ganglia. Such an indepen-
dent execution requires a sequence of very specifi c receptive fi elds corresponding 
with the situations at the initiation of each action in the sequence, with detection of 
a receptive fi eld triggering the execution of the next action and perhaps preparatory 
activity for the subsequent actions. Recording sequences in this way could lead to 
faster and more error free execution of such frequently used sequence behaviours. 
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 Cognitive processing also may include frequently utilized sequences of actions, 
but in this case the actions will be information releases between cortical areas. To 
give a simple example, consider fi nding an answer to the written equation 6 + 7. As 
will be discussed in more detail later, the sequence of information process actions 
could include focussing attention on the three visual objects in turn, for each object 
detecting receptive fi elds at a specifi c level of complexity and holding the detections 
active but not interacting. Next, releasing all three sets of receptive fi eld detections 
to other cortical areas and detecting higher complexity receptive fi elds. Finally, 
releasing the higher complexity detections to behaviour selection, biasing the selec-
tion process in favour of a verbal behaviour. If arithmetic has been learned, the 
higher complexity receptive fi elds will have previously acquired recommendation 
strengths in favour of speaking the correct answer. Such sequences of attention, 
cortical information release, and behaviour biasing behaviours could also be 
recorded and therefore made faster and more accurate. 

 The high level information model for the cerebellum performing the information 
processes associated with recording and implementing action sequence behaviours 
is illustrated in Fig.  8.22 . The basal ganglia is the subsystem in which learning of 
the circumstances and order of the actions in a sequence take place. Once such 
learning has occurred, and if the same sequence is utilized repeatedly, the cerebel-
lum takes over routine execution of the sequence. The circumstances in which a 
behaviour sequence is appropriate still result in receptive fi eld detections by the 

  Fig. 8.22    Information model for management of frequently utilized behaviour sequences by the 
cerebellum. Initially, individual behaviours are learned by acquisition of appropriate synaptic rec-
ommendation weights in the basal ganglia and thalamus. Individual behaviours are implemented 
by thalamic release of cortical outputs, to the brainstem nuclei to drive muscle movements in the 
case of motor behaviours, and between cortical areas in the case of cognitive behaviours. If a 
sequence of behaviours occurs frequently, different neurons in a cerebellar component begin to 
target the different thalamic or brainstem nuclei activated to implement each behavior. Other cer-
ebellar neurons develop receptive fi elds within cortical inputs through the pontine nuclei that cor-
respond with the exact circumstances in which each behavior is initiated. The group of cerebellar 
neurons corresponding with the behaviour sequence can then be activated in turn without reference 
back to the basal ganglia after each behaviour. Timing errors in the implementation of each behav-
iour are detected by neurons in the inferior olive, triggering adjustments to the cerebellar receptive 
fi eld that initiates the behaviour       
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cortex. These receptive fi eld detections are interpreted by the basal ganglia as a 
predominant recommendation in favour of an action sequence recorded in the cer-
ebellum, and the receptive fi eld detections also activate the microcomponent in the 
cerebellum corresponding with the sequence. While the sequence is under way, the 
cerebellum tends to inhibit the selection of a different behaviour by the basal gan-
glia, by exciting the striatal indirect pathway projection neurons. However, a high 
enough priority could result in interruption. Learning in the cerebellum is limited to 
speeding up the execution of a previously learned sequence. A huge volume of out-
puts from the cortex target the pontine nuclei, which in turn targets the cerebellum. 
In the cerebellum, extremely complex receptive fi elds constructed from these inputs 
are detected that correspond with the circumstances in which next actions in fre-
quently used sequences must be initiated. The actions are driven directly by cerebel-
lar outputs to the spinal cord, or to the thalamus if the action is a cortical information 
release. In a sequence, the exact timing of the next action is adjusted by the inferior 
olive. This nucleus receives inputs from the spinal cord and cortex carrying infor-
mation on the completion of actions. It also receives inputs from the cerebellum 
when an action is initiated. If the timing of the action is incorrect, it sends signals 
back to the cerebellum to modify the receptive fi eld that triggered initiation of the 
action.

   The information model at a more detailed level for one action sequence behav-
iour is illustrated in Fig.  8.23 . A column of neurons in the inferior olive is connected 
to a group of Purkinje cells, and the Purkinje cells project to a limited number of 
cerebellar nuclei neurons. This set of neurons is called a microcomponent, and 
instantiates the record of one action sequence. A Purkinje neuron corresponds with 
one action in a sequence, and its receptive fi eld corresponds with the exact 
 circumstances in which that action must be initiated. These circumstances are very 
precisely defi ned: one Purkinje can have inputs from 200,000 granule cells, one 
granule cell has inputs from several pontine nuclei neurons. Each pontine nucleus 
projection neuron receives a large number of inputs from the cortex, and ~10 mil-
lion cortical neurons provide inputs to the pontine nuclei. Hence the receptive fi eld 
of a Purkinje is a combination of a very large number of cortical receptive fi elds. 
When a sequence of motor actions is being learned, spinal-cord neurons that trigger 
the required muscle movements are targeted by outputs from the motor cortex. Once 
initial learning of the sequence has been achieved, different excitatory cerebellar 
nuclei neurons begin to target the spinal-cord neurons active at different points in 
the sequence and therefore acquire the ability to drive the different actions. Both 
excitatory and inhibitory cerebellar nuclei neurons acquire receptive fi elds made up 
of pontine nuclei inputs corresponding with the general circumstances in which the 
action sequence is appropriate. A Purkinje neuron acquires a receptive fi eld corre-
sponding with whatever exact combination of cortical receptive fi eld detections 
happens to be present at the instant one action in the sequence is initiated. This 
Purkinje neuron also establishes connectivity to all the cerebellar nuclei neurons 
except the ones corresponding with the same action. Inferior olive neurons receive 
inputs from the spinal-cord that are activated when the circumstances appropriate 
for the completion of one action are present.
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   When the circumstances in which the action sequence is appropriate are present, 
there will be strong activity in the inputs to both the cerebellar cortex granule cells 
and the inhibitory and excitatory projection neurons in the cerebellar nuclei. 
Purkinje cells inhibit all the cerebellar nucleus excitatory neurons in the behavioural 
microcomponent except the neuron corresponding with the same action as the 
Purkinje. Hence the action sequence is implemented by activation of a sequence of 
Purkinje cells which each inhibits all but the currently required action in the 
sequence. The inferior olive neuron corresponding with one action receives excit-
atory inputs from the spinal cord when the correct moment for implementation of its 
corresponding action is reached. If the timing of the action is appropriate, it will 
simultaneously receive inhibitory inputs from the cerebellar nucleus indicating 
implementation of the action. If the timing is incorrect, activation of the inferior 
olive neuron results in LTD of the recent inputs to the corresponding Purkinje 

  Fig. 8.23    Information model for cerebellar management of one action sequence by a microzone. 
Different inhibitory Purkinje cells in the cerebellar cortex develop very complex receptive fi elds 
corresponding with the very specifi c circumstances in which the next behaviour in a sequence 
should be initiated. Different excitatory cerebellar nuclei neurons target the neurons in the brain-
stem or thalamus that drive each behaviour. Suffi cient recommendation strength in favour of the 
sequence into the basal ganglia releases cortical inputs via the pontine nuclei to the excitatory 
cerebellar nuclei neurons, suffi cient to activate them in the absence of Purkinje inputs. The fi rst 
Purkinje is also activated, inhibiting all except the fi rst behaviour. Then the second Purkinje is 
activated, inhibiting all except the second behaviour and so on. Information about the actual imple-
mentation of each behaviour excites the inferior olive neuron targetting the Purkinje neuron cor-
responding with that behaviour. The inferior olive neuron is also inhibited by a cerebellar nucleus 
neuron that fi res when the cerebellar nucleus triggers the behaviour. The behaviour occurred at the 
correct time, the inferior olive neuron does not fi re. It there is a timing error, the inferior olive 
neuron fi res, triggering change to the Purkinje neuron receptive fi eld       
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neuron, slightly modifying its receptive fi eld, guiding it towards an optimum fi eld 
for the precise moment in which the action is appropriate. 

 For some action sequences, one individual action may not always involve acti-
vation of exactly the same spinal cord neurons. In such cases, the cerebellum acts 
upon brainstem nuclei to trigger activation of slightly different combinations of 
spinal cord neurons. If there is even more variation, the cerebellum acts upon the 
thalamus to trigger release of a limited subset of the currently active motor neurons 
in the cortex. The identity of these motor neurons then determines which spinal 
cord neurons are activated. In the case of frequently utilized cognitive behavioral 
action sequences, the cerebellum will generally action upon the thalamus to trigger 
release of the appropriate subset of currently active frontal cortex receptive fi eld 
detections.  

8.9     Information Model for the Neurotransmitter 
Distribution Systems 

 The information model for the locus coeruleus, raphe nuclei, tuberomammillary 
nucleus, midbrain dopamine etc. is that they implement general arousal changes 
that are recommended mainly by receptive fi eld detections in the frontal cortex and 
amygdala. Increased arousal results in stronger cortical outputs recommending 
behaviours. Such stronger outputs can be increased neuron activity in response to 
the same input information and/or reductions in the thresholds for cortical receptive 
fi eld detections resulting in more receptive fi eld detections within the same input 
information. These systems can also regulate the degree and permanence of cortical 
receptive fi eld expansions.  

8.10     Application of Information Models 

 The information models described for the different brain structures are all based on 
the basic condition defi nition/detection and the behavioural recommendation infor-
mation processing types. These types can be used to interpret the functions of ana-
tomical structures, and we have outlined how neurons and neuron connectivity 
implement those functions. In the next chapters we will discuss in more detail how 
this approach can link psychological phenomena to neuron activity via intermediate 
levels of description.   
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                    Memory involves the recording of information about experiences, and accessing that 
information to guide behaviour during later experiences that have some elements of 
similarity with earlier experiences. One new experience may have many different, 
potentially relevant elements of similarity with many past experiences. 

 As discussed in Chap.   2    , there are a number of different types of memory at the 
psychological level of description that can be distinguished from each other on the 
basis of behavioural differences, and observations that damage to certain brain 
structures affects some types of memory but not others. These memory types are 
priming memory, semantic memory, episodic memory, procedural memory, working 
memory and the memory for complex sequences of actions. The differences between 
these memory types can be understood in terms of the differences between the 
information recording and accessing mechanisms utilized. 

 There are three primary physiological mechanisms by which information about 
experiences is recorded in the brain. One is to change (generally expand) receptive 
fi elds instantiated in cortical columns. The second is to modify behavioural recom-
mendation weights instantiated as the synaptic weights of inputs into the striatum 
and thalamus. The third is to record a frequently used sequence of actions, instantiated 
by a group of Purkinje cell receptive fi elds in the cerebellum that correspond with 
the precise circumstances in which each action in the sequence must be initiated. 

 Information recorded in cortical column receptive fi elds can be accessed in various 
ways. In addition to direct detection of a cortical receptive fi eld within current sensory 
inputs, receptive fi elds can be indirectly activated on the basis of various types of 
temporal correlations in the past activity of groups of columns. A column with a 
receptive fi eld that is not directly activated by being present in current sensory 
inputs can be indirectly activated on the basis that it was recently active at the 
same time as a number of currently activated receptive fi elds. Columns can also be 
indirectly activated on the basis of frequent past simultaneous activity or simultaneous 
past receptive fi eld expansion. Each type of indirect activation can also be based on 
past activity of a currently active group of columns just before or just after activity 
of the columns to be activated. There are limits to the number of populations of 
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receptive fi eld detections that can be independently active at the same time in the 
same cortical area. 

 To understand the relationships between these memory phenomena and detailed 
physiology, hierarchies of description are required. In this chapter, such hierarchies 
will fi rst be described for organizing information derived from experience into 
similarity circumstances. Then the process for detecting such circumstances in current 
experience will be described. In these descriptions, elements of higher level pro-
cesses will be described at a more detailed level and so on down to neurochemistry. 
Note that in reality the organisation and detection processes are entangled. Hence 
the two descriptions are emphasizing different aspects of one integrated process. 

 The key information processes supporting priming memory are information 
recording in cortical receptive fi elds and accessing that information on the basis of 
recent simultaneous activity. Semantic memory is supported by information recording 
in cortical receptive fi elds and accessing that information on the basis of frequent 
past simultaneous activity. Episodic memory is supported by information recording 
in cortical receptive fi elds and accessing that information on the basis of past 
simultaneous receptive fi eld expansion. Procedural memory depends upon weight 
changes to corticostriatal synapses. Working memory relates to limits to the number 
of simultaneously active but independent populations of cortical columns in the 
same area, the limits deriving from the use of gamma band frequencies in the atten-
tion function as discussed in this chapter. Action sequence memories are recorded 
and accessed using Purkinje cell receptive fi elds in the cerebellum. 

 Hierarchies of description for semantic, priming, episodic and procedural and 
sequence memory types will be provided in this chapter. The memory phenomena 
will be described fairly completely at high level, with key narrow segments of a 
phenomenon being described at more detailed levels. Descriptions at the very 
detailed levels would be similar to those provided in the organizing and detecting 
similarity circumstances hierarchies. Hence the more detailed levels will be omitted. 
A hierarchy of description for working memory will be discussed in Chap.   10    , after 
discussion of attention with which it shares some critical mechanisms. 

 Although all these types of memory can to some degree be investigated separately 
under laboratory conditions, real world cognitive behaviours are determined by 
current sensory inputs combined with selections from these recorded information 
sources, accessed in various ways. In Chap.   11     we will discuss how to understand 
such real world behaviours. 

9.1     Organisation of Experience into Similarity 
Circumstances 

 In order to use past experience to guide current behaviour, that experience must 
be organised into similarity circumstances. If some circumstance in current experi-
ence is similar to a circumstance that occurred in past experience, that similarity 
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implies that the most appropriate current behaviour may be similar to successful 
behaviours when the circumstance occurred in the past. If a circumstance has often 
occurred in the past and a specifi c behaviour was often selected and successful in 
that circumstance, the probability of that behaviour being successful in future 
occurrences of that circumstance is relatively high. Cortical column receptive 
fi elds correspond with circumstances that have tended to occur in many past 
experiences, and each receptive fi eld can therefore recommend all the behaviours 
which have been successful in such past circumstances. In general, the more often a 
behaviour has been successful the stronger the recommendation. Appropriate 
behaviour can then be determined on the basis of the range of past circumstances 
present in current experience, and the predominant behaviour recommended across 
these circumstances. 

 Cortical column receptive fi elds correspond with different circumstances that 
have occurred a number of times in past experience. Such a receptive fi eld is 
specifi ed by the inputs to the column and a complex integration process by 
which the inputs are combined to determine if neurons in the output layers are 
activated. Different output neurons indicate detection of similar but slightly 
different circumstances. 

9.1.1     Information Basis of Receptive Field Defi nition 

 As discussed in Chap.   7     and illustrated in Fig.   7.10    , a high level description approxi-
mation that is very useful for understanding cognitive processes is to view a cortical 
column receptive fi eld as a large group of conditions, each condition instantiated by 
synapses on one branch of a pyramidal neuron. If a suffi ciently high proportion of 
the conditions is detected, the receptive fi eld of the column is detected. Expansions 
to the receptive fi eld can be viewed as additions of conditions to the group. Additions 
are triggered in a column by an external signal from the hippocampus, provided that 
a signifi cant proportion of the existing conditions are being detected. The added 
conditions must have a degree of similarity to the existing conditions. 

 A complex learning system must heuristically defi ne a range of receptive 
fi elds. One receptive fi eld cannot correspond with all the experiences in which one 
behaviour is appropriate, and no other experiences. In any experience, a subset of 
receptive fi elds will be detected corresponding with the different circumstances 
present in the experience. The requirement for the set of receptive fi elds as a whole 
is that for any two experiences in which different behaviours are appropriate, the 
two subsets of detected receptive fi elds must be signifi cantly different, although 
they may overlap partially. It is also valuable, but not as critical, that for two experi-
ences in which the same behaviour is appropriate, the subsets of detected receptive 
fi elds have signifi cant overlap. If these requirements are met, it is feasible to assign 
recommendation weights in the striatum to receptive fi eld detections in such a way 
that high integrity behavioural selections are possible.  
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9.1.2     Description of Receptive Field Defi nition 
at Cortical Area Level 

 Genetic information can specify the range of complexity of the receptive fi elds in an 
area, and natural selection will result in different areas with good discrimination for 
all the different types of behaviours required. One area will tend to support multiple 
types of behaviour, but for any one type a small group of areas will tend to be 
particularly effective. These areas will have most of the recommendation strengths 
in favour of the type, although other areas may also contribute. 

 An area with receptive fi eld complexities particularly effective for discriminating 
between different types of visual object is illustrated in Fig.  9.1 . Cortical area TE is 
an example of such an area. The process for defi nition of receptive fi elds must result 
in the required type of discrimination. However, the achievement of discrimination 
can only utilize information that is readily available within the brain either from 
natural selection favouring certain types of connectivity or from utilisation of very 
general patterns in receptive fi eld detection. Information only knowable by an external 
designer is not available. There are a number of factors which can be managed to 
increase the probability of achieving high discrimination within these information 
restrictions.  Firstly , certain ranges of receptive fi eld complexities may be particularly 
effective in discriminating between different experiences in which different beha-
viours of a particular type are appropriate. Receptive fi eld complexity includes the 
sources of inputs, the total number of inputs that contribute to one receptive fi eld, 
and the number of inputs that must be present for receptive fi eld detection. Natural 
selection can result in each cortical area being genetically programmed for a beha-
viourally useful range of receptive fi eld complexities. This programming constrains 
the sources of input to each area, the numbers of synapses on neurons in the area, 
and the thresholds for receptive fi eld detection. Genetic bias can also constrain the 
outputs of a cortical area so that they target striatal regions corresponding with the 
behaviours effectively discriminated by that area.  Secondly , natural selection can 
result in the initial sets of inputs to each column within an area being constrained to 
be different, so that the initial receptive fi elds are relatively orthogonal. The require-
ments that receptive fi eld expansions only occur if less than a minimum number of 
fi elds are being detected, and that any one fi eld only expands if a slight expansion is 
suffi cient for detection, contribute to maintaining this orthogonality.  Thirdly , if a 
column detects its receptive fi eld too often, its threshold for detection can be raised. 
In addition, if two columns are generally active at the same time, one could be 
reprogrammed. Reprogramming would involve ensuring that the striatal targets of 
the reprogrammed column are eliminated after fi rst being targetted by the remaining 
column, and then inputs to the reprogrammed column initialized.  Fourthly , as 
illustrated in Fig.  9.1c , if the same group of columns is often active when the same 
behaviour is selected, but that behaviour is sometimes followed by positive conse-
quences, sometimes negative, the implication is that column discrimination is 
inadequate: the same group of columns is being detected in situations in which 
different behaviours are appropriate. If this situation occurs, additional receptive 

9 Memory and the Organisation of Experience



293

fi eld expansion in the future when the same group is active will add receptive fi eld 
detections. Detections will be added until adequate discrimination is achieved, as 
demonstrated by the confl icting consequence feedback no longer occurring.

   Receptive fi eld expansion in a cortical area is critical for selection of future 
behaviours but consumes resources. Hence decisions on such expansions must be 
carefully regulated. For example, if a general type of behaviour has been given priority, 

  Fig. 9.1    Columns activated in the same cortical area in response to different visual circumstances. 
Receptive fi elds do not correspond with cognitive categories, but must discriminate between such 
categories. ( a ) Cortical columns in an area such as TE may detect their receptive fi elds within 
visual objects. A large number of columns may detect their receptive fi elds in response to different 
visual experiences of dogs. Each of these columns will have recommendation strengths in favour 
of dog-appropriate behaviours, but only a small proportion will be detected in response to any 
specifi c visual experience of a dog. Similarly, a large number of columns may detect their receptive 
fi elds in response to cats. In some cases a column may detect its receptive fi eld in response to 
some cats and some dogs, in which case it will have recommendation strengths in favour of both 
cat- and dog-appropriate behaviours. ( b ) In response to a specifi c cat, the predominant recommen-
dation strength across all detected receptive fi elds will be in favour of cat-appropriate behaviours. 
( c ) If some instances of cats resulted in the same columns detecting their receptive fi elds as some 
instances of dogs, discrimination is inadequate. In this situation, detection of the same group 
of receptive fi elds followed by selection of the same behaviour sometimes results in positive 
consequences, sometimes negative. Detection of this situation triggers receptive fi eld expansion 
whenever the same group is active again in the future, leading to greater discrimination between 
the similar circumstances       
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receptive fi eld expansions in areas that are particularly effective in recommending 
that type of behaviour should be favoured. If a recent behaviour is strongly rewarded 
(positively or negatively) then receptive fi eld expansions recording information 
about the circumstances in which the reward occurred should be favoured. If the 
brain is in a state of high arousal, receptive fi eld expansion should be encouraged 
more than in a passive state. Hence outputs from the amygdala and hypothalamus 
indicating general behavioral priorities, from the raphe nuclei and locus coeruleus 
indicating arousal, and from the midbrain dopamine neurons indicating reward can 
be regarded as recommendations in favour of receptive fi eld changes. Depending on 
the information content of these outputs, the recommendations may be targetted 
directly to the cortex, or via different points in the hippocampal system, or both. 

 The length of time for which a change should persist also needs to be carefully 
regulated. Information recording resources are not unlimited, and sometimes there 
can be a high probability that some receptive fi eld changes will not be needed 
beyond a certain period of time. Receptive fi elds that can discriminate between 
circumstances in which long term recording is needed and circumstances in which 
there is a time limit on the value of the information must recommend the persistence 
of any changes. If some receptive fi elds have not been detected for a long period, 
larger changes to such fi elds could be allowed to increase their behavioural value.  

9.1.3     Description of Receptive Field Defi nition 
at Cortical Column Level 

 As illustrated in Fig.  9.2 , the layering of a cortical column supports receptive fi eld 
detections at slightly different levels of complexity but within the same set of column 
inputs, with the different levels being most effective for different information 
purposes. Receptive fi eld detections by neurons in layer V are column receptive 
fi eld detections that have behavioural recommendation weights into subcortical 
structures like the striatum. Receptive fi eld detections by neurons in layer VI are 
column receptive fi eld detections released to other areas where they may be 

  Fig. 9.2    Information roles of column-layers. Successive layers receptive fi elds with slightly 
increasing levels of complexity. Different levels of complexity are most effective for different 
information roles. Layers II/III detect receptive fi elds at a level of complexity effective for manage-
ment of changes to column receptive fi elds. Layers V/VI detect receptive fi elds effective for recom-
mending behaviours and for contributing to more complex receptive fi elds in other areas       
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incorporated into more complex receptive fi elds. They also carry recommendation 
weights in the thalamus in favour of such releases. The slightly different receptive 
fi elds detected by individual neurons in layers V/VI provide more detailed discrimi-
nation within the column receptive fi eld.

   Layers II/III are programmed with somewhat simpler receptive fi elds which may 
sometimes be detected in the absence of any layer V/VI detections. Such a pattern 
of activity indicates that only a relatively slight expansion in the column receptive 
fi eld would be required to achieve detection. Hence layers II/III are used to manage 
receptive fi eld expansions via communication with the hippocampal system. 

 Inputs to one cortical column recommending receptive fi eld expansion can come 
from different sources. Such inputs can come from different columns in the cortices 
of the hippocampal system, corresponding with different groups of cortical columns 
that have expanded their receptive fi elds at the same time in the past. Each such 
input can be regarded as a recommendation in favour of receptive fi eld expan-
sion, with a weight proportional to the strength of the input. The strengths of these 
inputs are modulated by hypothalamus and amygdala inputs to the hippocampal 
system. These hypothalamic and amygdalar inputs can also be regarded as weighted 
recommendations. Inputs can also come directly to a column from the general 
neurotransmitter distribution systems, also recommending receptive fi eld expan-
sions. Hence the occurrence and degree and duration of receptive fi eld expansion in 
a column depends upon the total weight of all the input recommendations in favour 
of such expansion.  

9.1.4     Description of Receptive Field Defi nition 
at Neuron Level 

 The receptive fi eld of a column is the relatively small range of receptive fi elds detected 
by the different pyramidal neurons in its output layers. The receptive fi eld of a 
pyramidal neuron is defi ned by a group of conditions, each condition instantiated by 
a terminal branch on its dendritic tree. The elements defi ning a condition are 
synapses from pyramidal neurons in preceding layers of the column, and neurons 
that are the external inputs to the column. Each synapse has an individual weight, 
and the condition is detected if the total weight of the synapses currently receiving 
action potential inputs exceeds a threshold. Different combinations of active synapses 
may reach this threshold, and the condition corresponding with a branch is therefore 
in fact a combination of very similar conditions. 

 As illustrated in Fig.  9.3 , the receptive fi eld of a neuron can be expanded by 
increases in the weights of the synapses on a branch, addition of zero weight 
synapses to a branch followed by weight increases, or confi guration of a new branch 
with zero weight synapses followed by weight increases. Weight increases are made 
more likely by the activity of inputs from the hippocampal system, and such activity 
is essential for new branches.
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   Increases in synaptic weights only occur if branch activity is followed immediately 
by neuron fi ring, and neuron fi ring only occurs if a number of branches are active. 
Hence receptive fi eld expansion can only occur if a signifi cant number of existing 
branch conditions are being detected. Hippocampal inputs are active only if three 
conditions are met: fi rstly, column receptive fi eld expansion is needed; secondly, the 
column is not already producing an output; and thirdly, there is already signifi cant 
activity in layers II/III of the column. Hence a new condition will be added only if 
that condition just tips the balance for receptive fi eld detection. 

 In addition, pyramidal neurons have inputs from other structures including the 
raphe nucleus, the locus coeruleus and the midbrain dopamine neurons. These 
inputs can be regarded as recommending that synaptic weight changes are retained 
longer term and not allowed to decay.  

9.1.5     Description of Receptive Field Defi nition 
at Dendritic Branch and Synapse Levels 

 The process for adding a new condition is illustrated in Fig.  9.4 . A new branch has 
a group of synapses derived from cortical pyramidal neurons in preceding layers. 
These synapses are silent, in other words they have zero synaptic weight. The branch 
also has synapses from the hippocampal system, and these synapses alone have 
suffi cient weight to activate the branch in the absence of any other inputs. If many 
or all of the cortical inputs are active, the branch will still not be active because the 

  Fig. 9.3    Changes to the conditions detected by a dendrite. ( A ) Branches with zero weight synapses 
from other cortical neurons and strong synapses from the hippocampal system can defi ne a 
new condition by increases in the zero weights. ( B ) A branch with small weight synapses from 
other cortical neurons and strong synapses from the hippocampal system can broaden the range of 
circumstances in which the condition is detected. ( C ) Branches with substantial synaptic weights 
from other cortical neurons may adjust relative weights on the basis of temporally correlated 
activity of the different source neurons       
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synapses are silent. However, suppose that some of those cortical inputs are active 
while the hippocampal inputs are also active. If the neuron fi res shortly afterwards, 
the backpropagating action potential will increase the weights of those recently 
active cortical synapses. The weight increases mean that the branch could be activated 
in the future by these cortical inputs, in the absence of active hippocampal inputs. 
In information terms, a new condition has been programmed on the neuron. The 
weights of the hippocampal inputs do not increase, and once a condition is well 
established they are disconnected. The weights of cortical synapses can continue to 
increase by the same backpropagation based mechanism. New silent synapses from 
additional sources can be added.

   To ensure that the addition of new inputs does not risk too major a change to the 
receptive fi eld, such inputs are selected on the basis that they have often been active 
in the past when the neuron receptive fi eld has been detected. This is achieved 
by REM sleep conducting approximate partial reruns of cortical activity in past 
experiences, with silent synapses established on the basis of frequent simultaneous 
activity of presynaptic and postsynaptic neurons during the rerun. 

  Fig. 9.4    Process for defi nition of a new condition on a dendritic branch. ( a ) The total weight of all 
synapses from other cortical neurons is too low to initiate a dendritic action potential deeper into 
the dendrite, even if all the synapses received action potentials at the same time. ( b ) If the strong 
synapses from the hippocampal system receive action potentials there is enough total input to initiate 
a dendritic action potential. ( c ) If some of the cortical inputs were active at the same time as the 
hippocampal inputs, and if the target neuron fi res shortly afterwards, the backpropagating action 
potential results in increases in the weights of those cortical inputs. These increases mean that the 
branch could contribute to future neuron fi rings in the absence of the hippocampal input. In infor-
mation terms, a new condition has been added to the neuron receptive fi eld       
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 Other circumstances determine the length of time for which receptive fi eld 
expansion is appropriate. These circumstances are detected in the cortex and 
recommend long term changes. These recommendations are received by the general 
neurotransmitter distribution systems, and suffi cient recommendation strength 
triggers cortical release of neurotransmitters like dopamine, serotonin and norepi-
nephrine. These releases can be regarded as recommendations in favour of a range 
of neuron responses including prolongation of the receptive fi eld changes resulting 
from the backpropagation mechanism. 

 The fi ring of the target neuron is also an important recommendation in favour 
of change, communicated by a backpropagating action potential. The weight of 
this recommendation at a specifi c location such as a branch or synapse is propor-
tional to the membrane depolarisation reaching that location as a result of the 
backpropagating potential. A wide range of voltage gated ion channels are needed, 
with varying responses to external neurotransmitters, to ensure that the appro-
priate recommen dation strength reaches each location. For example, backpro-
pagation to reach branches that did not contribute to the neuron fi ring may 
be suppressed to avoid increases to the weights of any of their synapses that 
happened to be active.  

9.1.6     Description of Receptive Field Defi nition 
at Receptor Level 

 Silent synapses have NMDA receptors but not AMPA receptors. A provisional 
branch has silent synapses from the cortex plus hippocampal system synapses with 
AMPA receptors but no NMDA receptors. Opening of AMPA receptors results in an 
Na +  current which depolarises the membrane, and with enough total current across 
the synapses on the branch results in potential injection deeper into the dendrite. 
Opening of NMDA receptors requires both glutamate binding and membrane 
depolarisation. Glutamate binding persists for a short time after glutamate release 
by an incoming action potential, and if a backpropagating action potential occurs 
during that time, the Ca ++  current resulting from NMDA opening triggers addition 
of AMPA receptors to the synapse. Such addition increases the strength of the syn-
apse, but decays over a period of about an hour. Releases of dopamine, serotonin, 
norepinephrine and other neurotransmitters in the vicinity of a synapse and/or 
neuron recommend long term extension of synaptic weight changes. For example, 
suffi cient such recommendation weight results in further chemical processes that 
enlarge the synapses that have been active, making synaptic weight changes more 
permanent. Hence a weight change is determined by a complex combination of inputs 
from many sources, requiring a wide range of neurotransmitters and receptors. Each 
such input is functionally a recommendation in favour of change, and change will 
occur if there is suffi cient total recommendation weight.  
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9.1.7     Description of Receptive Field Defi nition 
at Neurochemical Level 

 As illustrated in Fig.  9.5 , at a more detailed level a behaviour of changing a recep-
tive fi eld is made up of sequences and combinations of neurochemical behaviours. 
These neurochemical behaviours can include transcription of specifi c genes, transport 
of mRNA to specifi c locations, synthesis of specifi c proteins and transport to specifi c 
locations, insertion of new or pre-existing proteins into the membrane, and modifi -
cations to new or pre-existing proteins.

   Releases of neurotransmitters into the extracellular environment can be viewed 
in information terms as conditions that are also recommendations in favour of a 
range of different types of neurochemical behaviours by the neuron. Activations of 
receptors are condition detections that are recommendations in favour of more 
specifi c behaviours of general types. The recommendations are more specifi c 
because they refer to the locations on the neuron where the receptors are located. 
At any point in time, there are very large numbers of recommendations at 
the receptor level, and these recommendations are integrated into predominant 

  Fig. 9.5    Conceptual process for determining synaptic weight changes at neurochemical level. 
External neurotransmitters detected by different membrane receptors can be viewed as different 
condition detections that are also recommendations in favour of different chemical changes in the 
neuron. These condition detections initiate different kinase cascades refl ecting the strengths of the 
receptor recommendations. These recommendations interact a multiple levels, and result in some 
predominant behavioural recommendations for specifi c chemical changes at the levels where these 
changes are initiated. Chemical changes can be initiated by various chemical behaviours including 
ion channel modifi cations, protein synthesis at the synapse from existing RNA, gene transcription, 
or transport of mRNA to a specifi c synapse. The chemical behaviours implemented depend upon 
the total recommendation strengths across current kinase cascades       
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recommendations by many parallel kinase activation cascades. Each kinase activation 
in a cascade can be viewed as a condition detection and also a recommendation. 
Phosphatase activations can generally be viewed as recommendations against 
behaviours. The specifi c behaviours with suffi cient recommendation strengths 
across all current cascades are implemented. 

 For example, multiple different cascades may reach the point at which transcrip-
tion factors or coactivators are activated for a specifi c gene. Each cascade can 
be viewed as recommendation strength in favour of transcription of the gene. 
For strong transcription activity, recommendation strength must be contributed by 
multiple cascades activating a combination of transcription factors and coactivators. 
Such strength could be achieved by different combinations of cascade activity. As a 
result, there will rarely be one kinase which if inactivated will result in termination of 
memory, since any memory process will generally be supported by recommendation 
strengths through multiple kinase cascade routes. 

 Another aspect of the natural selection pressures relevant at this level of detail is 
that “learning” must be possible through random mutation. A mutation could 
have benefi ts to a species, but is also likely to have undesirable side effects. 
If there are multiple paths recommending any neurochemical behaviour, then the 
undesirable side effects of a benefi cial mutation are less likely to be fatal.   

9.2     Detection of Similarity Circumstances 

 A receptive fi eld corresponds with a similarity circumstance and is associated with 
a range of behavioural recommendations. The presence of the similarity circumstance 
in current sensory inputs results in the detection of the receptive fi eld and activates 
those recommendations. Depending on behavioural priorities, the threshold for 
detection of a receptive fi eld (i.e. the proportion of component conditions required 
for detection) and/or the strength of the outputs indicating detection can be adjusted. 
For example, if the brain is at rest, the general threshold for detection of a receptive 
fi eld may be set relatively high. Depending on arousal the threshold can then 
be lowered. The threshold for a receptive fi eld detection can also be modulated more 
specifi cally. If some receptive fi eld has recommendation strengths in favour of a 
general type of behaviour, such a receptive fi eld may have recommendation strengths 
in favour of lowering the threshold for detection of other receptive fi elds that have 
recommendation strengths in favour of specifi c behaviours within the general type. 
These threshold modulations can either be viewed as lowering the  threshold for 
detection of the receptive fi eld or as additional conditions. 

 In addition, there are a number of situations in which the recommendation 
strengths associated with a receptive fi eld may be useful even if it is not present 
within current sensory inputs.  Firstly , if a receptive fi eld has just been detected, 
there may be behavioural value in prolonging the activity indicating the detection, 
making the recommendation strengths available for a little longer. For example, to 
generate an appropriate behaviour in response to a group of objects, detections 
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while one object is the focus of attention may need to be prolonged while the other 
objects become the focus of attention.  Secondly , if a receptive fi eld is not present, 
but was recently present at the same time as a number of currently detected 
receptive fi elds, there may be behavioural value in its indirect activation to make its 
recommendation strengths available.  Thirdly , if a receptive fi eld is not present, but 
has often been present in the past at the same time as a number of currently detected 
receptive fi elds, there can again be behavioural value in its indirect activation to 
make its recommendation strengths available.  Fourthly , if a receptive fi eld is not 
present, but has changed at the same time in the past as a number of receptive fi elds 
that are currently present, its indirect activation may have behavioural value. 

 Activity prolongations and indirect activations would lead to an excessive degree 
of activity if unregulated. They must therefore be behaviours which are recom-
mended with various recommendation strengths by currently active receptive fi elds, 
and implemented if there is suffi cient total strength. These recommendation 
strengths must themselves be managed. If two receptive fi elds have been recently 
active at the same time, their mutual relevance may be high for a short while, but 
declines rapidly with time. Recommendation strengths in favour of indirect activa-
tion could therefore be created reciprocally whenever two circumstances are present 
at the same time, but such recommendation strengths should decay relatively rapidly. 
However, if the simultaneous activity is repeated on a number of occasions, the 
mutual relevance is likely to be higher and recommendation strength decay will be 
slower. The highest probability of mutual relevance will be if the receptive fi elds 
change at the same time, and the associated indirect activation recommendation 
strengths will decay most slowly. If a recommendation strength contributes to an 
accepted indirect activation behaviour which is then followed by positive conse-
quences, the strength will be increased and made less susceptible to decay. 

 Any one receptive fi eld will therefore have varying recommendation strengths in 
favour of indirect activation of a wide range of other receptive fi elds on the basis of 
various temporal correlations in past activity, and consequence feedback following 
actual indirect activation behaviours. Behavioural recommendation strengths in 
favour of activity prolongation will also be modulated by consequence feedback. 

9.2.1     Detection of Receptive Fields at Cortical Area Level 

 Receptive fi elds within a given level of complexity are implemented by the recep-
tive fi elds of cortical columns within an area. There is an optimum number for the 
columns detecting their receptive fi elds at one point in time: below the optimum 
there is not enough range of recommendation strengths for high integrity selection; 
above the optimum the processing resources to determine the most strongly recom-
mended behaviour will be excessive and the discrimination poor. 

 Input to an area can be regarded as recommendation strength in favour of recep-
tive fi eld detection by the area. If total input reaches a minimum level, receptive 
fi eld detection will occur. If the number of receptive fi elds detected is below the 
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minimum, receptive fi eld expansion will take place to reach that minimum. Cross 
inhibition between columns via interneurons prevents levels of detection above the 
optimum by preventing activity in too many layers V/VI. The cross inhibition must 
select the receptive fi elds that most closely refl ect current inputs to the area. Hence 
information about activity in all layers may be relevant, and inhibition between 
multiple layers will be required. Prevention of activity in layers II/III also avoids 
unnecessary activity in the hippocampal system. 

 Thresholds for receptive fi eld detections and/or the strengths of the signals 
indicating detections can be modulated in two ways. One is relatively general 
modulation of arousal across wide regions of the cortex by neurotransmitter distri-
bution systems such as the locus coeruleus, raphe nucleus, and the tuberomammillary 
nucleus of the hypothalamus. A second type of modulation is by the amygdala or 
other hypothalamic nuclei. This modulation is more specifi c, affecting the relative 
probability of detection of receptive fi elds with recommendation strengths in favour 
of different general types of behaviour. Different general types include aggressive, 
fearful, food-seeking, and sexual types.  

9.2.2     Detection of Receptive Fields at Pyramidal Neuron Level 

 The neuron receptive fi eld is defi ned by the group of conditions instantiated on termi-
nal dendritic branches. One condition is defi ned by the group of inputs to the branch 
and their associated weights. A condition is detected if the synapses receiving action 
potentials within a short period of time inject enough postsynaptic potential for the 
branch to inject potential (generally via a calcium action potential) deeper into the 
dendrite. The neuron detects its receptive fi eld if enough branches detect their con-
ditions. In information terms, an input to a branch can be interpreted as a recom-
mendation in favour of detection of the condition, and potential injection by a 
condition as a recommendation in favour of detection of the neuron receptive fi eld. 

 A column can detect its receptive fi eld directly, or indirectly on the basis of past 
temporally correlated activity. If dendritic branches mixed inputs recommending 
both direct and indirect activation, the branch condition could be detected in inap-
propriate situations. If branches recommending direct detection of the receptive 
fi eld could combine with branches recommending indirect activation, the receptive 
fi eld could again be detected in inappropriate circumstances. Hence direct and 
indirect recommendations must be segregated on the neuron. 

 This segregation is achieved by inputs recommending direct detection being 
located on different dendrites from inputs recommending indirect detection. Activity 
will only enter the soma if the total within the dendrite exceeds a threshold. For 
example, inputs from neurons with simpler receptive fi elds contribute to direct 
detection and arrive on basal dendrites. Inputs from neurons with more complex 
receptive fi elds contribute to indirect detection and arrive on apical dendrites. 
Different basal dendrites may add together. Alternatively, some basal dendrites 
could receive inputs from peer receptive fi elds and detect receptive fi elds supporting 
indirect activation on the basis of recent simultaneous activity, as discussed below 
under priming.  
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9.2.3     Detection of Receptive Fields at Dendritic 
Tree and Branch Level 

 A synapse on a branch injects a postsynaptic potential when it receives an incoming 
action potential, this postsynaptic potential being proportional to the weight of the 
synapse. Postsynaptic potentials injected by different synapses diffuse laterally 
within the branch, and combine to reinforce their individual depolarisations of the 
membrane potential. If the total depolarisation at the junction between the branch 
and the dendrite exceeds a threshold, a calcium action potential is initiated in the 
dendrite that propagates towards the soma. This calcium action potential decays as 
it propagates but can combine with the calcium action potentials generated by other 
branches, and if suffi cient branches initiate calcium action potentials within a short 
period of time the calcium action potential reaches the soma and potential propa-
gates towards the axon hillock. 

 General neurotransmitter distribution systems act on cortical pyramidal neurons 
by release of neurotransmitters that modulate the ability of calcium action potentials 
to propagate across the neuron and the ability to generate a second action potential 
soon after another. Hence release of these neurotransmitters reduces the threshold 
for receptive fi eld detection and increases the spike generation rate in response to 
the same degree of condition detection. The amygdala targets dendritic branches 
with additional glutamatergic synapses, and increases the probability of detection of 
individual branch conditions.  

9.2.4     Detection of Receptive Fields at the Neurochemical Level 

 Injection of postsynaptic potential occurs by opening of AMPA Na +  channels 
triggered by binding to the glutamate released by the incoming action potential. 
Diffusion of the Na +  ions laterally carries the membrane depolarisation towards 
other synapses. A concentration of voltage gated Ca ++  channels is located at the 
junction of the branch with the dendrite, and if the membrane depolarisation reaches 
the threshold for opening these channels, a calcium action potential is initiated and 
propagates along a path defi ned by a somewhat lower concentration of Ca ++  channels. 
The lower concentration means that the action potential decays before reaching the 
soma unless reinforced by action potentials initiated by other branches. The concen-
trations of Ca ++  voltage gated ion channels thus defi nes the algorithm by which 
branch conditions are integrated into the neuron receptive fi eld. This integration 
algorithm could also be evolved heuristically. 

 One action of neurotransmitters like norepinephrine (released by the locus 
coeruleus) and serotonin (released by the raphe nuclei) is to change the opening 
probability of some types of voltage gated potassium channels. These channels are 
responsible for the hyperpolarisation following an action potential that reduces the 
probability of an immediately following action potential. These neurotrans-
mitters can therefore increase their target neuron fi ring rates. In addition, these 
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neurotransmitters can act on voltage gated calcium channels, and may therefore 
affect the probability of propagation of calcium action potentials that integrate 
branch condition detections. 

 Note that the calcium ions released to propagate the action potentials must be 
segregated from the calcium ions released by NMDA channels that recommend 
synaptic weight changes. 

 The wide range of different types of neurotransmitter receptors and voltage gated 
ion channels makes very complex integration algorithms possible. However, each 
detailed chemical process can be regarded as detecting a condition that recommends 
a range of other chemical processes. At a higher level, combinations of such pro-
cesses can be effectively approximated as detections of conditions that are complex 
combinations of the detailed conditions. These higher level conditions recommend 
neuron level condition detections and changes.   

9.3     Semantic Memory 

 A characteristic example of semantic memory is that when the name of an object is 
heard, it is possible to describe the visual and other characteristics of the object. 
Thus hearing the word “bird” makes it possible to describe the appearance of a bird, 
including wings, two legs, beak and feathers. Furthermore, when an object is seen, 
it is possible to speak the name of the category to which the object belongs. Thus 
seeing a typical bird makes it possible to say “that is a bird”. 

 An interesting semantic memory phenomenon is that when subjects are shown 
visual images of objects, and simultaneously asked if the object belongs to a spe-
cifi c category, the time taken to generate a response varies depending on how typical 
the object is of the category. Thus if a subject is shown a typical bird, and asked if it 
is a bird, the correct positive response comes within a characteristic response time. 
If shown a cat image, and asked if it is a bird, the correct negative response comes 
within the same response time. However, if shown an atypical bird (such as an 
ostrich or penguin), the correct positive response requires a slightly longer time. 

 In the following sections key processes in the cortex for semantic memory will 
be described at increasing levels of detail. Semantic memory also requires processes 
in the basal ganglia, thalamus, cerebellum etc., but these processes will not be dis-
cussed. Under episodic memory the approach to developing descriptions of detailed 
processes in these other structures will be provided. 

9.3.1     Description of Semantic Memory 
at the Level of Cortical Areas 

 As illustrated in Fig.  9.6 , visual inputs are processed through a succession of areas 
detecting receptive fi elds at increasing levels of complexity. Receptive fi elds in area 
TE, and less so in V4, are effective for discrimination between types of visual 
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object. Receptive fi elds in V4, and less so in TE, are effective for discrimination 
between features of visual objects. Auditory inputs are processed through primary 
and association areas, and receptive fi elds in some association areas are effective for 
discriminating between different spoken words. Cortical column receptive fi elds 
corresponding with groups of columns in visual areas that are often active at the 
same time are located in areas in the left inferior frontal gyrus, along with receptive 
fi elds corresponding with groups of auditory columns often active at the same time. 
Other receptive fi elds located in the fusiform gyrus detect the relative activity of 
different populations of columns within one visual area.

   Experience results in the defi nition of receptive fi elds that discriminate between 
different circumstances. Consider the receptive fi elds defi ned as a result of visual 
experiences including different birds. A cortical area such as TE with receptive fi eld 
complexities effective for discriminating between different types of visual objects 
is illustrated in Fig.  9.7a . A cortical area able to discriminate between auditory 
experiences of different words is also illustrated. Many different columns detect 
their receptive fi elds in visual experiences of birds. However, as illustrated in 
Fig.  9.7b , only a small subset of these columns is detected in response to any one 

  Fig. 9.6    Information model for cortical areas supporting some semantic memory tasks. Receptive 
fi elds in visual areas like TE discriminate between visual perceptions of different categories of 
objects. Receptive fi elds in auditory association areas discriminate between hearings of different 
words. Receptive fi elds in the left inferior frontal gyrus correspond with groups of columns in 
visual areas or in auditory areas that are often active at the same time, and recommend indirect 
activation of columns in the other sensory mode that are often active when they are active. These 
columns perform processes needed for semantic linking of visual and auditory experiences. 
When two populations of columns are simultaneously active in one area, receptive fi elds within 
the fusiform gyrus discriminate between situations in which the two populations contain many of 
the same columns and situations in which the populations are quite different. These columns 
perform processes needed for typicality judgements       
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  Fig. 9.7    Experiences and column activations in one visual and one auditory cortical area that 
result in acquisition and expression of semantic memory. ( a ) In a visual area like TE that is able to 
discriminate between different categories of visual objects, many different columns can detect 
their receptive fi elds in an object of any one category. The columns that could sometimes detect 
their receptive fi elds in response to seeing instances of the category BIRD are  shaded . However, 
only a small subset of these columns will detect their receptive fi elds in any one instance of the 
category. Similarly, many different columns in an auditory association area can detect their 
receptive fi elds in a hearing of a particular word. The columns that could sometimes detect their 
receptive fi elds in response to hearing different instances of the word “BIRD” are  shaded . Only 
a small subset of these columns will detect their receptive fi elds in any one hearing of the word. 
( b ) When different instances of birds are seen, different subsets of visual columns detect their 
receptive fi elds. When different instances of the word “bird” are heard at the same time, different 
subsets of auditory columns detect their receptive fi elds. Because there are some visual similarities 
between birds, some visual columns are activated relatively frequently, but not always. Because 
there are some auditory similarities between different hearings of the word “bird”, some auditory 
columns are activated relatively frequently, but not always. These columns are indicated by the 
 dark shaded rectangles . Hence there is a subset of the auditory columns that is often active at the 
same time as a subset of the visual columns, indicated by the  arrows . Typical visual bird experiences 
will tend to result in detection of a signifi cant proportion of the visual subset, and typical hearings 
of the word “bird” a signifi cant proportion of the auditory subset. ( c ) An atypical bird will activate 
a small proportion of the frequently active subset. However, some of the other columns activated 
in response to the atypical bird will have often been detected in viewings of more typical birds, as 
indicated by the  light shaded rectangles . These atypical bird columns will therefore tend to have 
been active in the past at the same time as the typical bird columns. Second order information is 
therefore available to tie the atypical bird to the category       
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bird experience, and the subset is different for different birds. As also illustrated in 
Fig.  9.7b , because of the visual similarities between birds, some columns tend to be 
detected relatively often (but not always) across different bird instances. Similarly, 
across different experiences of hearing the word “bird” there is a set of columns that 
are sometimes activated: a different subset is detected in response to each experience 
of hearing the word, and because of auditory similarities there are some auditory 
columns detected relatively frequently in response to hearing the word “bird”.

   If the word “bird” is often heard at the same time as a visual bird is seen, there 
will be a group of visual columns often active at the same time as a group of 
auditory columns. On the basis of frequent past simultaneous activity, the auditory 
columns will therefore acquire recommendation strengths in favour of indirect 
activation of the visual columns, and vice versa. Hence hearing the word “bird” will 
activate auditory columns, and these columns will indirectly activate visual columns 
often active in the past at the same time as the auditory columns, creating a pseudo-
visual image of a bird that is a weighted average of past visual bird experiences in 
which birds have been seen and the word has been heard. Conversely, the frequently 
active visual columns will acquire recommendation strengths in favour of beha-
viours like saying “that is a bird”. When a typical bird is seen, a signifi cant propor-
tion of these visual columns will be activated, and such behaviours will be strongly 
recommended. 

 When different instances of the same category are seen, or the same instance is 
seen on different occasions, in different postures, or viewed from different angles, 
the visual columns activated in areas like V1 and V2 will be completely different, 
and only similar in higher areas like TE. Hence visual column groups defi ned in the 
left inferior frontal gyrus will tend to include TE columns but fewer V4 columns 
and few V1 and V2 columns. This tendency will be reinforced by a genetic bias on 
connectivity, for example favouring indirect activation connectivity from the left 
inferior frontal gyrus to TE. As a result, the pseudoimage activated by hearing a 
word will include few of the columns that are activated in the earlier visual areas in 
response to a direct visual experience. In other words, the semantic memory will not 
be a visual hallucination. 

 Once visual columns in TE have been activated in response to the word these 
columns can, via the left inferior frontal gyrus, activate columns in V4 and TE on 
the basis of frequent past simultaneous activity. Because bird features like wings, 
feathers etc. have often been present at the same time as birds, the secondary indirect 
activation contains columns often active in the past when different features have been 
present. The secondary activation population will therefore have recommendation 
strengths in favour, for example, of naming those features. 

 In the response time task described earlier, subjects are shown an image and 
asked “is this a bird?” and the time to come up with a response measured. The image 
directly activates a population of columns in the cortical area that discriminates 
between types of object. However, the columns activated in response to hearing 
the word “bird” indirectly activates columns in the same area. As illustrated in 
Fig.  9.8 , if the image is a typical member of the category, there will substantial 
overlap between the directly and indirectly activated columns in TE. Receptive 
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fi elds perhaps located in the fusiform gyrus can detect the degree of overlap and 
 recommend saying “yes”. If the image is a clear non-member of the category, recep-
tive fi elds detecting the very small overlap can recommend saying “no”.

   If an atypical bird such as an ostrich is seen, the overlap may be intermediate and 
the total recommendation strength in favour of either verbal response may be too 
small to generate an immediate speech behaviour. However, as illustrated in 
Fig.  9.7c , some of the columns activated in response to seeing the ostrich that are 
not among the columns often active in the past in response to birds may nevertheless 
have been active in the past in response to some more typical birds. In information 
terms, these columns correspond with circumstances that occur less frequently 
when birds are seen. Because birds have been seen many times, these less frequently 
active columns have been active in the past relatively often when the more fre-
quently active columns were also active. Hence these less frequently active columns 
have some recommendation strengths in favour of indirect activation of the more 
frequently active columns. Acceptance of these recommendation strengths will 
expand the overlap between the directly and indirectly activated visual column pop-
ulations, generating adequate recommendation strength in favour of the appropriate 
response, but with a slight time delay to allow the extra indirect activation step. 

 An interesting sub-phenomenon of semantic memory is the “tip-of-the tongue” 
experience. Here, the active column population does not have quite enough total 
recommendation strength to achieve speaking a word. However, a signifi cant subset 
of the relevant population and its recommendation strengths are activated. This sub-
set may have suffi cient total recommendation strength in favour of speaking the fi rst 
syllable, or an approximate synonym of the target word. 

 Another sub-phenomenon is the generation of words from a target, such as 
thinking of fi ve letter words beginning with the letter M. In this case, a column 

  Fig. 9.8    Generating a response to the question “Is this a bird” by column activation typicality 
determination. A population of columns is directly activated at some phase of frequency modula-
tion in area TE in response to the visual input. Another population is indirectly activated in TE at 
a different phase of frequency modulation in response to hearing the word bird. Outputs from both 
populations are synchronized and released to an area of the fusiform gyrus with receptive fi elds 
able to discriminate between situations in which there is high overlap between the columns in the 
two populations, and situations with low overlap. These fusiform gyrus columns can therefore 
recommend different behaviours such as saying “yes” or “no”       
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population is activated on the basis of frequent past simultaneous activity from 
the inputs “M” and “fi ve letters”. This population then drives other populations 
on the basis of frequent past simultaneous activity, some of which are suffi ciently 
close to the populations activated in response to such a word that they have a 
predominant recommendation strength in favour of speaking the word.  

9.3.2     Description of Semantic Memory at the Level 
of Cortical Column Receptive Fields 

 The receptive fi elds in the left inferior frontal gyrus are not cognitively unambiguous. 
In other words, one such receptive fi eld will not correspond with the group of visual 
columns often active at the same time when one type of visual object is seen. Rather, 
as illustrated in Fig.   7.15    , different groups of auditory association columns often 
active at the same time will defi ne column receptive fi elds in the left inferior frontal 
gyrus. A column in the left inferior frontal gyrus will target a range of visual asso-
ciation columns that have tended to be active when it has also been active. 

 The intermediate receptive fi elds provide a number of advantages. Firstly, the 
volume of connectivity is less than would be required for direct connectivity from 
the auditory association to the visual association area. Secondly, connectivity via 
the left inferior frontal gyrus allows two management stages in the selection of 
an indirect activation behaviour. This two stage management is also illustrated in 
Fig.   7.15    . Column outputs from the auditory association area have recommendation 
strengths into a component in the striatum corresponding with the behaviour of 
releasing auditory association outputs to the left inferior frontal gyrus. Other corti-
cal areas may also have recommendation strengths of this type. If the total of such 
recommendation strengths is predominant, the outputs are released and columns in 
the left inferior frontal gyrus detect receptive fi elds. These left inferior frontal gyrus 
fi elds have recommendation strengths in favour of their own release to the visual 
association area. Again, other cortical areas may have such recommendation 
strengths. Hence the semantic memory behaviour must compete with alternative 
behaviours that are also appropriate in current circumstances. 

 Receptive fi elds required to support discrimination between category members 
and non-members are illustrated in Fig.  9.9 . If an instance is a member of the 
category, the columns directly activated in TE by viewing that instance overlap with 
the columns indirectly activated by hearing the category name. For a non-member 
the overlap is small. Columns located in the fusiform gyrus have some receptive 
fi elds that are detected in response to strong average activity by a small group of TE 
columns, other receptive fi elds that are detected in response to weaker average 
activity by a larger group of TE columns. These columns can therefore discriminate 
between category members and non-members, and acquire appropriate recommen-
dation strengths such as saying “yes” or “no” in response to category membership 
questions.
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9.3.3        Description of Semantic Memory 
at the Level of Neuron Receptive Fields 

 A neuron within a visual association area cortical column may be activated either by 
inputs from an earlier visual area or by inputs from the left inferior frontal gyrus. 
However, if the neuron was receiving a relatively small number of active inputs from 
each of the two sources, detection of either receptive fi eld would be inappropriate. 
Hence inputs from the two sources must be segregated and integrated separately as 
illustrated in Fig.  9.10 . Inputs derived from earlier visual areas target the basal 
dendrites, while inputs from the left inferior frontal gyrus target the apical dendrite.

   The apical dendrite receptive fi eld is defi ned by a set of conditions instantiated 
by terminal branches of the dendrite. A condition is made up of a group of inputs 
from the left inferior frontal gyrus, each input having an individual synaptic weight. 
A branch may instantiate a range of conditions if activity by different subsets of the 
inputs can all result in injection of potential from the branch deeper into the dendrite. 
This range can be extended by individual synaptic weight increases. Alternatively, a 
new condition can be added if the weights of all recently active synapses to a branch 
with very low or zero weight inputs are increased. Such changes to branches expand 
the apical dendrite receptive fi eld. 

  Fig. 9.9    Receptive fi eld defi nitions to allow category typicality discriminations. Some columns in 
the fusiform gyrus have receptive fi elds that are detected in response to inputs from many different 
TE columns. Others have receptive fi elds detected in response to stronger inputs from fewer different 
TE columns. Two populations of receptive fi eld detections are established in TE at different phases 
of frequency modulation, in response to direct visual inputs and indirect activation in response to 
auditory inputs. TE outputs from the two populations are brought into the same phase of frequency 
modulation for release to the fusiform gyrus area. Different fusiform gyrus columns will tend to be 
activated if the populations overlap or do not overlap, corresponding with category members and 
non members       
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 When left inferior frontal gyrus outputs are released to the visual association area, 
they drive receptive fi eld detections. If there is less than a minimum number of such 
detections, the hippocampus drives receptive fi eld expansions. Receptive fi eld expan-
sion can only occur if a signifi cant proportion of existing conditions are already being 
detected. Hence expansion proceeds by increases in the synaptic weights inputs that 
are active at the same time as a signifi cant number of other inputs. The synaptic weight 
of an input will be greater the more often it is active when the neuron fi res. Hence the 
apical dendrite receptive fi eld tends towards a group of left inferior frontal gyrus 
columns that are often active at the same time. Limits to synaptic weights prevent one 
input from becoming too predominant in the receptive fi eld defi nition. 

 Similarly, typicality discrimination receptive fi elds in the fusiform gyrus develop 
on the basis of genetically defi ned bias on their initial connectivity and development 
on the basis of correlated activity.  

9.3.4     Description of Semantic Memory 
at the Level of Neuron Chemistry 

 The fi ring of a neuron generates a backpropagating action potential which can 
increase the weights of recently active synapses in recently active branches. If a 
branch has recently been active, the backpropagating action potential reaches the 
branch. Recently active synapses on the branch have NMDA channels bound with 

  Fig. 9.10    Separate receptive fi elds for direct and indirect detections. Inputs from senses or from 
simpler monomodal or polymodal receptive fi elds are received on the basal dendrites. Inputs from 
(generally higher complexity) receptive fi elds corresponding with circumstances in which the 
direct receptive fi eld should be indirectly activated on the basis of temporal correlations in past 
activity are received on the apical dendrite. Separate integration means that the chance of inap-
propriate neuron outputs based on partial receptive fi eld detections is reduced       

 

9.3  Semantic Memory



312

glutamate released during the synaptic activation. The backpropagating action 
potential triggers opening of any glutamate bound NMDA ion channels, passing a 
calcium current. This calcium current triggers a cascade of chemical reactions 
leading to an increase in AMPA receptors in the synapse. This increase instantiates 
an increase in synaptic weight.   

9.4     Priming Memory 

 A characteristic example of priming memory is the experiment in which subjects 
are shown a sequence of visual images of words or objects, each image shown very 
briefl y (<100 ms) and followed by a masking pattern to prevent retinal afterimages. 
Subjects are asked to name each image. Priming memory is revealed by the observa-
tion that although the success rate for accurate naming is low, it is signifi cantly 
increased for a repetition of an image seen earlier in the sequence. 

9.4.1     Description of Priming Memory 
at the Level of Cortical Areas 

 The mechanism supporting priming memory is illustrated at the cortical area level 
in Fig.  9.11 . The column activation for a normal viewing of an image is shown in 
Fig.  9.11a . These columns have a strong total recommendation strength in favour of 
correctly naming the object. The column activations for the fi rst and second brief 
viewings are shown in Fig.  9.11b . Because of its brevity, the fi rst viewing directly 
activates only a subset of the columns activated by a normal viewing. This subset 
typically does not have an adequate total recommendation strength in favour of cor-
rect naming. For a period of time after the fi rst viewing, the activated columns have 
recommendation strengths in favour of indirectly activating each other on the basis 
of recent simultaneous activity. The second brief viewing activates another subset 
which could be different from but partially overlap with the fi rst. If there is overlap, 
the columns activated in both the fi rst and second viewings have recommendation 
strengths during the second viewing in favour of indirectly activating the rest of the 
columns activated in the fi rst viewing. The combination of directly and indirectly 
activated columns following the second viewing is more likely to have suffi cient 
recommendation strength to correctly name the image.

9.4.2        Description of Priming Memory 
at the Level of Neuron Receptive Fields 

 One behavioural value of priming memory is to construct an appropriate beha-
vioural response to an object that is glimpsed partially several times in a brief period 
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of time. Indirect activation on the basis of recent simultaneous activity is therefore 
valuable within visual processing areas. Because the value lies in rapid enhancement 
to immediate perception, such indirect activations can be applied immediately with-
out the need for selection through the basal ganglia. Because the recommendation 
strengths are required rapidly and are only relevant short term, there is little value in 
creation of column receptive fi elds in a separate area. Connectivity to support such 
indirect activation can therefore be expected to be within visual areas such as V2, 
V4 and TE. 

 Priming memory can then be implemented by lateral connectivity between neu-
rons in different columns of the same area. Such lateral connectivity could target 
basal dendrites. This lateral connectivity has very low synaptic weights which are 

  Fig. 9.11    Column activations in an area such as TE in response to the different possible visual 
experiences relevant to priming memory. ( a ) In a normal viewing of an object, a set of columns 
detect their receptive fi elds, and this set has a predominant recommendation strength in favour of 
behaviours appropriate to the object, such as naming it. ( b ) When the same object is viewed briefl y 
with masking, the small amount of relevant visual input means that the group of activated columns 
is only a small proportion of the columns activated by a regular viewing. These columns will 
generally have too little total recommendation strength to speak the name. When the same object 
is viewed shortly afterwards, there may be some overlap between the two small groups. If such an 
overlap is present, active columns in the second group that were also active in the fi rst group will 
have recommendation strengths in favour of indirect activation of the other columns in the fi rst 
group. These recommendation strengths will increase the proportion of normal viewing columns 
that are active, increasing the available appropriate speech recommendation strength, and increasing 
the probability of a correct response       
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briefl y increased following correlated activity. Inputs supporting indirect activation 
on the basis of recent simultaneous activity could be widely distributed on the 
basal dendrites.  

9.4.3     Description of Priming Memory 
at the Level of Neuron Chemistry 

 In their long term state, synapses supporting indirect activation on the basis of 
recent simultaneous activity have NMDA receptors but few AMPA receptors. 
Simultaneous activity of source and target neuron results in addition of AMPA 
receptors which increase the synaptic weight. However, there are no dopaminergic 
synapses located nearby, and the additional AMPA receptors will therefore be 
removed with a decay time of the order of an hour.   

9.5     Episodic Memory 

 Episodic memory is the ability to recall specifi c events that occurred at a particular 
point in time. Such recall can be triggered by words providing an indication of an 
event (e.g. “what happened at the party yesterday?”), or by other cues such a smell. 
Once recalled there is an ability to describe what happened during the event, including 
self actions and feelings. 

9.5.1     Description of Episodic Memory at the Level of Major 
Anatomical Structures 

 The anatomical architecture for episodic memory recall is illustrated in Fig.  9.12 . 
Visual experience results in receptive fi eld detections in a succession of cortical 
areas at increasing receptive fi eld complexities. In area TE, receptive fi elds are 
effective for discriminating between different types of object. In the posterior pari-
etal areas, receptive fi elds combine receptive fi eld detections within multiple objects 
and are able to discriminate between different types of groups of objects [ 934 ]. A 
simple example of different types of groups of objects might be two people who 
could be discussing, arguing, cooperating in a task, playing a game, fi ghting, or one 
chasing the other. Yet more complex receptive fi elds combining receptive fi eld 
detections within groups of objects discriminate between different types of groups 
of groups or complex scenes. Many cortical areas may be required detect receptive 
fi elds in ranges of complexity able to make behaviourally useful discriminations 
between different scenes, and these receptive fi elds will incorporate information 
derived from multiple senses. These multiple areas are simplifi ed in Fig.  9.12  into 
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three areas. The symbol  ≈  is used to indicate  effective discrimination between , and 
the functional roles of the three areas are  ≈objects ,  ≈groups of objects  and  ≈groups 
of groups .

   Receptive fi eld expansions occur whenever there is a degree of novelty in current 
experience. In the brain, novelty is defi ned such that there is some degree of recep-
tive fi eld expansion in response to almost every experience, although the degree will 
be much greater for some experiences. The process for receptive fi eld expansion 
generates receptive fi elds in the hippocampal system able to discriminate between 
different groups of columns across the cortex that expanded their receptive fi elds at 

  Fig. 9.12    Information model for episodic memory at the level of major anatomical structures. 
Within visual inputs, receptive fi elds are defi ned and detected in different areas that are able to 
discriminate between (≈) different objects, groups of objects and groups of groups. Within audi-
tory inputs, receptive fi elds are defi ned and detected that are able to discriminate between different 
words. Receptive fi elds in the left inferior frontal gyrus correlate with groups of columns in other 
areas that have often been active at the same time in the past. Receptive fi elds in different parts of 
the hippocampal system correlate with groups of cortical columns that have tended to expand their 
receptive fi elds at the same time in the past. The basal ganglia receive inputs of receptive fi eld 
detections from cortical areas and interpret each detection as a recommendation in favour of many 
different behaviours, determining and implementing the most strongly recommended behaviour. 
The most appropriate detailed cortical information release to implement the behaviour is deter-
mined and carried out by the thalamus. Frequently used sequences of attention, indirect activation, 
speech and reward behaviours are captured by the cerebellum and after initiation by the basal 
ganglia require no further intervention by that structure       
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similar times in the past ( ≈simultaneous receptive fi eld expansions ). As discussed 
under semantic memory, there are also  ≈frequent past simultaneous activity  
receptive fi elds in the left inferior frontal gyrus and  ≈words  receptive fi elds in the 
auditory association cortex. 

 Consider now the way in which a response to the verbal input “What do you 
remember about Mark’s party at the lodge?”. During the party there will have been 
receptive fi eld detections including some receptive fi eld expansions in the sensory 
processing areas. A pattern of such activation is conceptually illustrated in Fig.  9.13a . 
The verbal request for recall results in receptive fi eld detections in the auditory 
association cortex, which via the left inferior frontal gyrus activate columns in 
the  ≈visual objects  area. Several separate populations corresponding with “Mark”, 
“party” and “lodge” are activated, which in combination drive receptive fi eld 
detections in the  ≈group of groups  area. The pattern of activation following hearing 
these words in illustrated in Fig.  9.13b . Because the words relate to the party, some 
of the indirectly activated columns will be columns also active during the party 
experience and a proportion will have expanded their receptive fi elds during the 
experience, but the overlap will be relatively small.

   However, each of these columns will have recommendation strengths in favour 
of indirect activation of other columns in the same and other areas on the basis of 
simultaneous past receptive fi eld expansion. Such recommendation strengths for 
one column are conceptually illustrated in Fig.  9.13c . If such recommendation 
strengths are accepted, a secondary indirectly activated column population will 
develop. This secondary population will contain a higher proportion of columns that 
expanded their receptive fi elds at the same time in the past. Because of the selection 
of the words in the verbal input, the overlap with the population active during the 
original experience will be larger. Columns in the secondary population will also 
possess recommendation strengths in favour of indirect activation on the basis of 
past simultaneous receptive fi eld expansion, and use of such recommendation 
strengths can lead to a tertiary population with even greater overlap with the popula-
tion active during the original experience, and so on. Activation of the columns 
detected during the original experience will be experienced as a re- experience, but 
without receptive fi eld detections close to sensory inputs (i.e. not a visual halluci-
nation). The recommendation strengths of the indirectly activated columns include 
speech recommendations, making it possible to describe the original experience in 
a manner similar to how it would have been described at the time. 

 Accessing an episodic memory therefore requires a sequence of behaviours. 
Firstly, the words must drive populations of indirect column activations at the
 ≈objects level . Secondly, the populations generated by different words must 
be combined to activate a population at the  ≈groups of objects  level. Thirdly, the 
populations at the  ≈objects  and  ≈group of objects  levels must drive activation of a 
secondary population on the basis of simultaneous past receptive fi eld expansion. 
This secondary population may be located in all three levels. Fourthly, perhaps the 
secondary population must drive a tertiary population on the same basis, and further 
populations. Fifthly, the recommendation strengths of the fi nal population in favour 
of speech behaviours must be accepted. 
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 For a successful episodic memory retrieval, at each stage in the sequence the 
predominant recommendation strength must be in favour of the appropriate next 
behaviour. As illustrated in Fig.  9.12 , different components in the basal ganglia 
correspond with different types of behaviour including motor, speech, and various 
indirect activation behaviours. Outputs from the different cortical areas may have 
different recommendation strengths in favour of any or all of these types of beha-
viour. The selected behaviour is implemented by the thalamus releasing the 
outputs of selected cortical areas to selected targets. 

 Consider how such a behaviour sequence could be learned. A small child is asked 
by a parent “Do you remember what you did this morning?”. The child’s brain has 

  Fig. 9.13    Cortical area and column level information model for recording and accessing an 
episodic memory. ( a ) During the original experience of an event there will generally be some 
degree of novelty. As a result, there will be a degree of receptive fi eld expansion, typically greatest 
at the  ≈groups of groups of objects  level, less at the  ≈groups of objects level , and least at the ≈visual 
objects level. ( b ) When words are heard later, they tend to indirectly activate columns in those 
same visual areas on the basis of frequent simultaneous past activity. If the words have any 
relationships with the original experience, a few of the columns activated during that experience 
will be included. ( c ) The columns indirectly activated in ( b ) will have recommendation strengths 
in favour of indirect activation on the basis of past simultaneous receptive fi eld expansion. If a bias 
is placed on this type of behaviour, a secondary indirectly activated column population will develop 
which will tend to be more consistent on the basis of past simultaneous receptive fi eld expansion. 
Another stage of indirect activation on the same basis will result in a tertiary population highly 
consistent on that basis. With appropriate choice of the initial words, there is a good probability of 
signifi cant overlap between the tertiary population and the population activated in the original 
experience. Such a tertiary population will have recommendation strengths in favour of describing 
that experience       
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a number of indirect activation behaviours available, and tries one at random. The 
resultant population has a predominant speech recommendation strength which is 
implemented. If indirect activation on the basis of past simultaneous receptive fi eld 
expansion was selected, the child’s response could be appropriate. The parent’s 
reaction activates receptive fi elds in the child’s brain with recommendation strengths 
in favour of reward behaviour. Receptive fi elds have recently been detected within the 
auditory input “remember”, followed by an (initially random) selection of indirect 
activation on the basis of past simultaneous receptive fi eld expansion, followed 
by reward behaviour. This pattern increases the probability that the same indirect 
activation behaviour will be selected when “remember” is heard in the future. 

 Over time, the receptive fi elds detected within hearing the word “remember” are 
regularly followed by the sequence of behaviours listed in the earlier paragraph. 
This regular sequence therefore becomes recorded in the cerebellum. Such record-
ing means that for each step in the sequence, there are outputs from the cerebellum 
targetting the thalamic nuclei that release currently cortical receptive fi eld detections 
between the areas appropriate for the step. The cerebellar nuclei outputs are triggered 
by the precise combination of cortical receptive fi elds that were detected in the past 
just prior to the corresponding behaviour. These combinations are recorded in 
Purkinje cell receptive fi elds in the cerebellum. The cerebellum therefore bypasses 
the selection of each individual behaviour by the basal ganglia. 

 The higher the degree of novelty in an experience, the greater the degree of 
receptive fi eld expansion. Hence experiences with a high degree of novelty will in 
general be easier to recall. Highly emotional situations also trigger a higher level of 
receptive fi eld expansion, and such situations are also therefore easier to recall. 
The combination of high emotion and high novelty can lead to fl ashbulb memories. 
An extreme degree of receptive fi eld expansions is triggered in many areas, resulting 
in a subsequent ability to recall a wide range of details about the event and the 
circumstances in which the person heard about the event. 

 Episodic memory allows description of the sequence of events in a past experi-
ence. Such a sequence is generated by an initial process of indirect activation that 
tends to recover the most novel event in the sequence. The earliest event can then be 
recovered by several stages of indirect activation of columns that expanded their 
receptive fi elds just before the currently active column population. The event can 
then be re-experienced by a sequence of indirect activations on the basis of receptive 
fi eld expansion just after the currently active column population. 

 If an episodic memory is frequently recalled, then hearing the trigger words will 
activate a population of receptive fi elds with predominant recommendation strength 
in favour of activation the population of columns corresponding with the fi rst event 
in the memory. This recommendation strength is on the basis of frequent past column 
activity shortly after current column activity. The sequence of events in the memory 
can then be recovered by the same type of indirect activation. Hence for a frequently 
recalled memory, the indirect activation mechanism can shift from past simultaneous 
receptive fi eld expansion to frequent past simultaneous activity. The region with the 
supporting receptive fi elds will therefore shift from the hippocampal system to the 
left inferior frontal gyrus. In other words, in information terms memory access has 
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shifted from episodic to semantic. The sequence of indirect activations on the basis 
of frequent past simultaneous (or shortly later) activity can then be recorded in the 
cerebellum, and be accessed much more smoothly and reproducibly. 

 In fact, even regular semantic memories will generally be initiated as episodic 
memories. For example, suppose that a word is heard for the fi rst time, and a novel 
image experienced simultaneously. The novelty of verbal and visual experiences 
results in signifi cant receptive fi eld expansions in auditory and visual cortical asso-
ciation areas. As a result, hearing the word will activate a pseudovisual image of the 
object on the basis of past simultaneous receptive fi eld expansion. The population 
of columns will include receptive fi elds containing information about the circum-
stances of the fi rst experience (where, who spoke the word etc.). With usage of the 
word, access will shift to frequent past simultaneous activity, and the information 
about circumstances will no longer be accessible.  

9.5.2     Description of Episodic Memory at Column 
and Neuron Level 

 Episodic memory as described in the previous section includes processes performed 
by the cortex, hippocampal system, basal ganglia, thalamus and cerebellum, and 
touched indirectly on processes performed by the amygdala. The approach in this 
section will be to provide a description of selected more detailed processes at the 
level of neurons and columns in the cortex and hippocampal system. At more 
detailed levels the descriptions are similar to those for receptive fi eld defi nition and 
neurochemistry provided earlier. 

 There are a number of different ways in which the information processes sup-
porting episodic memory could be implemented within the cortex at the neuron 
level. Not enough is known about detailed connectivity to pin down the exact mecha-
nisms. The aim in this section is to describe one possible mechanism that is consis-
tent with known anatomy and physiology. A key objective is to demonstrate that the 
available neuron level mechanisms, using only information that is available to them 
at this level of detail, are capable of supporting the higher level phenomena. 

 A possible model of this type at the neuron receptive fi eld level is illustrated in 
Fig.  9.14 . Two columns are illustrated, one in the cortex and the other in the perirhinal 
cortex of the hippocampal system. In the cortical column, an output signal indicating 
activity in layer II/III and no activity in layer V/VI is required to indicate that 
receptive fi eld expansion in the column is appropriate. This signal is generated by a 
subpopulation (P 2 ) of pyramidal neurons in layer II/III that are inhibited by layer V/VI 
pyramidal neurons via interneurons, and communicated to the column in the peri-
rhinal cortex.

   P 2  outputs from a range of cortical columns, and from multiple neurons in each 
such column, are the inputs to layer II/III neurons in the perirhinal cortex. These 
layer II/III perirhinal neurons therefore have receptive fi elds corresponding with 
groups of columns that have often had internal activity and no outputs at same time 
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  Fig. 9.14    A possible model to manage receptive fi elds for indirect activation on the basis of past 
simultaneous receptive fi eld expansion. In one cortical column there are two populations of pyra-
midal neurons in internal layers II/III with similar receptive fi elds. Population P 1  is the source of 
inputs to the basal dendrites of layer V/VI neurons in the same column. Population P 2  is inhibited 
by layer V/VI neurons in the same column via interneurons. This second population therefore 
indicates strong internal activity but no output activity by the column. Outputs from P 2  contribute 
to the receptive fi elds of layer II/III neurons in perirhinal cortex columns, and the outputs from 
these perirhinal cortex neurons go on to the hippocampus proper via the entorhinal cortex to 
determine the appropriateness of receptive fi eld expansions. Layer V/VI pyramidal neurons in the 
column have direct basal dendritic receptive fi elds that are combinations of P 1  neurons, and indi-
rect apical receptive fi elds that are combinations of inputs from population P 4  of layer V/VI 
pyramidal neurons in the entorhinal cortex. There are two populations of neurons in layers V/VI of 
the perirhinal cortex column, P 3  and P 4 . Neurons in both of these populations only target neurons 
in columns from which layer II/III neurons receive inputs, including provisional connectivity. 
P 3  neurons receive inputs from layer II/III neurons in the same perirhinal column, and fi re if there 
is strong activity by their layer II/III inputs plus inputs from higher in the hippocampal system 
indicating selection for receptive fi eld expansions. P 3  neurons in one perirhinal column target the 
cortical columns from which the layer II/III neurons in the same perirhinal column receive inputs, 
and drive receptive fi eld expansions of both the direct and indirect receptive fi elds of the layer V/VI 
neurons in those columns. P 3  neurons also drive receptive fi eld expansions in the P 4  population in 
the same entorhinal column. The P 4  population has receptive fi elds that are combinations of layer 
V/VI neurons in the same cortical columns that defi ne the receptive fi elds of the layer II/III 
neurons. The perirhinal column drives receptive fi eld expansions in a group of cortical columns. 
If such receptive fi eld expansions are occurring, the receptive fi eld of P 4  layer V/VI neurons 
will also tend to expand, adding combinations of inputs from cortical columns in its group that 
were active at the time of the expansion. The indirect receptive fi elds of the layer V/VI neurons 
in active columns will also expand. In the future, if outputs from layer V/VI neurons in a currently 
active cortical column are released to the perirhinal cortex, P 4  neurons will be activated and drive 
indirect activations in cortical columns that tended to be active at the time of a past receptive fi eld 
expansion that included the active cortical column       
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in the past. One population (P 3 ) of layer V/VI neurons in the perirhinal column have 
receptive fi elds defi ned on their basal dendrites that are combinations of layer II/III 
neurons in the same perirhinal column. The two populations of perirhinal column 
layer V/VI neurons (P 3  and P 4 ) both provide outputs back to cortical columns. Only 
cortical columns that send outputs to layer II/III neurons in the perirhinal column 
can receive inputs from the layer V/VI neurons. 

 P 3  outputs drive receptive fi eld expansions in its target cortical columns. These 
P 3  outputs also drive receptive fi eld expansions in layer II/III neurons and in P 4  layer 
V/VI neurons of the same perirhinal column. A neuron in the P 3  population can only 
be activated if it is both receiving signifi cant input from layers II/III on basal dendrites 
and inputs from the entorhinal cortex on apical dendrites indicating that receptive 
fi eld expansion is appropriate for the group of cortical columns targetted by the 
perirhinal column. 

 Layer V/VI neurons in P 4  receive inputs from layer V/VI neurons in the same 
cortical columns that provide inputs to layer II/III. These P 4  neurons target the apical 
dendrites of layer V/VI neurons in those columns. 

 In the cortical column, layer V/VI neurons have basal dendrite receptive fi elds 
defi ned by groups of layer II/III neurons within the same column. They also have 
apical dendrite receptive fi elds defi ned by groups of population P 4  neurons across a 
range of perirhinal cortex columns. The terminal branches making up the apical 
receptive fi eld include branches with silent synapses from P 4  neurons in a range of 
perirhinal columns plus inputs with substantial synaptic weights from P 3  neurons. 

 The two episodic memory information processes are recording of a memory and 
access to the memory. A memory is recorded because there is less than the minimum 
number of receptive fi eld detections in a number of areas. The internal activity of 
cortical columns that are not producing outputs is communicated to columns in the 
perirhinal cortex. This triggers activity in the layer II/III pyramidal neurons. Activity 
of these neurons is communicated to the entorhinal cortex and beyond, but alone is 
not suffi cient to trigger layer V/VI activity in those perirhinal columns. If enough 
signals come back from higher in the hippocampal system, activity of P 3  will be 
generated. This activity has a number of effects. Firstly, P 3  inputs trigger expansions 
in the basal dendritic receptive fi elds of layer V/VI pyramidals in its target cortical 
columns. These basal dendritic receptive fi elds are defi ned by combinations of P 1  
inputs to layer V/VI pyramidals, and receptive fi eld expansions by these layer V/VI 
pyramidals therefore expand the receptive fi eld of the column. Secondly, the presence 
of P 3  activity means that P 4  population neurons will be activated by having their 
apical receptive fi elds expanded by additions of groups of currently active columns 
within the set of columns targetted by the perirhinal column. Thirdly, the P 4  activity 
plus P 3  activity will drive expansion of the apical receptive fi elds of active V/VI 
neurons in the active columns. The second and third processes mean that later, if a 
group of cortical column layer V/VI neurons are active and if their outputs are 
released to P 4  neurons, the P 4  activity will encourage indirect activations in other 
columns that expanded their receptive fi elds at the same time in the past as the 
currently active column. Note that at this more detailed level of description, the 
mechanisms support later indirect activation of all the columns in a group that 
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were active during a novel experience, not just the columns in the group that 
expanded their receptive fi elds. 

 This model addresses how the perirhinal cortex could support episodic memory. 
The parahippocampal cortex will play a similar role for other cortical areas. The 
entorhinal cortex and hippocampus proper will play similar roles in indirect activa-
tions on the basis of simultaneous receptive fi eld expansions across broader ranges 
of cortical areas. 

 In summary, if a specifi c cortical column has strong internal activity and no output, 
and if it is part of a number of groups defi ned in the perirhinal cortex in which many 
of the columns have strong internal activity and no output, the specifi c column is 
likely to expand its receptive fi eld. If later that cortical column is detecting its direct 
receptive fi eld and if its outputs are released to all the perirhinal cortex columns with 
which it has reciprocal connectivity, those columns will produce outputs encouraging 
indirect activation of any columns that were active when specifi c column was part 
of a receptive fi eld expansion event in the past.  

9.5.3     Episodic Memory and Navigation 

 When a brain is viewing a novel location, the relative orientation of the objects in 
the vicinity and perhaps some of the objects will be novel. As a result, there will be 
a number of columns that will all expand their receptive fi elds at the same time. 
Some columns and/or neurons in the hippocampal system will therefore carry infor-
mation about the location. There are therefore neurons in the hippocampal system 
that have receptive fi elds (called place fi elds) corresponding with different locations. 
Furthermore, when in an adjacent location there will also be receptive fi eld expan-
sions, and these expansions will occur slightly before or after the expansions in the 
fi rst location. Hence indirect activation on the basis of past temporally correlated 
receptive fi eld expansion can access information needed for navigation.   

9.6     Procedural Memory 

 Procedural memory is the memory for skills. Many skills involve generating complex 
muscle movements in response to complex combinations of visual and somatosen-
sory inputs. An example of a relatively simple skill often investigated in the labora-
tory is mirror tracing, in which a subject attempts to trace an outline image when the 
outline, tracing pencil and hand holding the pencil are only visible refl ected in a 
mirror. A much more complex skill is fi nding the way to move around a novel 
house. Another skill is the ability to move mouth and throat muscles to generate 
speech. Unlike the ability to remember different occasions on which a skill was 
learned, it is not generally possible to revert to the skill level used at different times 
in the past, there is no memory for the past state of skills. Furthermore, it is generally 
not possible to describe exactly how the skill is performed. 
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 Measurement of the capabilities of patients who have lost the ability to create 
new semantic or episodic memories demonstrate that new skills can be acquired in 
the absence of new declarative memory capability. However, the learning time 
needed to acquire a skill and the eventual skill level are inferior to normal subjects. 
Only simple skills such as mirror tracing can be acquired in reasonable time. Thus 
for the patient HM with no ability to create new declarative memories, a simple skill 
like mirror tracing could be learned, although more slowly than in normal subjects. 
Learning to get around a new house took months and performance remained inferior 
to normal subjects. 

9.6.1     Description of Procedural Memory at the Level 
of Anatomical Structures 

 A skill such as mirror tracing requires cortical column receptive fi elds combining 
information from current visual and somatosensory (fi nger and hand position) 
inputs. These receptive fi elds in the motor cortex must acquire recommendation 
strengths in favour of fi nger and hand movements to achieve the next tracing step. 
The relevant anatomical architecture involved is illustrated in Fig.  9.15 .

   To perform the mirror tracing skill, appropriate components in the dorsal basal 
ganglia corresponding with different muscle movements relevant to the skill must 
be selected at the correct time. Appropriate selections require cortical column 

  Fig. 9.15    Architecture for understanding the learning of mirror drawing. Receptive fi elds are 
defi ned within combinations of propioceptic    information about arm, hand and fi nger positions plus 
visual information derived from attention to a visual image. These receptive fi elds discriminate 
between situations in which different combinations of muscle movements are appropriate, and 
each such receptive fi eld recommends a range of such movements. Receptive fi elds discriminating 
between complex circumstances corresponding with different behaviours of another person rec-
ommend reward behaviours. Receptive fi elds detected within the degree of coincidence between 
image and results of drawing movements also recommend reward behaviours. The basal ganglia 
maintains the recommendation strengths and drives behaviours, with a fi nal more detailed selection 
of exact muscle movements by the thalamus (not shown)       
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receptive fi elds that can discriminate between the circumstances in which different 
muscle movements are appropriate, and these fi elds must acquire recommendation 
strengths in favour of the correct behaviors. 

 Furthermore, to achieve learning, appropriate components in the ventral basal 
ganglia corresponding with different reward behaviours must be selected at the correct 
time. Appropriate selections require cortical receptive fi elds that can discriminate 
between recent correct and incorrect pencil marks, and these receptive fi elds must 
acquire recommendation strengths in favour of changes to the recommendation 
strengths that generated recent fi nger, hand and arm movements. 

 Initially, the visual and somatosensory receptive fi elds detected will tend to have 
recommendation strengths in favour of tracing behaviours appropriate if a mirror is 
not being used. Novel receptive fi elds incorporating information derived from visual 
perception of the mirror combined with more familiar perceptions of fi gure shape 
and hand position will develop. These novel receptive fi elds will acquire provisional 
recommendations strengths on to the movement components. 

 When a selected movement results in an incorrect pencil mark, the teacher will 
indicate that it is wrong. Correct pencil marks will be followed by positive feedback 
from the teacher. Existing receptive fi elds (labelled  ≈ teacher circumstances  in 
Fig.  9.16 ) that detect and discriminate between positive and negative teacher feed-
back will already have recommendation strengths in favour of appropriate changes 
to recommendation strengths in favour of recent movements. Such receptive fi elds 
are located in the prefrontal cortex, such as area 24. Visual receptive fi elds discrimi-
nating between correct and incorrect recently made pencil marks (labelled  ≈ visual 
coincidences  in Fig.  9.16 ) will be detected at the same time as the reward behaviour 
selections. This temporal coincidence means that they will acquire recommendation 
strengths in favour of those reward behaviours. Learning can then proceed without 
constant teacher feedback.

   The selection of a motor behaviour in the basal ganglia occurs in three stages as 
illustrated in Fig.  9.15 . The fi rst stage is determination of the total recommendation 
weights for each behaviour across all currently detected receptive fi elds. The second 
stage is a competition to select one and only one behaviour. The third stage is imple-
mentation of that behaviour. Reward behaviors do not compete with other types, and 
are therefore determined by a two stage process: determination of the total recom-
mendation weights; then implementation if the total weight is suffi cient. 

 In a subject who has lost the ability to expand receptive fi elds, previously exist-
ing fi elds will remain as they were prior to the loss. The recommendation strengths 
associated with those fi elds will also remain, but can still be changed. Hence a 
simple new skill could potentially be learned by changes to the recommendation 
weights of existing receptive fi elds. Learning is slower because the discrimination 
of existing receptive fi elds between circumstances in which different skilled beha-
viours are appropriate cannot be evolved and will therefore generally be less effec-
tive that for normal subjects. Hence the number of practice sessions needed to 
converge on a set of recommendation weights will be longer, and the end point may 
be less effective. For a complex new skill, the previously existing receptive fi elds 
may be inadequate for the required discriminations.  
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9.6.2     Description of Procedural Memory at the Level of More 
Detailed Anatomical Structures 

 Defi nition of receptive fi elds occurs as described previously. The three stage behav-
iour selection in the basal ganglia is illustrated in more detail for two reward com-
ponents and one motor component in Fig.  9.15 . Within the dorsal striatum, motor 
components are located in the matrisomes while reward components are located in 
the striosomes. Components that reward general circumstances (i.e. strategic 
rewards) are located in the ventral striatum, components that reward specifi c move-
ments (i.e. tactical and detailed rewards) in the dorsal striatum. Strategic reward 
behaviours reward more tactical reward behaviours, giving rise to the spiral of con-
nectivity between the striatum and the midbrain dopamine neurons (see Fig.   8.16    ). 

 The group of projection neurons in the striatal part of one component receive a 
range of inputs from the cortex. Each such input corresponds with a recommendation 

  Fig. 9.16    Architecture for understanding management of rewards in the learning of mirror draw-
ing. Initially, appropriate fi nger movements are rewarded following detection of receptive fi elds 
discriminating between different teacher responses. These rewards are selected when certain 
receptive fi elds are detected within visual coincidences, and these receptive fi elds acquire provi-
sional connectivity on to the detailed reward component. With repetition, these visual coincidence 
receptive fi elds acquire suffi cient recommendation strength to reward fi nger movement behaviours 
in the absence of the teacher. Abbreviations:  GPi  globus pallidus internal segment,  MBD  midbrain 
dopamine neurons (includes substantia nigra pars compacta and ventral tegmental area),  SNr  
substantia nigra pars reticulata       
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in favour of the corresponding behaviour. In the case of a motor behaviour, the 
 outputs of the D1 striatal projection neurons indicate the total recommendation 
weight in favour of the behaviour, and D2 neuron outputs a recommendation weight 
against any other behaviour. The group of neurons in the GPi/SNr part of the com-
ponent also correspond with the behaviour, and their outputs are tonal inhibitory. 
Hence in the resting state all behaviours are blocked. Within a component the D1 
path increases the probability of the behaviour by inhibiting the GPi/SNr neurons. 
By the D2 pathway a component decreases the probability of any other behaviour 
by exciting the GPi/SNr neurons in the corresponding components. The D2 path-
way has two intermediate basal ganglia nuclei that convert the inhibitory striatal 
output into excitatory input to the GPi/SNr. This more detailed view of the D2 path-
way is not illustrated in Fig.  9.16  but can be seen in Fig.   8.15     and how it performs 
its information role was discussed in Chap.   8    . The loop through the midbrain dopa-
mine neurons (MBD) infl uences the background dopaminergic concentration in 
the striatum, regulating the relative activity of the D1 and D2 pathways. This regu-
lation ensures that in general one and only one motor behaviour is selected at any 
one point in time. Motor behaviours are implemented by reduced inhibition of a 
region of the ventral lateral thalamic nucleus. Motor cortical inputs to that region 
recommend release of motor cortical outputs to the brainstem to drive different pos-
sible detailed muscle movements which could all implement the behaviour selected 
by the basal ganglia. The reduced inhibition means that the group of motor corti-
cal outputs corresponding with the muscle movements with the strongest total rec-
ommendation strength are released to the brainstem to drive the behaviour. 

 Reward behaviours are implemented by striatal activity triggering burst dopa-
mine activity targetting the striatal part of a wide range of components. Reward 
behaviours are implemented independent of the selection of other types of behaviour, 
and their selection depends only on the total strength of corticostriatal inputs to the 
component. There are therefore no D1/D2 pathways to resolve a complex competi-
tion process. Reward components make long term increases to recently active 
recommendation weights in the component with the highest activity, corresponding 
with the selected behaviour. These long term increases are implemented by burst 
dopaminergic activity. Feedback from the thalamus to the striatum ensures that the 
selected component in the striatum has the highest activity. Burst dopamine reward 
signals also target the thalamus to increase the recommendation weights in favour 
of the recently implemented releases of motor cortex outputs to the thalamus in 
similar circumstances in the future. 

 Detection of receptive fi elds correlating with different types of teacher behaviour 
result in outputs from reward components A and B in Fig.  9.16 . The output from B 
increases the weights of recently active corticostriatal synapses in the selected motor 
component, and also the weights of recently active corticothalamic synapses on to 
recently active thalamocortical projection neurons in the ventrolateral thalamus. 
The output from component A increases the weights of recently active corticostriatal 
synapses in component B. Because some  ≈ visual coincidences  receptive fi elds have 
recently been detected, these receptive fi elds gain recommendation weights into 
reward component B. 
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 Inputs from appropriate cortical areas to appropriate striatal components are 
required to achieve skill learning. Genetic bias can provide some connectivity, but 
more specifi c bias is provided during sleep. Sleep includes partial reruns of past 
experience, with a bias in favour of the most recent past. Cortical outputs that have 
often been active in the past at the same time as striatal neurons tend to establish 
synapses on to those neurons. These synapses are initially low weight, but can 
be increased by future rewards. Hence if in an early learning period the  ≈ visual 
coincidences  cortical outputs were often active at the same time as striatal neurons 
in component B, provisional connectivity from the cortical neurons to the striatal 
neurons will be more extensively available after the next sleep period.  

9.6.3     Description of Procedural Memory at the Neuron Level 

 As an illustration of this level of detail, a striatal projection neuron corresponding 
with one motor behaviour is illustrated in Fig.  9.17 . The neuron receives glutama-
tergic inputs from a very large number of pyramidal neurons in different cortical 
columns. Each such input has a synaptic weight corresponding with the recommen-
dation weight of the receptive fi eld detection in favour of the behaviour. When a 

  Fig. 9.17    Management of recommendation weights by synapses on a striatal projection neuron. 
Glutamatergic inputs from the cortex have synaptic weights corresponding with the recommendation 
weight of the cortical column in favour of the behaviour corresponding with the striatal neuron. If 
the striatal neuron fi res, an LTD-1 mechanism increases the weights of all recently active synapses, 
but the increases decay over a period of less than an hour. If a burst dopamine signal is received 
within that decay period, the duration of LTD is extended longer term       
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cortical action potential contributes to the fi ring of the striatal neuron, in information 
terms a recommendation is received in favour of the behaviour with a strength 
corresponding with the synaptic weight. The fi ring rate of the striatal neuron is 
proportional to the total recommendation weight received from the cortex.

   When the neuron fi res, there is an increase in the strength of recently active syn-
apses which declines with a decay time of the order of minutes. If there is a burst 
dopamine input early in the decay period, the decay is blocked and the increase is 
established long term. Such a dopaminergic input is therefore a recommendations in 
favour of a long term increase in the probability of the same behaviour being 
selected in similar circumstances in the future.  

9.6.4     Description of Procedural Memory 
at the Neurochemical Level 

 As an illustration of this level of detail, LTP at glutamatergic synapses on striatal 
neurons following coincident synaptic and neuron activity results from increases in 
the number of AMPA receptors. This increase decays unless there is a dopaminergic 
input triggering transcription of genetic information leading to expansion in the 
spine size.  

9.6.5     Capturing Behavioural Sequences 

 Once learning has been established as cortical receptive fi elds and striatal recom-
mendation weights, control of the muscle movements in frequently used sequences 
of such movements can be captured by the cerebellum as described in Chap.   8    .   

9.7     Hierarchies of Description 

 At a detailed level, there is an immense complexity to neurochemical processes. 
There are very large number of neurotransmitters and receptors, voltage gated 
channels in some cases modulated by neurotransmitters, kinases and other chemicals. 
The information algorithms implemented are very complex. However, the con-
straints imposed on brain architecture by natural selection mean that the informa-
tion processes are constrained into the condition defi nition/detection and behavioural 
recommendation forms. High level descriptions of cognitive processes can be con-
structed using these forms. The validity of the high level model can be tested by 
mapping selected sections to more detailed levels, sections of the more detailed 
descriptions to even more detailed levels and so on. If such mapping can be achieved 
within the constraints of knowledge of anatomy, physiology and neurochemistry, 
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and if mapping is possible using only information available at the more detailed 
level, there can be confi dence in the validity of the high level model. 

 In Chap.   10    , a similar approach will be taken to understanding attention and work-
ing memory. Then in Chap.   11     a range of cognitive phenomena will be discussed, 
using high level descriptions of the type developed in this chapter and Chap.   10    . The 
mapping to more detailed levels will largely be omitted in Chap.   11    , because the 
ways in which such mapping can occur have been established in earlier chapters.           
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                    The environment in which a brain operates contains many different objects. Some 
objects urgently require a behavioural response, for others a response is less urgent 
or not required. Developing a response to an object requires detection of receptive 
fi elds that can discriminate between different types of object ( ≈ objects ) within the 
sensory information derived from the object, and determination of the predominant 
recommendation strength across these receptive fi elds. This response development 
occupies cortical and other resources for a period of time, and a process must be 
established to select the highest priority object and to detect receptive fi elds within 
the information derived just from that object. Furthermore, in some situations the 
receptive fi elds detected directly within the sensory information derived from the 
object do not have the type of recommendation strengths needed to generate an 
appropriate behaviour. In this situation, other receptive fi elds must be indirectly 
activated on the basis of past temporally correlated activity with the current sensory 
receptive fi elds. 

 In many situations, the most appropriate behaviour depends not just on one 
object but on a number of different objects present at the same time. To guide 
behaviour in these situations, receptive fi elds within sensory information derived 
from multiple objects must be detected. These receptive fi elds must discriminate 
between different groups of objects ( ≈ groups of objects ). Such fi elds will generally 
be higher complexity than the  ≈ objects  fi elds and be defi ned largely by combinations 
of  ≈ objects  receptive fi elds. In order to detect such  ≈ groups of objects  fi elds, 
detections of  ≈ objects  fi elds within different objects must be active at the same time. 
However, the inputs and activity generating detections must be kept separate in order 
to avoid detection of misleading  ≈ objects  receptive fi elds corresponding with 
mixtures of information from two or more separate objects. Hence it must be possible 
to maintain independent populations of receptive fi eld detections in the same  ≈objects  
cortical area, and combine the outputs of the separate populations to drive more 
complex receptive fi eld detections in a different  ≈ groups of objects  area. 

 Attention is the ability to select a subset of current sensory inputs to be processed 
to recommend alternative behaviours. Working memory is the ability to maintain a 
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number of simultaneously active populations of receptive fi eld detections independently 
in the same cortical area. In the following sections we will develop high level 
descriptions of attention and working memory in the condition/recommendation 
paradigm, and give examples of how this paradigm makes it possible to create 
descriptions at more detailed levels for different parts of the high level description. 

10.1     Attention 

 Visual attention has been extensively studied. Suppose that a subject views a scene. 
Light from the room enters their eyes, derived from many different objects. This 
input drives a sequence of rapid eye movements, with pauses when the gaze is 
stationary for a period of time. During these pauses in gaze direction, the sensitive 
central part of the eye (the fovea) is centred on the object. When the gaze is fi xated 
on an object for a longer period, responses to the object such as naming it are 
possible. For example, if the visual fi eld contained the collection of objects 
illustrated in Fig.  10.1a , and the subject was asked “What is the darker object?”, the 

  Fig. 10.1    The process for selecting only visual information derived from within one object for 
detailed receptive fi eld detections. ( a ) A subject sees a visual fi eld with a number of different 
objects. An image of the group of objects is projected on the retina. Receptive fi elds corresponding 
with all the boundary elements in the group of objects ate detected. ( b ) The boundary element 
receptive fi elds detected around the oval are illustrated. Such boundary elements are detected at 
the same time around all the other objects. ( c ) Each boundary element has recommendation 
strengths in favour of more detailed processing of visual information derived from a band on the 
retina extending perpendicularly on each side of the element. ( d ) There will therefore be more 
recommendation strengths in favour of the area inside a closed boundary than the area outside 
the boundary       
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response would be to shift attention rapidly from object to object, pausing at each 
object, perhaps counting the number of sides, then generating the response “oval” 
from looking at the correct diagram. If further asked “what do you think about when 
you see the oval?” the response could be to generate and verbalize associations such 
as rugby balls or the orbits of planets.

   There can therefore be three steps to the attention process for a single object. 
The fi rst is selection of a target, with eye and head movements to centre the eye on 
that target. The second is deeper processing of information derived from that target 
to generate a behaviour. A possible third step is generation of information associated 
with the target object. In this section, a hierarchy of description covering the 
management of eye movements (called saccades) and head movements, and the 
mechanisms of information releases for deeper processing will be developed. 
Finally, the activation of associated information, sometimes called “conscious 
attention”, will be described at relatively high level. 

10.1.1     Description of Attention at Anatomical High Level 

 The high-level architecture for the management of attention is illustrated in 
Fig.  10.2 . The architecture covers the selection and implementation of a saccade 
driven by appropriate eye muscle movements to register one object with the centre 
of the fovea, and the release of information derived from just that object for detailed 
processing.

   This architecture shows a range of cortical areas that detect receptive fi elds 
relevant for recommending eye movement behaviours. The frontal eye fi elds (FEF) 
are particularly effective for discriminating between situations in which different 
eye movements are appropriate, and therefore have well developed recommendation 
strengths in favour of different eye movements or saccades [ 935 ]. The primary 
mechanism for implementation of the currently most appropriate behaviour is 
release of the FEF receptive fi elds with high recommendation strengths in favour of 
that behaviour to the brainstem where the predominant eye muscle movements are 
determined and released to drive movements. 

 An eye movement shifts the gaze from one visual object to another object else-
where in the visual fi eld. The other object must be selected from among a range of 
possibilities. The relevant information needed includes the current position and 
state of the muscles in the eye, and the positions and types of other objects in the 
visual fi eld. The position and type information must be available very rapidly. The 
somatosensory cortex detects receptive fi elds that discriminate between different 
eye positions, and communicates current receptive fi eld detections to the FEF [ 936 ]. 
The FEF also receives receptive fi eld detections from the lateral intraparietal cortex 
(LIP) [ 937 ]. The LIP receives information from the dorsal stream in the visual 
cortex, which provides “where” information and therefore discriminates between 
objects in different positions. LIP receptive fi elds are also able to discriminate 
between the shapes of different objects [ 938 ]. Area TE in the ventral (“what”) 
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stream of visual processing also discriminates between types of objects. However, 
the LIP receives information directly from V1 and can make less precise but faster 
type discriminations than TE. A number of areas in the visual cortex also provide 
direct inputs to the FEF to assist in discrimination effectiveness by providing 
information on recently viewed objects. 

 Current FEF receptive fi eld detections are communicated to a specifi c striatal 
region of the basal ganglia where they are interpreted as recommendations in favour 
of different eye movement behaviours. Two other cortical areas also provide strong 
recommendations to the same striatal region. One of these is the LIP, which provides 
faster information on current shapes and locations than the information available 
indirectly through the FEF and can recommend the relative priorities to be placed on 
different objects [ 939 ]. The second is the dorsolateral prefrontal cortex (DPFC). 
The DPFC detects receptive fi elds that discriminate between situations in which 
different attention priorities are appropriate. These receptive fi elds therefore also 

  Fig. 10.2    Anatomical architecture for attention. Brain regions participating in the selections of 
visual objects to be processed for detailed receptive fi eld detections are illustrated. Behaviours 
implementing such selections include eye movements, head movements and frequency modula-
tions of inputs from limited areas of the retina. Multiple cortical areas detect receptive fi elds on 
levels of complexity useful for discriminating between circumstances in which different such 
behaviours are appropriate. The behaviour most strongly recommended by the cortex is deter-
mined by the basal ganglia, and the detailed implementation of the behaviour determined and 
implemented by the thalamus and superior colliculus. Frequently utilized sequences of attention 
behaviours can be recorded in and implemented by the cerebellum       
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recommend gaze shifts to different types of object. The predominant recommendation 
strength in the basal ganglia will therefore be in favour of the most appropriate object 
on the basis of current eye position, other recently viewed objects and groups of 
objects, shapes of objects in the visual fi eld and current attention priorities. 
Information on recently viewed objects and groups of objects is provided to the 
DPFC by the posterior parietal cortex. 

 This predominant recommendation strength is communicated to the thalamus, 
resulting in release of the subset of FEF receptive fi eld detections that have strong 
recommendation strengths in favour of the selected behaviour to the brainstem. The 
selection of the precise subset is also directly infl uenced by DLPC detections rec-
ommending priorities based on the current general situation, but these detections are 
not relevant to the exact defi nition of the appropriate eye movements and are not 
released to the brainstem. In the brainstem different neurons drive different eye 
movements. The selection of an FEF subset by the basal ganglia means that the 
brainstem neurons corresponding with the appropriate eye movements have much 
larger total input that any others, resulting in unambiguous implementation of those 
eye movements. For eye movement behaviours, visual information more current 
than that received via the FEF may be relevant. The superior colliculus receives 
LIP inputs corresponding with recommendations in favour of different types of 
eye movements based on the different shapes present in the visual fi eld. The supe-
rior colliculus also receives more direct inputs from the visual cortex. Selection of 
action on these recommendations is managed by the basal ganglia in the basis of 
LIP inputs to the striatum. The basal ganglia therefore ensures that thalamus and 
superior colliculus receive inputs based on consistent recommendations. The supe-
rior colliculus and thalamus also communicate to ensure consistency on a more 
detailed level. The brainstem integrates the superior colliculus and FEF inputs to an 
appropriate eye movement. 

 The supplementary eye fi eld (SEF) discriminates between circumstances in 
which the end point of a saccade results in exact correspondence between a visual 
object and the centre of the fovea, and circumstances in which there are small 
offsets. These receptive fi eld detections can therefore effectively recommend 
small eye movements to correct for saccade errors [ 940 ]. These detections are 
communicated to the FEF, where detections incorporating this information rec-
ommend the appropriate small movements. In addition, the SEF detects receptive 
fi elds correlating with the difference between eye direction towards the currently 
selected visual object and head direction, and each such receptive fi eld has recom-
mendation strengths in favour of a range of head movements to centre the eyes in 
the orbits [ 941 ]. 

 Frequently utilized sequences of eye movements can be recorded in the cerebel-
lum. Such sequences could include patterns of eye movements to scan the features 
of an often viewed object type (such as a face). Another set of important patterns 
could be movements to correct registration errors, and the SEM therefore projects 
to the visuomotor region of the cerebellum [ 942 ]. 

 Once an object has been centred on the fovea, the information derived just from 
the area corresponding with the object is released to detect a more extensive range 

10.1  Attention



336

of receptive fi elds in many visual cortical areas. Since the selection of the object has 
already occurred, there is no need for another behaviour selection by the basal 
ganglia, and this step is therefore managed by the LGN and pulvinar nuclei of 
the thalamus. 

 It is important to recognize that this type of architecture, while a good high level 
description, has a number of inherent approximations even at this level of descrip-
tion. Receptive fi elds are defi ned heuristically. Receptive fi elds at some levels of 
complexity may be particularly effective for discrimination between circumstances 
in which different attention behaviours are appropriate. However, some individual 
receptive fi elds with other complexities could also be very effective. Genetic infor-
mation will tend to result in an initial connectivity between areas to defi ne effective 
receptive fi eld complexities, and from areas effective for a behaviour to the striatal 
area corresponding with than behaviour. However, with experience, provisional 
connectivity outside this genetically defi ned starting point will be established based 
on frequent simultaneous activity. For example, initially the main attention related 
connectivity to the striatum comes from the LIP and FEF. However, if a receptive 
fi eld in some other area is often active just before an attention behaviour is selected 
and rewarded, that fi eld may establish connectivity on to the striatal region and 
develop recommendation strengths. Extra connectivity may also be established 
between areas. The problem with the acquisition of additional connectivity is that 
receptive fi eld defi nitions can evolve with experience. Additional connectivity 
therefore raises the risk of undesirable side effects of later receptive fi eld change. 
Hence constraints on the degree of such connectivity probably exist. 

 In the following sections, parts of the attention information process will be 
described in more detail, focussing on processes different from those discussed in 
Chap.   9     for memory phenomena. In particular we will focus on the mechanisms by 
which information releases are carried out by the thalamus.  

10.1.2     Description of Attention at the Level of Receptive Fields 

 At a relatively high level, the concept for using receptive fi elds to select the area of 
the retinal from which inputs will be processed in more detail is illustrated in 
Fig.  10.1 . Receptive fi elds are detected by area V1 that correspond with boundary 
elements. Receptive fi elds exist corresponding with boundary elements in all 
orientations at every point on the retina. Some receptive fi elds detected in response 
to the dark oval are illustrated in Fig.  10.1b . Each detected receptive fi eld has 
recommendation strengths in favour of releasing information derived from a band 
on the retina extending perpendicularly on both sides (Fig.  10.1c ). As a result, 
there are relatively large recommendation strengths in favour of releasing 
information derived from the area within the visual object, and relatively small 
recommendation strengths outside. 

 Inputs from the retina to the cortex have centre-surround receptive fi elds. Such 
a fi eld receives inputs from an area of the retina, and is detected if the average 
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illumination in the centre of the area is different from the illumination around the 
periphery. These fi elds can be centre-on surround-off or centre-off-surround-on. 
Combinations of such fi elds can detect the presence of a boundary on the retina 
between darker and lighter areas as shown in Fig.  10.3 . Simple connectivity 
between the retina, LGN and V1 that could implement such receptive fi eld defi ni-
tions and recommendation strengths is illustrated in Fig.  10.4 . In this simple model, 
one ganglion cell targets one thalamocortical projection neuron in the LGN, and 
one LGN neuron targets one layer IV pyramidal (spiny stellate) neuron in cortical 
area V1. The layer IV neurons corresponding with a boundary element on the ret-
ina target one layer VI pyramidal. Hence the receptive fi eld of that layer VI pyra-
midal is the presence of a boundary in the retinal image at the corresponding place 
on the retina.

    This very simple model illustrates the information concept. If there is a bound-
ary in the visual image as illustrated by the darker centre-surround cells in Fig.  10.4 , 
the corresponding LGN neurons will be activated. The layer VI neuron with a 
receptive fi eld corresponding with the presence of a boundary at the location will 
then be activated. This layer VI neuron targets the LGN neurons corresponding 
with a band on the retina extending on either side of the boundary. The strength of 
this feedback connection will be greatest at the boundary, and diminish with 
distance from the boundary. Hence the strongest total input will be to the LGN 
neurons within the boundary. 

  Fig. 10.3    Generation of boundary element receptive fi elds in cortical area V1 from centre- 
surround receptive fi elds of ganglion cells located behind the retina. Ganglion cells receive inputs 
from a circular region of the retina, and detect their receptive fi eld if the illumination of the centre 
of the region is different from the illumination of the surround. On-center/off-surround and off- 
center/on-surround fi elds exist. If the region for a ganglion cell is located within the boundary of 
an evenly illuminated object ( a ), there is no contrast and the cell produces no output. If the region 
is located well outside the object ( c ), again there is even illumination and no receptive fi eld detec-
tion. If the region is located on the boundary ( b ), the cell will produce output. Some V1 neurons 
receive inputs from rows of ganglion cells with different orientations. If the boundary coincides 
with a row, the corresponding V1 neuron will detect its receptive fi eld       
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 Within a major boundary surrounding an object, there will be weaker centre- surround 
fi eld detection corresponding with the detailed appearance of the object. The activity in 
the LGN corresponding with this information will be increased. The increased 
activity results in increased activity downstream in layers IV and VI. In addition 
(see Fig.   8.16    ), axons in both directions between the LGN and V1 have side branches 
on to interneurons in the TRN, and these TRN neurons in turn target the corresponding 
LGN neurons. Activation of these interneurons places a gamma band modulation on 
the LGN and downstream V1 neurons, hence the layer VI outputs to V2 etc. are 
modulated at the gamma frequency. As discussed in the next section, the increased 
activity and modulation implement the release of information derived from within 
the boundary deeper into the cortex. 

 In practice the receptive fi eld complexities will be more complex than in this 
simple model. For example, a layer IV receptive fi eld could be a short boundary 

  Fig. 10.4    Simple connectivity to support selection of the inputs derived from a limited retinal area 
corresponding with a visual object for more complex receptive fi eld detections. Each ganglion cell 
has a receptive fi eld corresponding with contrast on a specifi c retinal area. Each such ganglion 
cell targets one thalamic projection neuron. Each thalamic projection neuron targets one V1 cortical 
neuron in layer IV. The three layer IV neurons corresponding with one row on the retina target 
one layer VI cortical neuron. Hence a layer VI neuron has a receptive fi eld corresponding with the 
presence of a boundary along its corresponding row. Each such layer VI neuron targets all the 
thalamic projection neurons corresponding with regions on the retinal extending on each side of its 
corresponding boundary. The layer VI activity plus the increased thalamic projection neuron activity 
drives TRN interneuron (not illustrated) activity which places a gamma band frequency modulation 
on the appropriate layer IV neurons, which is propagated through to the layer VI neurons       
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element, and a layer VI receptive fi eld could be a longer element made up of a com-
bination of layer IV receptive fi elds. One advantage of this more complex arrange-
ment would be the ability to bridge gaps in a visual boundary.  

10.1.3     Description of Attention at the Level of Frequency 
Modulation of Cortical Action Potentials 

 As illustrated in Fig.  10.5 , frequency modulation of the action potentials generated 
by layer VI pyramidals in V1 means that the action potentials are bunched within 
the decay time of injected postsynaptic potentials. There is therefore a higher prob-
ability that the postsynaptic potentials will overlap and reinforce each other, reach-
ing threshold for target neuron fi ring. With appropriate thresholds on the target 
neurons, modulated inputs will generate a much higher level of target neuron fi ring 
than unmodulated inputs. Hence modulation is effectively a release mechanism 
from V1 to V2.

   Modulation of inputs will tend to result in the same modulation of outputs, with 
a time delay caused by the neuron integration time. Hence modulation of V1 outputs 
could allow receptive fi eld detection to propagate through V2 and beyond, for 
example through V4 to TE. Some reinforcement of the modulation may be required 
by TRN interneuron targetting of later area outputs.  

10.1.4     Description of Attention at the Level of Synaptic Activity 

 TRN modulation is imposed by burst fi ring of the GABAergic interneurons at the 
gamma frequency. This fi ring inhibits the target thalamocortical projection neurons 
from fi ring coincident with the TRN action potentials. The activity of the thalamo-
cortical neurons is increased by the feedback from layer VI as described in the 
previous section, but in addition the GABAergic signals are not purely inhibitive. 

 An action potential arriving at a GABA A  receptor can be either inhibitive or 
excitatory depending on the membrane potential of the target neuron in the vicinity. 
If the membrane is already depolarised, for example by recent arrival of an action 
potential at a neighbouring glutamatergic synapse, the effect is hyperpolarising and 
therefore inhibitory. However, if the membrane is at resting potential, the membrane 
is depolarised and the effect is excitatory. If a glutamatergic input arrives after a 
nearby GABAergic input, the earlier input may reinforce the depolarising effect of 
the glutamatergic input. Similarly, if a calcium action potential propagating into the 
soma arrives shortly after a GABAergic to the soma, it may be reinforced. Hence the 
GABAergic TRN interneuron outputs at the gamma frequency do not just inhibit 
action potential generation by their targets in phase with their outputs, but can excite 
their targets out of phase with their outputs.  
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  Fig. 10.5    Conceptual illustration of the effect of frequency modulation of V1 outputs to neuron 
targets in V2. A neuron is targetted with the excitatory outputs of eight source neurons. Because of 
the decay time of EPSPs, unless enough input action potentials arrive within a period of less than 
about 8 ms there will be no output by the target neuron. Time is divided into a sequence of about 
8 ms timeslots ( b ). If there is no frequency modulation ( a ) the action potentials arriving at the target 
neuron are roughly even across any timeslot, regardless of their arrangement in time. The application 
of a 40 Hz modulation ( c ) to all of the input neurons shifts action potentials towards the nearest 
modulation peak, as shown in ( d ). The effect is that in the timeslot centred around the modulation 
peak, there are more action potentials than in any other timeslot, and more than in any similar time 
period without modulation. Hence when modulation is imposed, the variability of integrated signal 
arriving at a neuron is affected. In the illustration, the number of peaks within one integration 
window could vary from three to four without modulation, but from one to seven with modulation. 
Thus if the threshold for a neuron receiving the inputs was at fi ve, only the modulated combination 
would generate any output. If in a set of sensory inputs or outputs from a cortical area were 
modulated with the same frequency and phase and others unmodulated, the result would be that 
conditions would be detected within the modulated subset but not within the unmodulated subset       
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10.1.5     Description of Attention at the Level of Neurochemistry 

 As discussed in the previous section, GABA A  receptors can be either depolarising 
or hyperpolarising depending on local membrane potential. GABA A  receptors allow 
both Cl −  and HCO 3  −  currents, but the relative conductance depends on the mem-
brane potential. Resting potential favours HCO 3  −  current, depolarisation favours 
HCO 3  −  current. Cl −  ion concentration is higher outside a neuron, and a Cl −  current is 
hyperpolarising. However, HCO 3  −  ion concentration is generally lower outside a 
neuron, and an HCO 3  −  current is therefore depolarising.  

10.1.6     Conscious Attention 

 The ability to talk about the associations of a visual object requires access to speech 
recommendation strengths that are not present in the column receptive fi elds 
detected within the sensory inputs. Hence indirect activation of other columns on 
the basis of past temporally correlated activity is required, using mechanisms 
similar to semantic and episodic memory retrievals discussed in Chap.   9    . Such 
indirect activations are recommended by the sensory receptive fi elds, but acceptance 
of these behaviours requires supporting recommendations from the prefrontal 
cortex. This topic will be considered further when human consciousness is discussed 
in Chap.   11    .   

10.2     Working Memory 

 One important category of experiments measures the ability to recall lists of words 
for a brief interval after being presented with the list. Early experiments estimated 
that there was an ability to recall about seven words for a short while after viewing. 
Later experiments have shown that the number is very dependent on the existence 
of associations between the objects. If there is a semantic relationship between 
some of the words on the list, the number that can be recalled is increased. In the 
extreme, all the different words in a meaningful sentence can generally be recalled. 
In order to measure the underlying limit when there is no such semantic chunking, 
subjects are given many lists of different lengths, and the maximum length for 
which no errors ever occur is determined. This maximum length is found to be 
between three and four words. 

 Another category of experiments measures the ability to recall visual images. For 
example, an arrangement of rectangles may be shown, and the subject asked to draw 
the arrangement after a short delay. Yet another category of experiments measures 
the ability to recall sequences of fi nger movements. In both cases there are analo-
gous limits on recall capacity. It is also found that there is a degree of independence 
between verbal, visual and motor working memories. For example, a distracting 
visual task does not reduce verbal working memory capacity and vice versa. 
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10.2.1     Description of Working Memory at Anatomical 
High Level 

 When an object is perceived, cortical column receptive fi elds detected within the 
sensory inputs have strong recommendation weights in favour of correctly naming 
the object. Each object on a list will activate such a population of receptive fi elds. 
For an object to be named a little later, two conditions must be met. Firstly, some of 
the receptive fi elds activated by perceiving the objects must have remained active, 
and these receptive fi elds must together have suffi cient total appropriate speech 
recommendation strength. Secondly, the receptive fi elds activated by each object on 
the list must be separated, so that separate total recommendation strengths can be 
determined. Hence the fundamental limit for working memory is the number of 
independent column populations that can be maintained active at the same time. 

 However, there is a way to exceed this limit under some circumstances using 
indirect activation mechanisms. As discussed in detail under episodic memory in 
Chap.   9    , it is often necessary to develop a behaviour that is appropriate to a group 
of objects or even a group of groups. Furthermore, the appropriate behaviour 
towards one object may be infl uenced by the presence of certain groups and groups 
of groups. Parietal cortical areas with receptive fi elds able to discriminate between 
different types of groups ( ≈groups ) and between groups of groups ( ≈groups of 
groups ) are necessary. Detection of  ≈groups  receptive fi elds requires inputs 
from  ≈objects  receptive fi elds derived from multiple objects, but the processes for 
detection of these different  ≈objects  detections must not interfere with each other. 
Detection of  ≈groups of groups  receptive fi elds requires inputs from  ≈groups  
receptive fi elds derived from multiple groups. When  ≈groups  receptive fi elds have 
been activated, they are active at the same time as the  ≈objects  receptive fi elds that 
provided their input. Hence a little later if the  ≈objects  receptive fi elds are inactive, 
but the  ≈groups  fi elds are still active, the  ≈objects  receptive fi elds can be reactivated 
on the basis of recent simultaneous activity with the currently active  ≈groups  fi elds. 
Similarly, recently active  ≈groups  receptive fi elds can be indirectly activated by 
currently active  ≈groups of groups  fi elds. In addition, if there is novelty in the groups 
or groups of groups, some receptive fi eld expansion will occur. Indirect activation 
on the basis of simultaneous past receptive fi eld expansion can then recover, for 
example, inactive groups from currently active groups of groups. 

 A primary behavioural value of the information mechanisms that result in the 
phenomena of “pure” working memory is therefore the ability support multiple 
but independent activations in the same cortical area, making it possible to defi ne 
and detect higher complexity receptive fi elds made up of combinations across such 
multiple populations. Because there are limits to the number of such populations, 
maintaining a population active must be a behaviour that is recommended by column 
receptive fi eld detections and has suffi cient total recommendation strengths across 
those detections to be accepted. 

 Some key aspects of the high level anatomical architecture supporting working 
memory mechanisms is illustrated in Fig.  10.6 . Independent populations of column 
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activations in response to different visual objects can be supported in the higher 
areas of the visual cortex, up to a limit of about three. An active column in the visual 
cortex has recommendation strength in favour of continuing its own activation, but 
this is only suffi cient to prolong its activity very briefl y, just long enough to con-
tinue while gaze is focussed on the next few objects. The posterior parietal cortex 
[ 943 ] (PPC) detects receptive fi elds discriminating between different groups of 
objects and groups of groups, and can include auditory and somatosensory informa-
tion in such discriminations. Various areas in the prefrontal cortex [ 944 ] discrimi-
nate between very general circumstances, including the current and recent presence 
of different types of groups of objects and groups of groups derived from the poste-
rior parietal area. These receptive fi eld detections have recommendation strengths 
(among others) in favour of prolongation of the current activity of a column popula-
tion in the visual association areas. These recommendation strengths are instanti-
ated in the striatum, in this case the ventral striatum [ 945 ] because of the more 
strategic nature of the recommended behaviours. If there is suffi cient recommenda-
tion strength in favour of a prolongation behaviour, the ventral basal ganglia triggers 
the mediodorsal thalamic nucleus [ 946 ] to release prefrontal cortex detections with 
the strongest recommendation strengths in favour of the behaviour to the visual 
association areas [ 947 ].

   Consider the process for handling a visual scene within this architecture. An 
object is selected by the attention process and receptive fi elds detected within the 

  Fig. 10.6    Working memory information architecture. Recommendations in favour of prolonging 
the activity of a population of active columns in a visual area are generated by the prefrontal cortex. 
The ventral basal ganglia determines the total recommendation strengths in favour of such behav-
iours and selects the behaviour with suffi cient predominant total strength. The thalamus performs 
detailed implementation of the selected behaviour. The cerebellum can acquire and implement 
frequently utilized sequences of behaviours that include working memory behaviours       
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visual cortex. These receptive fi elds have recommendation strengths in favour of 
briefl y prolonging their own activity, and depending on the type of object may have 
recommendation strengths in favour of attention shifts to related objects. After sev-
eral attention shifts, active populations corresponding with several objects will be 
present in the visual areas and receptive fi elds corresponding with groups of objects 
detected in the posterior parietal cortex and communicated to the prefrontal cortex. 
Receptive fi elds detected in the prefrontal cortex discriminate between general cir-
cumstances including combinations of different recently perceived groups of objects 
and groups of groups, and other behavioural priorities (e.g. on aggressive, food 
seeking etc. behaviours). These frontal cortex receptive fi elds have recommendation 
strengths in favour of prolonging the activity of different column populations in the 
visual cortex and posterior parietal cortex. These recommendation strengths exist in 
the ventral striatum, where determination of the most appropriate behaviour of this 
type takes place. The selected behaviour is implemented by the ventral basal ganglia 
reducing inhibition of the MD thalamic nucleus, which releases prefrontal cortex 
outputs with the strongest recommendation weights in favour of the behaviour to the 
visual cortex and posterior parietal cortex to prolong the activity of the selected 
populations. These prolongations defi ne which  ≈object s,  ≈groups  and  ≈groups of 
groups  receptive fi elds will continue to be active and can therefore be combined 
with the receptive fi elds detected within the next attention object. At some point, the 
latest combination of  ≈object s,  ≈groups  and  ≈groups of groups  receptive fi elds may 
have a predominant recommendation strength in favour of, for example, a motor 
behaviour relative to the overall perceived environment. This motor behaviour will 
then be implemented. 

 In the case of “pure” working memory, the number of visual objects that can be 
recalled is fi rstly dependent on the number of separate populations of column recep-
tive fi eld detections that can be maintained. This number is between three and four. 
For visual working memory these populations are maintained in the visual cortex, for 
verbal memory in the auditory cortex, and for motor memory in the somatosensory 
cortex. Hence these different types of working memory can operate relatively inde-
pendently. Recall of larger groups depends upon prolongation of the activity of  ≈groups  
receptive fi elds in the posterior parietal cortex, and the number of such  ≈groups  popu-
lations is subject to the same limit as in the sensory cortices. However, such enhanced 
recall depends on the appropriate ≈groups receptive fi elds, which will generally exist 
only if some prior association has been established between the types of objects. Even 
more enhanced recall could be achieved via multiple ≈groups of groups populations, 
but at this level the reconstruction of the original objects (on the basis of frequent past 
simultaneous activity) might be less precise. 

 The cerebellum also plays a role in working memory [ 765 ]. There are sequences 
of information processes such as prolongation of activity, indirect activation on the 
basis of recent simultaneous activity, release of outputs of multiple populations 
from one cortical area to another and so on. Each of these information processes is 
a behaviour which must be recommended by cortical receptive fi eld detections and 
accepted and implemented by the basal ganglia. However, as for motor movements, 
frequently implemented sequences of behaviours can be captured by the cerebellum, 
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which can then implement such behaviours following an initial selection of the 
sequence by the basal ganglia. Each behaviour in the sequence is initiated by 
the detection of a very complex Purkinje cell receptive fi eld, and implemented by 
cerebellar nuclei outputs targetting the appropriate thalamic nucleus. 

 Some examples of more detailed levels of description will now be discussed. 
Much of the more detailed description of attention also applies to working memory.  

10.2.2     Description of Working Memory at the Level 
of Frequency Modulation of Cortical Action Potentials 

 One key mechanism at a more detailed level is the support for multiple populations 
of receptive fi eld detections within the same cortical area. This mechanism is 
illustrated in Fig.  10.7 . As discussed under attention, the postsynaptic potential 
injected by an incoming action potential decays with a half life of ~8 ms. Because a 
frequency modulation imposed on the inputs to a cortical area results in bunching of 

  Fig. 10.7    Frequency modulation mechanism for working memory. Receptive fi eld detections 
within one visual object result in output action potential spikes that are frequency modulated to 
mainly occur within one timeslot in each modulation period. Receptive fi eld detections within a 
second visual object result in output action potential spikes that are frequency modulated to mainly 
occur within a second timeslot in each modulation period. The separation of the timeslots is such 
that postsynaptic potentials resulting from one object have substantially decayed by the time 
postsynaptic potentials resulting from the second object occur. Hence neurons separately process 
information derived from the two objects       
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action potentials, a higher level of outputs results because the input action potentials 
all tend to occur within one decay time.

   Suppose now that the peak to peak interval of the modulation frequency is 
several times longer than the postsynaptic potential decay time. It is then possible to 
notionally divide each interval into several “timeslots” that are each one decay time 
long. If a frequency modulation signal is applied to one set of inputs to a cortical 
area, the action potentials will be bunched within one timeslot. If a second modula-
tion signal with the same frequency but different phase is applied to a different 
set of inputs, their action potentials will be bunched within a different timeslot. 
The postsynaptic decay time means that if the timeslots do not overlap, and the 
bunching is fairly tight, the postsynaptic potentials resulting from one set of inputs 
will have relatively small overlap with the postsynaptic potentials resulting from the 
other set, even within the same neuron. There will be some overlap, or crosstalk, but 
because receptive fi eld detections are recommendations and only the predominant 
recommendation is accepted, a degree of error of this type is tolerable. 

 If the decay time is ~8 ms, and the modulation frequency is in the gamma band 
at 40 Hz, a little over three relatively separate timeslots can exist within the 25 ms 
peak to peak interval. The ratio of decay time to modulation interval is the observed 
working memory capacity with no chunking.  

10.2.3     Description of Working Memory at the Level 
of Neuron Mechanisms 

 Prolongation of the activity of neurons in the sensory or posterior parietal cortices 
is driven by outputs from the prefrontal cortex. In the prefrontal cortex, local recur-
rent circuits support extended fi ring of pyramidal neurons [ 948 ].   

10.3     Condition Defi nition/Detection Resource Sharing 
by Frequency Modulation 

 In this chapter we have shown how simple attention and working memory phenomena 
can be described in terms of the condition defi nition/detection and behavioural 
recommendation information models, using a frequency modulation mechanism. 

 Attention uses frequency modulation to identify the subset of available information 
to be processed by the cortex at each point in time. Working memory refl ects the use 
of frequency modulation to allow the sharing of one cortical resource across multiple 
simultaneous processes without interference between the processes. 

 Use of frequency modulation based mechanisms is a general feature of brain 
processing, with attention and working memory being phenomena in which the 
mechanism can to some degree be investigated in isolation. However, an actual 
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cognitive process typically employs frequency modulation mechanisms along with 
all the information recording and accessing mechanisms described in the previous 
chapter. 

 In the next chapter we will discuss a range of more realistic cognitive phenomena, 
and demonstrate how these phenomena can be understood at higher levels using the 
condition/recommendation paradigm. Occasional examples of mapping to more 
detailed levels will be given. However, in most cases the information processes for 
these cognitive phenomena are combinations of the simple attention and memory 
processes described in this chapter and the previous chapter, and detailed mapping 
would occur in a manner analogous with that for the simple processes.                        
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                   We have established in Chaps.   9     and   10     that causal descriptions of relatively simple 
cognitive phenomena at high-level using the condition defi nition/detection and 
behavioural recommendation information models can be mapped into more detailed 
causal descriptions at anatomical, physiological and neurochemical levels. Hence 
we can have confi dence that higher level descriptions of more complex cognitive 
phenomena made up of combinations of the information processes used by the sim-
pler phenomena could also be mapped to more detailed levels as required. In this 
chapter we will develop such higher level descriptions of more complex phenom-
ena, only rarely going down to the more detailed levels. These higher level descrip-
tions will be in terms of cortical column receptive fi eld detections at different levels 
of complexity and behavioural interpretation of these receptive fi eld detections in 
various subcortical structures. 

 The key requirement is to develop descriptions of cognitive phenomena using 
only the information processes available to a complex learning system. Such a system 
heuristically defi nes receptive fi elds that can discriminate between but not correlate 
precisely with circumstances in which different behaviours are appropriate, associates 
each receptive fi eld detection with a range of behavioural recommendations, and 
determines and implements the behaviour (or combination of consistent behaviours) 
most strongly recommended across currently active receptive fi elds. Implementation 
generally occurs in two stages. First, the most strongly recommended general type 
of behaviour is determined by the basal ganglia and implemented in the thalamus. 
Next, the thalamus implements the most strongly recommended behaviour of the 
selected general type. For frequently used sequences of behaviours, receptive fi elds 
detections recommend initiation of the behaviour sequence into the basal ganglia 
and cerebellum. If there is a predominant recommendation strength in favour of the 
sequence, the basal ganglia surrenders control to the cerebellum. Then on the com-
pletion of each type of process in the sequence, the cerebellum detects a receptive 
fi eld that immediately implements the next type into the thalamus, which in turn 
implements the most strongly currently recommended behaviour of the type. 

    Chapter 11   
 Understanding Complex Cognitive 
Phenomena 
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 There are a limited number of different types of information process available to 
a complex learning system, and in all cases an information process is itself a behav-
iour which must have adequate recommendation strength across currently active 
receptive fi elds in order to take place. There are a number of different types of infor-
mation process summarized in Table  11.1 .  Firstly , changes to receptive fi elds. Such 
changes are generally expansions and are behaviours which must be recommended 
by combinations of other receptive fi eld detections.  Secondly , changes to recom-
mendation weights. Again, these are behaviours which must be recommended by 
combinations of receptive fi eld detections.  Thirdly , direct activation of receptive 
fi elds by the presence of the fi eld in current sensory inputs. Any changes to the 
threshold for detection are behaviours.  Fourthly , prolongation of the activity of a 
receptive fi eld detection, which is a behaviour that must be recommended by com-
binations of receptive fi eld detections. A limited number of independent populations 
of activated receptive fi elds can be supported in the same receptive fi eld detection 
resources.  Fifthly , indirect activation of receptive fi elds on the basis of past activity 
temporally correlated with the past activity of currently active receptive fi elds. 
Temporal correlations can include recent activity at the same time, earlier or later; 
frequent past activity at the same time, earlier or later; and past receptive fi eld 
expansion at the same time, earlier or later. Each type of indirect activation is a dif-
ferent type of behaviour which must be suffi ciently recommended to be imple-
mented.  Sixthly , releases of receptive fi eld detections from one area to another, or to 
muscle control. Such releases may include combining the detections by indepen-
dent populations.  Seventhly , frequently used sequences of behaviours can be 
recorded to make them more reproducible and rapid. Sequences can include reward 
and indirect activation behaviours. 

  In earlier chapters we have shown how these information processes are imple-
mented at more detailed levels in the brain. If a cognitive process can be described 

   Table 11.1    The possible types of information processes in a complex learning system   

 1.  Changes to receptive fi elds 
 2.  Changes to recommendation weights 
 3.  Changes to the thresholds for detection of receptive fi elds in current inputs 
 4.  Prolongation of the activity of a receptive fi eld detection 
 5.  Indirect activation of receptive fi elds on the basis of recent activity: at the same time; 

earlier; later 
 6.  Indirect activation of receptive fi elds on the basis of frequent past activity; at the same 

time; earlier; later 
 7.  Indirect activation of receptive fi elds on the basis of receptive fi eld expansion: at the same 

time; earlier; later 
 8.  Releases of receptive fi eld detections from one area to another, or to muscle control 
 9.  Recording of frequently used sequences of behaviour types 
 10.  Activation of a recorded sequence 

  All cognitive processes must be supported by sequences and combinations of these processes. To 
be implemented, a process must be adequately recommended by currently active receptive fi eld 
detections  
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using only these seven types of information process, there can be confi dence that 
the description can be mapped through anatomy and physiology to neurochemis-
try as required. In this chapter we will develop descriptions in terms of these 
information processes for a number of cognitive phenomena, only rarely shifting 
to more detailed levels. 

 In many cases a cognitive process could be supported by different sequences 
and combinations of these information processes. The actual process used in dif-
ferent brains may be different, or different for the same brain in slightly different 
circumstances. The exact process will be very sensitive to the detailed learning 
experience of the specifi c brain. 

 As discussed in earlier chapters, a receptive fi eld is instantiated in a cortical 
column and is defi ned by some similarity circumstance in sensory inputs or other 
input information that has occurred many times in the past. Such a receptive fi eld is 
detected if current experience contains this circumstance. Each cortical area has a 
specifi ed source of inputs, and receptive fi elds are initiated by assigning to each 
column within the area a different, narrowly defi ned similarity circumstance. Then 
in every experience the detection of at least a minimum number of receptive fi elds 
within the area is forced. If an experience does not result in the minimum directly, 
the receptive fi elds most similar to circumstances present in the experience are 
expanded until they are detected. This defi nition process thus divides up experience 
into relatively orthogonal similarity “chunks” in such a way that at least a minimum 
number of chunks are present in every experience. The process does not lead to 
similarity chunks that correspond with “meaningful” cognitive features. However, 
by appropriate specifi cation of the complexity of the receptive fi elds, similarity 
chunks can be defi ned that are effective for discriminating between situations in 
which different cognitive behaviors are appropriate. Receptive fi eld complexity for 
an area is specifi ed by defi nition of a group of major sources of inputs to be the ele-
ments making up the fi elds. Major sources could be raw sensory inputs or inputs 
from a specifi c layer of a specifi c other area. Receptive fi eld complexity is further 
specifi ed by the typical number of elements that must be present for detection to 
occur. Any one area has a genetic bias in favour of receiving most of its inputs from 
a specifi c group of other areas, and this genetic bias refl ects natural selection pres-
sures in favour of a set of areas that together can discriminate between a very high 
proportion of situations in which different behaviours are appropriate. 

 An appropriate behaviour might be speaking a category name when an instance 
of the category is perceived. Because of the heuristic defi nition process, no one 
receptive fi eld will be detected within all instances of the category and never 
detected within instances of any other category. Effective discrimination in this 
example means that the groups of receptive fi elds detected within instances of the 
category are suffi ciently similar to each other, and suffi ciently different from the 
groups detected within instances of any other category. “Suffi ciently” similar and 
“suffi ciently” different means that recommendation weights can be assigned in such 
a way that high integrity behaviour selection is possible. 

 The simplifi ed highest level information architecture which is the starting point 
for descriptions is as illustrated in Fig.  11.1 , a simplifi ed version of Fig.   8.1    . In this 
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fi gure the cortex, the hippocampal system, and the amygdala defi ne and detect 
receptive fi elds. Receptive fi eld detections are released to the thalamus, basal ganglia 
and cerebellum. The basal ganglia interprets receptive fi eld detections as behav-
ioural recommendations in favour of different types of behaviour and selects and 
implements the type with the strongest total recommendation strength. The selected 
type is communicated to the thalamus. The thalamus receives receptive fi eld detec-
tions and interprets these detections as recommendations in favour of very specifi c 
behaviours. The basal ganglia indicates to the thalamus the type of behaviour that 
has been selected, and the thalamus implements the most strongly recommended 
specifi c behaviour that is within the selected type. This selected specifi c behaviour 
is implemented by release of receptive fi eld detections between different receptive 
fi eld detection regions, or externally to drive a motor implementation such as atten-
tion or speech. Frequently used sequences of behaviour types are recorded in the 
cerebellum. Such frequent use means that for each behaviour type in the sequence a 
very specifi c receptive fi eld can be defi ned in the cerebellum with very strong 
recommendation strength in favour of initiation of that type. These receptive fi eld 
detections can then bypass the general behaviour selection in the basal ganglia and 
act directly on the thalamus or muscle control.

   For simplicity, the amygdala in this information architecture will be taken to 
include some hypothalamic receptive fi eld detection functions, and the striatal like 
nuclei in the amygdala with a behaviour selection role will be taken to be included 

  Fig. 11.1    Simplifi ed highest level architecture adequate for understanding many complex cog-
nitive processes       
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in the basal ganglia. The general neurotransmitter distribution systems that modulate 
behaviour will be largely omitted. 

 Some receptive fi eld types may be particularly effective for discriminating 
between certain types of behavioural situations. Such types will have a bias in 
favour of output connectivity on to striatal regions corresponding with those types. 
Again, such a bias will be the result of natural selection. However, although one 
receptive fi eld type may be particularly effective, it may not be suffi cient without 
receptive fi elds detected by another area. 

 Some of the key receptive fi eld detection areas and complexities discussed in 
previous chapters and relevant to complex cognitive processes are illustrated in 
Fig.  11.2 . For a number of areas, possible discrimination types have been indicated. 
In the visual cortex different areas discriminate between visual elements, visual 
features, visual objects, and qualifi ed visual objects. The  ≈ visual elements  area 
discriminates between different boundaries on the retina. The  ≈ visual features  
area discriminates between different features of visual objects such as wings, 
feathers or beaks. The  ≈ visual objects  area discriminate between different categories 

  Fig. 11.2    Cortical architecture for understanding higher cognitive processes. The illustrated 
cortical areas each defi ne and detect receptive fi elds in a different range of complexity. Each range 
of complexity is effective for discriminating between different types of circumstances in which 
different behaviours are appropriate. The circumstances discriminated by some areas are indicated, 
although these indications are approximate and in practice multiple areas will contribute to 
discriminations of each type. The circumstance discriminations mean that receptive fi eld detections 
in one area can be assigned recommendation strengths which allow high integrity selections between 
certain types of behaviors. Again, in practice multiple areas will contribute recommendation 
strengths to any one type of behaviour       
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of object such as bird, dog or cat. The qualifi ed visual objects area discriminates 
between different types of object such as large objects and small objects. Visual 
areas able to discriminate between different object positions on various levels are 
not illustrated. In the auditory cortex, some areas are effective for the discrimina-
tion between different sounds such as phonemes. Other areas are effective for 
discriminating between different spoken words. Auditory areas able to discrimi-
nate between different sound source locations are omitted, as are areas discrimi-
nating between different somatosensory circumstances.

   In the parietal cortex, different areas discriminate between different combinations 
of circumstances in the sensory areas. One or more areas might be effective in 
discrimination between different object relationships. Examples of such different 
object relationships might be “dog chasing”, “cat chasing”, “cat being chased”, 
“cat stalking”, “cat sleeping” etc. Other areas might discriminate between groups 
of objects (“cat chasing squirrel”, “dog chasing cat”, “dog fi ghting cat” etc.). 
Some areas distinguish between different groups (or sequences) of auditory 
objects, while other areas distinguish between different combinations of poly-
sensory objects. 

 In reality a number of different areas may be required to make effective discrimi-
nation between one type of situation and one area may contribute to more than one 
type of discrimination. On the other hand, the more different types of behaviour a 
area supports, the greater the risk that receptive fi eld changes in an area will result 
in undesirable side effects. Furthermore, there are some constraints that result from 
the ways in which information must be combined. For example, because receptive 
fi elds able to discriminate between groups of objects must include receptive fi elds 
detected within the individual objects,  ≈ visual objects  areas will tend to be separate 
from  ≈ groups of objects  areas. Hence the cognitive discrimination type labels given 
to the information processes performed by some areas in Fig.  11.2  are a useful 
approximation for describing cognitive processes, but the descriptions become 
much more complex if greater precision is required. 

 In the hippocampal system it is less possible to assign cognitive discrimination 
labels. Receptive fi elds are groups of columns in other areas that have expanded 
their receptive fi elds at related times in the past. These receptive fi elds are useful for 
a number of cognitive purposes. As mentioned in Chap.   10    , when a specifi c physical 
location is visited for the fi rst time, the combination of visible objects and relative 
positions in the visual fi eld will be novel and will drive receptive fi eld expansion in 
a group of visual and parietal cortical columns. These receptive fi eld expansions 
will all occur at the same time, and hence some hippocampal receptive fi elds are 
place fi elds discriminating between different locations ( ≈locations ). 

 In the prefrontal and cingulate cortices, the receptive fi elds correspond with 
complex combinations of other receptive fi elds that have been detected at corre-
lated times in the past. In some areas these receptive fi elds link groups of sensory 
columns with other groups of sensory columns. These receptive fi elds support 
semantic memory as discussed in Chap.   9    . Yet other areas might distinguish 
between different groups of groups of objects. Groups of groups could combine 
visual, auditory and other sensory inputs. Some such  ≈groups of groups  receptive 
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fi elds might alternatively be located in the parietal cortex. Other prefrontal and 
cingulate receptive fi elds make it possible to discriminate between different very 
complex, often polysensory circumstances. One example is receptive fi elds in the 
cingulate cortex able to discriminate between very complex social circumstances 
in which a positive or negative reward is appropriate. Another is the receptive 
fi elds in the dorsolateral prefrontal cortex which are able to discriminate between 
circumstances in which different types of behaviour should have priority (i.e. 
selection of current emotional state). 

 In the amygdala, receptive fi elds are also able to discriminate between circumstances 
in which different rewards are appropriate, and circumstances in which different 
behavioural priorities are appropriate. However, in the amygdala there is a higher 
degree of genetic predefi nition of the receptive fi elds than in the cortical areas. 

 Note, however, that any discrimination labels placed on cortical and other areas 
are only approximate. Receptive fi elds in one area are established by genetically 
controlled bias on input sources, followed by an heuristic defi nition process which 
could add a small proportion of inputs from other sources. The result is a set of 
receptive fi elds that are able to discriminate between different types of activity pat-
terns in the input sources. The combination of genetic bias and experience results in 
these fi elds being able to discriminate between circumstances in which different 
behavioural responses are appropriate, for a range of different types of behaviour. 
Genetic bias results in outputs from any one area tending to target the regions in the 
striatum corresponding with the types of behaviour that are effectively discrimi-
nated, but again other areas may heuristically acquire a small degree of connectivity 
to those regions. However, the approximations make it possible to describe cogni-
tive processes, and because the approximations are understood a description could 
be made more precise as required. 

11.1     Imagined Situations and False Memories 

 Human beings can imagine situations that have never occurred, and even situations 
which could not occur in reality. To understand this phenomenon, consider a specifi c 
example. Suppose a subject is asked to imagine being at a barbeque on a beach with 
Winston Churchill. Hearing the word “barbeque” directly activates receptive fi elds in 
the auditory cortex, initially in an area discriminating between individual sounds like 
phonemes, then independent populations of such receptive fi eld detections corre-
sponding with different phonemes are combined to drive a population of receptive 
fi eld detections at the  ≈words  level. These  ≈words  columns drive activation of a pop-
ulation of columns in the  ≈visual objects  area on the basis of frequent simultaneous 
past activity, acting via the appropriate areas in the prefrontal cortex as described in 
Chap.   9    . This population will result in a subjective experience similar to looking at a 
barbeque. The subjective experience is a weighted average of barbeques seen in the 
past, but without activity in the visual cortical areas close to sensory inputs (i.e. not 
an hallucination). The activity of the population is prolonged at a specifi c phase of 
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frequency modulation. Hearing the word “beach” by a similar process results in 
another population in the  ≈visual objects  area at a different phase of frequency 
modulation. Then hearing the words “Winston Churchill” by the same process results 
in a third population at a third phase of modulation. Next, the outputs from these 
populations that target the  ≈groups of objects  area are brought into the same modula-
tion phase. A population of receptive fi eld detections is driven in this target area. 
Although the individual objects are familiar, the combination has never been experi-
enced. The number of columns detecting their receptive fi elds in the  ≈groups of 
objects  area will therefore be below the minimum and receptive fi eld expansion will 
occur. The populations across the ≈visual objects and ≈groups of objects areas will 
have some similarity with the populations that would be activated in a real experi-
ence. However, there will be much less activity in the areas close to sensory inputs 
than in a real experience. The receptive fi eld expansions make later recall of the 
experience possible, in the same way as an episodic memory described in Chap.   9    . 

 There are a number of complicating factors that modify this simple description. 
Firstly, rather more areas will be involved. For example, receptive fi elds could be 
detected on levels of complexity intermediate between the levels we have labelled 
 ≈visual objects  and  ≈groups of objects  or below the  ≈visual objects  level, and more 
than one level of complexity may contribute to these types of discrimination. 
Secondly, receptive fi eld detections could be activated closer to sensory inputs on 
the basis of frequent past activity simultaneous with  ≈visual objects  activity, provid-
ing a richer sensory experience. Thirdly, each word could also result in indirect 
activations at the higher complexity levels such as  ≈groups of groups , leading to 
activity and receptive fi eld expansions at higher levels. This higher level activity 
could lead to further indirect activations and a richer subjective experience of the 
overall pseudoevent. 

 Although receptive fi eld expansions could lead to recall of the pseudoevent, a 
couple of factors usually make it possible to distinguish such a recall from recall of 
a real event. Firstly, the degree of activity at the levels of complexity close to sen-
sory inputs will generally be lower for an imagined event. Secondly, for a real event, 
indirect activation on the basis of past receptive fi eld expansion just before or just 
after will generate recall of circumstances that lead to or follow the event in a plau-
sible fashion. Receptive fi elds at a very high complexity able to discriminate 
between differences in these factors will acquire recommendation strengths in 
favour of behaviours appropriate to the recall being real or imaginary. However, if 
the imagined event has some aspects very similar to a number of real events, it can 
be possible to create pseudoevents that are perceived as real.  

11.2     Familiarity and Déjà Vu 

 Human beings have a very high capability to distinguish between novel and familiar 
objects and situations. The basis for this capability is that in any novel situation 
there will be receptive fi eld expansion. Receptive fi elds able to discriminate between 
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the presence and absence of receptive fi eld expansions in different areas will be able 
to recommend different types of appropriate behaviour. Such behaviours include 
saying the experience is novel or familiar. 

 However, suppose that in some situation there is receptive fi eld expansion in 
some areas but not in others. For example, suppose that there is receptive fi eld 
expansion in the  ≈groups of objects  area, but once that expansion has occurred, the 
outputs from the area drive adequate receptive fi eld detection at the  ≈group of 
groups  level without the need for receptive fi eld expansion. Such an unusual situa-
tion could give rise to the déjà vu experience, with some areas indicating novelty 
and other areas familiarity. 

 Recognizing the familiarity of an object is a simple receptive fi eld detection pro-
cess. Describing a familiar object when given its name is a much more complex 
process involving sequences of indirect activations. Recall is therefore much more 
diffi cult than recognition.  

11.3     Prospective Memory 

 We will now consider the more complex processes of prospective memory. As 
discussed in Chap.   2    , prospective memory is a simple example of the ability estab-
lish a plan and later to carry out that plan. As an example we will consider how 
receiving a telephone call in which an appointment was scheduled with a doctor at 
11 a.m. on Thursday can lead to being at the appointment. 

 First we will give an overview of the information processes, then go through in 
more detail. The overall process is that when the appointment is made, words are 
heard and spoken about the doctor, the symptoms, and the date and time of the 
appointment. These words indirectly activate receptive fi elds at many levels of com-
plexity, including initially  ≈visual words , then through  ≈groups ,  ≈groups of groups  
to  ≈complex circumstances . The subjective experience of this indirectly activated 
secondary population has some similarities with an actual experience of the appoint-
ment. The processes are much the same as for an imaginary event as discussed in an 
earlier section, and because the future appointment is not exactly the same as any 
past appointment, there are receptive fi eld expansions to establish the secondary 
population. The secondary population then activates a tertiary population at roughly 
the same levels of complexity on the basis of frequent past activity somewhat before 
the activity of its own columns. This tertiary population will be similar to the popu-
lation activated when setting off for an appointment in the past, and has recommen-
dation strengths in favour of setting off. However, these recommendation strengths 
are not suffi cient to initiate the behaviour. Later, hearing one or two of the words 
activates some of the columns in the secondary population, which via recommenda-
tion strengths in favour of indirect activation on the basis of past simultaneous 
receptive fi eld expansion reconstructs a population similar to the original secondary 
population, as in episodic memory described in Chap.   9    . This secondary population 
again activates the tertiary population with recommendation strengths in favour of 
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starting off for the appointment. Again, this population does not have suffi cient 
recommendation strength to initiate the behaviour unless some additional strength 
is present. If inputs providing information on current time and date are present, 
these inputs result in activation of a complex population at a level that can discrimi-
nate between different times. If there is an overlap between this population and 
columns in the secondary and tertiary populations, the receptive fi elds correlating 
with that overlap have recommendation strengths in favour of initiation of a motor 
behaviour. These recommendation strengths add to those of the tertiary population 
to initiate setting off. 

 A more detailed view of the process for acquisition of a prospective memory is 
summarized in Table  11.2 , and for access in Table  11.3 . If the process for creating 
procedural memories has been learned in past experience, an important fi rst step 
is detection of receptive fi elds at very complex levels that are able to discriminate 
between situations in which the sequence of information processes that result in a 
procedural memory should be initiated and other situations. These receptive fi elds 
have recommendation strengths in favour of initiation of different sequences of 
information processes. If the predominant recommendation strength is in favour 
of one particular sequence, the recording of that sequence in the cerebellum is 
activated. Learning to acquire and access procedural memories includes acquisi-
tion of a receptive fi eld in the cerebellum that is detected at the completion of each 
type of information process in the sequence. This fi eld implements the next type 
directly into the thalamus. 

   During the telephone call, the words “doctor”, “Thursday”, “11”, “morning” and 
“a.m.” are heard and spoken, plus words describing the symptoms or medical condi-
tion. Each word results in direct detection of receptive fi elds through the auditory 
cortex to levels of complexity  ≈words . Each word has often been heard a number of 
times in the past, and for each word the visual circumstances had some similarity. 
Hence each word has recommendation strengths (via the  ≈groups of columns often 
active at the same time  areas) in favour of indirectly activating columns in the  ≈ 
visual objects  area, and sometimes also in the  ≈ group of visual objects  area and 
perhaps at even higher complexities. For example, the word “doctor” may have been 
heard in the past a number of times when a medical doctor has been seen. Hearing 
the word will indirectly activate visual columns in the  ≈visual objects  area often 
directly detected in the past when looking at a doctor. Hence the word will activate 
a pseudoimage that is a weighted average of the visual images of doctors seen in the 
past. In addition, the word “doctor” may have been heard in the past while in the 
reception rooms of different doctors. A doctor’s reception room is a group of visual 
objects including a receptionist, a counter, a seating area, magazines etc. Hence the 
word could activate a pseudoimage in a  ≈groups of visual objects  area that is a 
weighted average of the columns directly activated during visits to different doc-
tors’ reception rooms in the past. During past appointments both the reception room 
and the examination room will have been visited. These are different groups of 
objects, and the word could therefore activate a pseudoimage in a  ≈groups of visual 
groups  area that is a weighted average of the doctors’ suites. Hearing the word 
“Thursday” will similarly activate a range of visual columns at different levels of 
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complexity that are the columns most frequently activated in the past when the word 
“Thursday” was also heard. In addition, if columns in the  ≈ words  area corresponding 
with “Thursday” have been indirectly activated in the past, perhaps on some other 
day, then columns often active at such times (themselves perhaps indirectly 
activated) could be activated later by hearing the word. Hence even thinking about 
Thursday might create some indirect activation strengths. The exact combination of 
indirectly activated columns will depend not just on the frequency of past simulta-
neous activity but also on the reward behaviours that have followed the use of the 
recommendation strengths in the past. 

 The indirectly activated populations can then be combined in various ways to 
generate receptive fi eld detections at more complex levels. For example, the 
 ≈visual objects  column populations indirectly activated in response to hearing 
words describing symptoms and the word “doctor” could be held active at differ-
ent phases of frequency modulation, then the outputs brought into the same modu-
lation phase and released to the  ≈groups of visual objects  area. The activation in 
that area might correspond approximately with a visual experience of describing 
the symptoms to a doctor. If the specifi c symptoms have not been described to a 
doctor in the past, the number of columns activated may be below the minimum 
for a population in this area, resulting in receptive fi eld expansions driven through 
the hippocampal system. Similarly, the outputs from separate  ≈visual objects  pop-
ulations indirectly activated by hearing “11”, “a.m.” and “Thursday” may be syn-
chronized and released to the  ≈groups of visual objects  area where they drive 
activation of a population at a different phase of modulation from the doctor-plus-
symptoms population. A separate population indirectly activated by the individual 
words as described earlier may also be present. The outputs from these  ≈groups of 
visual objects  populations are then brought into the same modulation phase and 
released to  ≈groups of visual groups  areas. 

 In the  ≈groups of visual groups  and  ≈very complex circumstances  areas, a col-
umn population is activated which will have some similarities to a population that 
would be activated if experiencing an 11 a.m. Thursday appointment describing 
current symptoms to a doctor. We will call this secondary population the  future 
appointment population . Because such an event has not happened in the part, it is 
probable that the number of activated columns is less that the minimum number for 
the area, and receptive fi eld expansion will take place. 

 Each column in this  future appointment population  will have a range of different 
recommendation strengths into the striatum. One such strength is in favour of acti-
vating other columns often active in the past somewhat before currently active 
columns. In the past, leaving to go to an appointment occurred prior to being at an 
appointment. Hence acceptance of this type of recommendation strengths would 
lead to a column population including columns that were active when setting off for 
appointments in the past, but incorporating information about the future appointment. 
We will call this tertiary population the  future departure population . Receptive 
fi eld expansion would also be required to generate this population. The active 
columns in this  future departure population  will have recommendation strengths in 
favour of setting off, because such behaviour in the past was followed by arriving on 
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time at an appointment, and receptive fi elds detected within that circumstance 
recommended a reward behaviour which was accepted. However, these recommen-
dation strengths are not suffi cient alone to initiate departure, additional recommen-
dation strengths are required. 

 There are other  ≈complex circumstances  receptive fi elds that discriminate 
between situations in which a prospective memory process is under way and has 
reached the stage at which the  future departure population  has been activated, and 
other situations of comparable complexity. The receptive fi elds in this area correlat-
ing with this stage in the prospective memory process have recommendation 
strengths in favour of a reward that temporarily (for example, days rather than weeks 
or months) increases recently utilized recommendation strengths in favour of 
activating other columns often active in the past somewhat before currently active 
columns. The recommendation strengths of  future appointment population  col-
umns that activated  future departure population  are therefore increased, increasing 
the probability of a similar indirect activation in the near future. 

 Some  ≈very complex circumstances  columns discriminate between different 
dates and times. Columns in this area will be activated as part of the  future appoint-
ment population , and also as part of the  future departure population . Columns in 
the same area can also be activated in response to inputs carrying information about 
current date and time. Even more complex  ≈very complex circumstances  columns 
discriminate between circumstances when there is overlap between columns 
activated in secondary or tertiary populations of the type described and columns acti-
vated in response to current sensory inputs. Columns often activated when there is 
such overlap have acquired recommendation strengths that reinforce motor behav-
iours recommended by the currently active secondary or tertiary population. Overlap 
correlates with current time being the time of the appointment, and supports the 
recommendation strengths of the  future departure population  columns in favour of 
immediate departure. Lack of overlap leaves the total recommendation strengths too 
low for behaviour initiation. 

 Because receptive fi eld expansion was required to establish the  future appoint-
ment population , the columns have relatively strong recommendation strengths in 
favour of indirect activation of each other on that basis. Hence after learning about 
the appointment, if there is a current sensory input which activates some of the 
columns in the  future appointment population , a signifi cant proportion of the full 
population will tend to be activated by the episodic memory process described in 
Chap.   9    . For example, noticing the symptoms or hearing “Thursday” could lead to 
such activation. The more aspects of the appointment that were considered in the 
activation of  future appointment population , the more likely that some combina-
tion of sensory inputs will tend to activate it. Each time it is activated, it will in turn 
tend to activate a signifi cant proportion of the  future departure population . The 
relevant recommendation strengths for this indirect activation will have been 
somewhat increased by the activity when the appointment was made. In addition, 
receptive fi eld expansions were required to establish the  future departure population . 
Recommendation strengths on the basis of receptive fi eld expansion of one column 
just before expansion of another column will reinforce the indirect activation of 
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 future departure population  from  future appointment population . Furthermore, 
expansions within the original  future departure population  will result in indirect 
activation strengths within the population tending to converge later reactivations 
more closely with the original. Hence by the combination of the various indirect 
activation mechanisms a regenerated  future departure population  will be activated 
that approximates to the original. 

 Each regeneration results in the presence of the recommendation strengths in 
favour of departure. Unless there is overlap between the regenerated  future departure 
population  and a population activated at the same level of complexity in response 
to inputs correlating with current time and date, these recommendation strengths 
will be inadequate. However, when there is overlap, the total recommendation 
strengths are adequate and departure is initiated. The sequence of  information 
processes can thus lead to prospective memory. 

11.3.1     Learning to Create Prospective Memories 

 Cortical columns do not “know” about events, plans etc. All they have is a receptive 
fi eld, and if activated directly or indirectly receptive fi elds recommend various 
behaviours in the basal ganglia, thalamus and cerebellum. Behaviours include 
receptive fi eld expansions lasting for various periods of time, activity prolongations, 
indirect activations of other columns, changes to recommendation weights, or gen-
eration of muscle movements. Each behaviour is implemented by release of a subset 
of current receptive fi eld activations from one specifi c cortical area or group of areas 
to another, or in the case of muscle movements to the brainstem, or in the case of 
rewards by activation of dopaminergic neurons. Learning to create prospective 
memories therefore involves establishing a long sequence of such behaviours, in the 
appropriate order. At each point in the sequence the predominant recommendation 
weight must be in favour of the next behaviour. 

 The sequence must fi rst be learned by associating receptive fi eld activations 
with appropriate recommendation weights in the basal ganglia and thalamus. 
Weights in the basal ganglia recommend a behaviour type, such as release of 
receptive fi eld detections from area A to area B. Weights in the thalamus recom-
mend release of specifi c individual receptive fi elds from area A. In this example, 
successful learning results in receptive fi elds detected towards the end of the 
previous behaviour recommending the release from area A to B type of behav-
iour into the basal ganglia, and receptive fi eld detections across a number of 
cortical areas including A recommending release of specifi c individual fi elds in 
area A. The overall effect is release of a subset of the currently active receptive 
fi elds in area A. 

 A learned sequence can be transferred to the cerebellum, where different Purkinje 
fi elds acquire correspondence with the exact circumstances in which each behaviour 
type must be initiated, and cerebellar nuclei neurons drive the appropriate thalamic 
nucleus to implement the specifi c release. 
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 The brain is initially confi gured so that columns in any one area tend to have 
certain types of recommendation strengths, such as strengths in favour of indirect 
activation of columns in a specifi c group of areas (perhaps including the same 
area). This genetic bias makes learning of certain types of behaviour easier and 
more likely. 

 Individual segments of the sequence will fi rst be learned separately as dis-
cussed for learning episodic memory in Chap.   9    . For example, learning to activate 
 future appointment population  types could proceed by a child being asked “What 
are we doing tomorrow?”. The child’s brain experiments with various types of 
indirect activations, and following a successful response, the adult behaviour 
results in receptive fi eld detections with reward recommendation strengths, 
increasing the probability of the appropriate indirect activation behaviours in the 
future. Learning to activate  future departure population  types could proceed by 
a child being asked “What do we have to do before we do that?”. The segments 
can then be used in different combinations to attempt an appropriate response 
to more complex cognitive problems. If there is often a reward at the end of a 
particular combination, the receptive fi elds active at the end of one segment will 
tend to recommend the next segment. 

 Learning is also required for reward behaviours. This learning is also made more 
effective by initial genetic programming. For example, as illustrated in Fig.  11.3 , 
there is a hierarchy of reward behaviours with genetically predefi ned connectivity. 
Receptive fi elds corresponding with the presence of a smiling face are defi ned 
genetically in the amygdala. These fi elds have strong genetically defi ned connectivity 
on to a strategic reward behaviour component. In addition, receptive fi elds in spe-
cifi c cortical areas such as D in Fig.  11.3  (which could be Brodmann area 24) have 
genetically defi ned weak connectivity on to the same component. This cortical area 
has a genetically defi ned receptive fi eld complexity that is effective for discrimi-
nating between different complex social situations. Hence among other capabilities 
it can discriminate between favourable and unfavourable situations following a 
behaviour. Initially, the strategic reward behaviour is triggered only by relatively 
specifi c receptive fi elds in the amygdala corresponding with circumstances like a 
smiling face. However, any receptive fi elds in areas like D often active when the 
reward behaviour occurs gain recommendation strength in favour of that behaviour. 
This allows bootstrapping of very complex reward circumstances. For example, ini-
tially the smile of a parent triggers the reward behaviour, but the body language 
corresponding with approval in the culture in which the child is living will also 
often be present. Hence receptive fi elds correlating with that body language will 
acquire recommendation strengths, eventually suffi cient to generate the strategic 
reward behaviour without needing the perception of smile. Other receptive fi elds 
correlating with the perception of a group of people applauding could gain recom-
mendation strengths on to the strategic reward behaviour by simultaneous detection 
with the occurrence of the reward behaviour driven by other receptive fi elds.

   In a long sequence of behaviours, a strategic reward at the end may not be suffi -
ciently discriminating to reward each behaviour in the sequence. As illustrated in 
Fig.  11.3 , the behaviour of releasing receptive fi eld detections from area A to area B 

11 Understanding Complex Cognitive Phenomena

http://dx.doi.org/10.1007/978-94-007-7107-9_9


367

will be recommended by area A detections and detections by a limited number of 
other areas. The identities of these other areas are limited by genetic information. 
All the inputs to the release behaviour component initially have relatively weak 
recommendation strengths. A tactical reward component exists which targets these 
inputs to the release behaviour. The inputs to this reward component come from a 
small, genetically specifi ed number of cortical areas like C in the diagram. These 
inputs initially have enough weight to cause the tactical reward component to be 
activated whenever there is suffi cient activity in area C. However, if later a strategic 
reward occurs, the weights of these inputs to the tactical reward component are 
modulated. Hence over a number of experiences the tactical reward becomes appro-
priate to reward the release behaviour, independent of whether the strategic reward 
occurs. Tactical rewards for the individual steps in the prospective memory will 
generally be established when the steps are learned, but may be refi ned as the over-
all process is learned.   

11.4     Speech Processing 

 Speech capabilities are fundamental to cognition, and these capabilities can be 
understood in terms of sequences of the same attention, indirect activation, infor-
mation release, etc. behaviours. Understanding speech requires a way to associate 
receptive fi elds activated in response to hearing words with receptive fi elds acti-
vated in response to seeing the corresponding visual situations. The mechanism 

  Fig. 11.3    Bootstrapping of reward behaviours. Certain genetically programmed receptive fi elds in 
the amygdala and perhaps elsewhere have genetically programmed recommendation strengths in 
favour of strategic reward behaviours. Receptive fi elds in other cortical areas have genetically 
programmed connectivity to the strategic reward component, and can acquire recommendation 
strengths if active when the amygdala receptive fi elds result in the reward behaviour. Yet other 
cortical areas have connectivity to more tactical reward components, and the recommendation 
strengths are modulated by the strategic reward component       

 

11.4  Speech Processing



368

for creating such associations is indirect activation on the basis of frequent past 
simultaneous activity as discussed under semantic memory. 

 A simplifi ed cortical model to understand how speech understanding is sup-
ported is illustrated in Fig.  11.4 . In this model visual inputs directly drive receptive 
fi eld detections at different levels of complexity which can discriminate between 
different types of visual situations. The primary inputs to one area are receptive fi eld 
detections in the previous area, but inputs from other areas are possible. Auditory 
inputs also drive receptive fi eld detections at different levels of complexity. The 
early levels process information derived from just one sense, but the higher levels of 
complexity will be polysensory to varying degrees.

   As described in Chap.   9    , understanding of nouns is achieved by frequent simul-
taneous presence of the word and the corresponding visual object, leading to the 
ability of columns in a  ≈words  cortical area being able to indirectly activate appro-
priate columns in a  ≈visual objects  area. The indirectly activated visual columns 
have recommendation strengths in favour of a range of behaviours appropriate to 
the presence of the object. In the case of a verb like “chase”, many scenes in which 
one object chased another are viewed when the word is heard. The chasing and 
chased object will be different in each scene, and there will be little temporal con-
sistency between columns activated in the  ≈words  and  ≈visual  objects areas. 
However, there will be consistency between columns activated in the  ≈words  area 
and some columns activated in the  ≈groups of objects  area. The receptive fi elds 
activated in response to the word therefore acquire recommendation strengths to 
activate that group of columns in the  ≈groups of objects  area, resulting in a subjective 
experience as if perceiving a vague object chasing another vague object. 

 Consider how the spoken sentence “white dog chased black and grey cat” 
could be processed in this model. In simplifi ed terms, each spoken word directly 
activates a population of auditory columns, and the auditory columns indirectly 
activate a population of visual columns at one or more specifi c levels of complex-
ity, on the basis of frequent past simultaneous activity. The visual populations 
corresponding with each word in the current phrase are maintained active at 

  Fig. 11.4    Simplifi ed cortical architecture for understanding speech. Associations are created 
between receptive fi elds detected within visual perceptions and fi elds detected within speech on 
the basis of frequent past simultaneous activity       
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different phases of frequency modulation at appropriate levels of receptive fi eld 
complexity. When the phrase is complete, the outputs from all the populations are 
synchronized and released to a higher level of complexity. The resultant visual 
population at those higher levels is a pseudoexperience as if visually perceiving 
the situation corresponding with the phrase. The same process is repeated until the 
three phrases have indirectly activated populations on the basis of frequent past 
simultaneous activity, in the same or different target areas. When the sentence is 
complete, outputs from the three populations are synchronized and released to an 
area detecting receptive fi elds at a yet higher level of complexity. The resultant 
visual population at this point is a pseudoexperience as if visually perceiving the 
situation corresponding with the sentence. Populations corresponding with differ-
ent sentences can be combined to generate receptive fi eld detections at even more 
complex levels, corresponding with pseudoexperiences of being in the circum-
stances described verbally. 

 These steps in one possible sequence of information mechanisms are described 
in somewhat more detail in Table  11.4 . This sequence illustrates a number of points. 
Firstly, a population which will give a pseudovisual experience as if the scene 
described by the sentence was being viewed in reality can be generated by a 
sequence of the types of information processes which can be supported in the brain. 
This pseudovisual experience does not include receptive fi eld detections close to 
raw visual input, but makes available a similar range of behavioural recommenda-
tions to that which would result from viewing the scene. Secondly, the order in 
which information synchronisations and releases to other areas are performed is 
critical to achieving a meaningful end activation. The timing of such information 
releases is determined by detection of other receptive fi elds within circumstances 
such as pauses, existence of specifi c combinations of active populations, and the 
presence or absence of certain words such as “and”. For example, in the phrase 
“black and grey cat”, hearing the “and” generates receptive fi elds that recommend 
not synchronizing and releasing receptive fi eld detections to higher levels of com-
plexity until one extra population has been indirectly activated. 

  The simplifi ed Fig.  11.4  architecture is a useful approximation for understand-
ing, but there are some issues which require a more detailed view. For example, it is 
not obvious how the ≈groups of objects population activated in response to hearing 
“white dog chased black and grey cat” would be different from hearing “black and 
grey cat chased white dog”. Resolving this problem requires receptive fi elds to be 
defi ned on rather more levels of complexity, able to discriminate between various 
intermediate situations. The visual system has a large number of different areas 
providing such discrimination possibilities. Some such areas are illustrated in 
Fig.  11.5 . This fi gure illustrates some cortical areas in the ventral and dorsal stream 
of the visual system and in the parietal and prefrontal cortices. Possible types of 
discrimination that could be performed by different areas are shown. Receptive 
fi elds in the ventral stream are involved in identifi cation of objects. Such receptive 
fi elds have recommendation strengths including in favour of appropriate responses 
to a type of object, such as category naming. Receptive fi elds in the dorsal stream 
are involved in identifi cation of the positions and motions of objects. Such receptive 
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fi elds have recommendation strengths in favour of appropriate responses to the 
motion and position of an object, including eye tracking. There is signifi cant infor-
mation exchange between the areas.

   In the architecture illustrated in Fig.  11.5 , two populations corresponding with 
“white dog” and “black and grey cat” are created in the  ≈qualifi ed objects  area. 
For example, outputs from  ≈visual features  activated indirectly by hearing 
“brown” and outputs from  ≈objects  activated indirectly by hearing “dog” are 
synchronized and released to  ≈qualifi ed objects . The activity of the resultant 
“white dog” population is prolonged at a specifi c modulation phase, and a second 
population “black and grey cat” generated at a different modulation phase. 
Hearing the word “chased” activates two populations of columns in  ≈object rela-
tionships  at different phases of frequency modulation. The fi rst is made up of 
columns often active in the past when observing something chasing, the second 
of columns often active in the past when observing something being chased. 
Outputs from the fi rst population in  ≈object relationships  are synchronized from 
the population in  ≈qualifi ed objects  corresponding with “brown dog” and released 
to the  ≈object actions  area. This release drives activation of a population of col-
umns that have tended to be active in the past when a white dog chasing has been 
viewed. Receptive fi eld expansion will occur if there are novel aspects to the scene. 
Outputs from the second population in  ≈object relationships  are synchronized from 

  Fig. 11.5    Intermediate complexity receptive fi elds able to discriminate between circumstances 
intermediate between, for example, objects and groups of objects. These type of receptive fi elds 
are needed to be able to discriminate between, for example, a dog chasing a cat and a cat chasing 
a dog       
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the population in  ≈qualifi ed objects  corresponding with “black and grey cat” and 
also released to the  ≈object actions  area. This release drives activation of a popu-
lation of columns at a different modulation phase from the fi rst, a population that 
has tended to be active in the past when a black and grey cat being chased has 
been viewed. Outputs from the two populations in  ≈object actions  are then syn-
chronized and released to the  ≈groups of objects  area. The resultant population 
will be similar to the one that would be activated if the dog chasing cat scene 
actually took place. Combinations of multiple populations in the  ≈groups of 
objects  could be combined at higher levels of complexity to discriminate between 
different groups of groups. 

 The word order in the sentence follows the English grammar rule of subject-
verb- object. Extracting the appropriate meaning depends upon generating an activa-
tion in ≈qualifi ed objects in response to the subject, two populations in ≈object 
relationships in response to the verb, another population in ≈qualifi ed objects in 
response to the object, then generating the correct combinations in ≈object actions. 
The correct sequence of behaviours must be learned and recorded in the cerebellum. 
Different rules (subject-object-verb, verb-object-subject or object-verb-subject, all 
of which occur in other languages [949]) simply mean learning different sequences 
of information releases between cortical areas. An information release is a behav-
iour which must be the predominant recommendation of currently active columns. 
Hence an English speaker will learn one set of sequences of indirect activations, 
activity prolongations, and information releases. For a different language, different 
sequences will be learned. 

11.4.1     Bootstrapping Speech Generation 

 Acquisition of an appropriate combination of behaviours is made more effi cient by 
genetic information. However, given the complexity of the experienced environ-
ment there are limits to the degree to which behaviours can be preprogrammed. For 
receptive fi elds, genetic information can place biases on initial connectivity, but can 
rarely specify receptive fi elds in detail. Behavioural components can be specifi ed to 
a higher degree, and biases places on their receptive fi eld inputs. These concepts are 
illustrated for speech production in Fig.  11.6 . In the fi gure there are a number of 
cortical areas with receptive fi elds relevant to speech production, and a number of 
basal ganglia and cerebellar components corresponding with specifi c behaviours 
and behaviour sequences. Genetically defi ned connectivity results in receptive fi elds 
with different complexities being defi ned through experience in different areas. 
Some of the key genetically defi ned biases on connectivity between areas are illus-
trated, and the type of discrimination which is supported as a result. There is also 
genetically defi ned bias in favour of connectivity between certain areas and the 
components corresponding with certain types of behaviour. Key biases of this type 
are also illustrated in Fig.  11.6 .
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11.4.1.1       Learning to Imitate Phonemes 

 Inputs to receptive fi elds in the area  ≈phonemes  have a genetic bias in favour of 
combinations of inputs from the primary auditory cortex effective to discriminate 
between different phonemes. Early auditory experience will therefore generate a set 
of receptive fi elds able to discriminate between the phonemes heard in the infant’s 
environment, in other words between phonemes used in the local language. The 
basal ganglia components  =speak phonemes  are hard wired to correspond with a 
specifi c set of phonemes, and any human language can therefore only use some 
subset. Each component drives the combination of muscle movements required to 
generate the corresponding phoneme. Any one column in the  ≈phonemes  area has 
initial connectivity (and therefore recommendation strengths) on to all the  =speak 
phonemes  components. A column also has recommendation strengths in favour of 
various behaviours ( =phoneme population processes  components), including pro-
longing activity. Pauses also activate receptive fi elds and have recommendation 
strengths in favour of releasing outputs from several populations active in  ≈pho-
nemes  to  ≈words . The area  ≈activity overlap A  has input connectivity that tends to 
discriminate between situations in which there is strong overlap between two 

  Fig. 11.6    Genetically defi ned initial connectivity to make bootstrapping of speech capabilities 
more effective. Genetically defi ned connectivity between cortical areas is indicated by  arrows . 
Genetically defi ned behavioural component targets of cortical areas indicated by  grey text        
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successive populations in  ≈phonemes . These columns have genetically defi ned 
recommendation strengths on to a reward component that rewards recently accepted 
recommendation strengths of  ≈phonemes  columns on to  =speak phoneme  compo-
nents. The reward component also has inputs from columns that discriminate 
between the presence and absence of recent speech generation muscle movements. 
A baby’s auditory environment includes many spoken phonemes. Such a phoneme 
will activate columns in the ≈phonemes area. Each such column has recommenda-
tion strengths in favour of speaking phonemes, and also in favour of prolonging its 
own activity. In response to hearing a phoneme there will therefore be recommenda-
tion strengths in favour of speaking a range of phonemes. The phoneme component 
that happens to have a slightly higher total weight will be selected and the phoneme 
spoken. This self-spoken phoneme will also be heard, and will activate a second 
column population in  ≈phonemes . If there is a strong overlap between the two 
populations in  ≈phonemes  (i.e. the phoneme heard fi rst is similar to the spoken 
phoneme), columns in  ≈activity overlap A  with recommendation strengths in favour 
of a reward behaviour are detected. If columns correlating with a recent speech 
generation muscle movement are also detected, the total recommendation strength 
is suffi cient to trigger the reward. This reward increases the recommendation 
strengths of recently active  ≈phonemes  columns into the recently accepted  =speak 
phoneme  behaviour. Hence the overall effect is to cause imitation of phonemes.  

11.4.1.2     Learning to Imitate Words 

 Columns in the  ≈words  auditory area have genetically defi ned inputs from the 
 ≈phonemes  area, and thresholds such that multiple phonemes are required for 
receptive fi eld defi nition. Receptive fi elds correlating with pauses have recom-
mendation strengths in favour of synchronisation of all outputs from  ≈phonemes  
and then extinguishing the ≈phoneme activity. Hence columns in  ≈words  area will 
develop receptive fi elds that can discriminate between different frequently expe-
rienced sequences of phonemes, i.e. words. Furthermore, the frequently used 
sequence of muscle movements associated with speaking a word develops a 
 =speak phoneme sequence  component in the cerebellum. Columns in the  ≈words  
area have genetically established connectivity on to the  =speak phoneme sequence  
components. By a similar process to that described for phonemes in the previous 
section,  ≈words  columns acquire recommendation strengths in favour of imitation 
of a word just spoken.  

11.4.1.3     Learning Associations Between Spoken Words 
and Visual Experiences 

 As described under semantic memory, inputs to the  ≈visual objects  area are 
genetically defi ned in such a way that receptive fi elds develop that are able to 
discriminate between different categories of visual object. Genetically defi ned 
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bias on connectivity from columns in area  ≈words  to area  ≈frequent simultaneous 
activity B  results in heuristically defi ned receptive fi elds corresponding with 
groups of columns in  ≈visual objects  that are often active at the same time. 
Genetic bias results in these columns targetting columns in  ≈visual objects  that 
are often active at the same time. As a result, simultaneous experiencing of 
visual objects and corresponding words results in hearing the word tending to 
activate a pseudovisual image as discussed under semantic memory. Genetically 
defi ned bias on connectivity from area  ≈visual objects  to area  ≈frequent simul-
taneous activity A  results in heuristically defi ned receptive fi elds corresponding 
with groups of columns in  ≈visual objects  that are often active at the same time. 
Genetic bias results in these columns targetting columns in  ≈words  that are 
often active at the same time. As a result, seeing the word tends to result in a 
pseudoauditory experience as though the word was being heard. As described 
earlier, the ≈words columns have acquired recommendation strengths in favour 
of speaking words. If these speech behaviours are accepted and rewarded, the 
≈visual objects columns will acquire recommendation strengths in favour of 
speaking the corresponding word. Hence seeing an object can result in speaking 
its name.  

11.4.1.4     Simplifi cations in the Description of Bootstrapping Speech 

 This architecture thus demonstrates that by placing specifi c biases on the con-
nectivity between cortical areas and between areas and types of behavioural 
component, the process of learning speech can be made much more effi cient. 
However, the architecture is a simplifi cation which makes understanding easier. 
For example, rather than the two areas illustrated for processing of auditory 
inputs, it is likely that there are several areas at various receptive fi eld complexi-
ties needed to provide adequate discrimination between phonemes and between 
words. 

 The key point is that bootstrapping of speech behaviour can be understood in 
terms of the information mechanisms available to a complex learning system, and 
the ways in which the description could be made more precise and more detailed are 
clear.    

11.5     Cognitive Defi cits Following Brain Damage 

 Specifi c cognitive defi cits often occur following damage to specifi c brain areas. 
Such associations have long been viewed as a way to understand the functions of 
different brain regions. When damage to a brain region is seen as affecting the infor-
mation processes supported by that region, the reasons for the resultant combina-
tions of defi cits can be understood. 
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11.5.1     Hippocampal System Damage 

 One of the most dramatic associations is between damage to the hippocampal 
system and a specifi c group of cognitive defi cits. This group of defi cits was exten-
sively investigated in the patient HM. This patient had experimental surgery bilater-
ally resecting the hippocampus proper and a number of associated areas in order to 
treat intractable epilepsy. Several defi cits followed this surgery, but also a number of 
cognitive capabilities were unaffected. Firstly, the capability to create new episodic 
and semantic memories was lost, a defi cit known as anterograde amnesia. All 
semantic memories acquired prior to surgery were retained. Episodic memories 
covering a period of 11 years prior to surgery were lost, a defi cit known as retro-
grade amnesia. However, older episodic memories were retained. All skills acquired 
prior to surgery were retained, and new very simple skills could still be acquired. 
Attention, working memory and priming were unaffected. 

 The hippocampal system supports two types of information process. Firstly, 
driving receptive fi eld expansions in appropriate cortical columns. Secondly, 
selecting columns to be indirectly activated on the basis of past temporally cor-
related receptive fi eld expansion. Loss of the ability to expand receptive fi elds 
means loss of all new semantic or episodic memories. Loss of the ability to indi-
rectly activate on the basis of past temporally correlated receptive fi eld expan-
sions means loss of access to episodic memories. Past semantic memories will 
still be accessible based on frequent past simultaneous activity. If an episodic 
memory is often accessed, retrieval could shift to being based on frequent past 
simultaneous activity (i.e. semantic memory). Hence more distant episodic mem-
ories can be retained on this basis. 

 All existing cortical receptive fi elds and their associated recommendation 
strengths will be retained. Hence skills acquired in the past will be unaffected. 
Learning of a complex skill will generally require receptive fi eld expansions and 
will not be possible. Learning of a simple skill could be supported by changes to the 
recommendation weights of existing receptive fi elds. However, even simple skill 
learning will be affected by the inability to adjust receptive fi elds, and will be less 
effi cient. The ability to indirectly activate columns on the basis of recent simultane-
ous activity will be unaffected. Hence priming memory will remain. Working mem-
ory based on the ability to support multiple independent column populations in the 
same cortical area will also be unaffected. 

 Individual structures within the hippocampal system support more detailed 
information processes in support of the general system processes, and the cogni-
tive defi cits limited to the individual structures can be understood in these terms. 
For example, neurons in CA1 produces the outputs that drive receptive fi eld 
expansions. If such outputs were also used to drive indirect activations, unman-
aged receptive fi eld expansions would also occur. Hence as expected, damage 
limited to that structure results in anterograde amnesia but no retrograde amnesia 
[ 950 ,  951 ]. The hypothalamus infl uences the location of receptive fi eld expan-
sions in favour of regions supporting current behavioural priorities, and damage 
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strictly limited to the mammillary bodies results in anterograde amnesia but minimal 
retrograde amnesia [526]. The anterior thalamic nucleus manages release of hip-
pocampal system outputs, and damage therefore results in both anterograde amnesia 
and retrograde amnesia [ 952 ]. 

 Hence understanding the information processes supported by the hippocampal 
system makes it possible to understand the exact combination of cognitive defi cits 
that follow hippocampal damage.  

11.5.2     Basal Ganglia Damage 

 The key information role of the basal ganglia is to determine the total recommendation 
strengths in favour of different behaviours, and to implement the most strongly recom-
mended behaviour. Part of this role is to ensure that one but not more than one behav-
iour of a particular type is selected. In other words, a motor behaviour and an indirect 
activation behaviour could be selected simultaneously, but not two incompatible motor 
behaviours. Hence the symptoms of Parkinson’s disease, Tourette’s syndrome, and 
Hemiballism can be understood in terms of the specifi c information processes affected. 

 In Parkinson’s disease, degeneration of dopamine neurons means that the activ-
ity of the indirect path is increased relative to that of the direct path. The direct path 
recommends in favour of different behaviours and the indirect path recommends 
against behaviours. Hence the imbalance results in no behaviour being selected, 
corresponding with the inability to initiate voluntary movements. 

 In Hemiballism, damage to the subthalamic nucleus results in reduced recom-
mendation strengths against behaviours, and selection of more than one behaviour 
of the same type. It is not possible to actually make muscles move limbs in two 
directions at once, and the confl ict will be resolved closer to muscle control. 
However, such resolution depends on slight differences in incompatible basal gan-
glia outputs, and small almost random changes result in sudden large shifts in 
behaviour, corresponding with the wild, uncontrollable fl inging movements of arms 
and legs. In Tourette’s syndrome, excess delivery of dopamine to the striatum also 
results in selection of more than one behaviour type, resulting in the sudden intro-
duction of “unselected” behaviours.  

11.5.3     Sensitivity of Prospective Memory to Dementia 

 Loss of the ability to create and access prospective memories is one of the most 
frequent and early signs of dementia. The dependence of prospective memory 
on many different types of information processes means that whatever type of 
process is affected, there is likely to be an effect on prospective memory capa-
bilities. Hence the observation that prospective memory loss is one of the earli-
est signs of dementia.   
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11.6     Consciousness and Self Awareness 

 Consciousness is often regarded as a great mystery, sometimes thought of as some-
thing that permeates life like some “aether”. Debates are ongoing on the degree to 
which different forms of life are “conscious”. Arguments occur about the degree to 
which human consciousness differs from anything experienced by other animals. In 
this section we will treat human consciousness in the same way as any other cogni-
tive phenomenon: description at high level, indicating how mapping could occur 
through anatomy, physiology and neurochemistry. 

 As discussed in Chap.   2    , there are a number of phenomena that are regarded as 
exhibiting human consciousness. Firstly, the vividness of some experiences of sen-
sory circumstances, and the inability to describe that vividness in any detail. 
Related to this phenomenon is the question of whether individual experience is 
unique to each individual. Secondly, the often experienced stream of mental 
images, only weakly linked to current sensory inputs. This stream is sometimes 
visual and sometimes verbal, and is experienced as moments when images are 
sharply focussed separated by periods of image vagueness. Thirdly, the ability to 
express internal mental states in words, an ability that is not available for all inter-
nal states. For example, if an important decision needs to be made, the process of 
thinking about alternatives can be described, but the instant in which the selection 
of one alternative is made seems inaccessible. Fourthly, the ability to experience 
self, as if self were something inside, observing what is going on and being 
observed. We will discuss each of these phenomena separately, although there are 
relationships between them. 

11.6.1     Vividness of Subjective Experience 

 Looking at an object can result in a range of possible immediate behaviours, such 
as naming the object, avoiding the object, picking up the object etc. One additional 
possibility is to increase the focus of attention on the object, resulting in a more 
vivid awareness of that object. The example often given in philosophical litera-
ture is the colour red. Focussing on a sensory experience of the colour results in 
a subjective experience that it is diffi cult to describe other than to say it is more 
vivid. It is argued that such experiences of the same sensory object are different 
for each individual. 

 At the cortical receptive fi eld level of description, viewing an object results in 
direct detection of receptive fi elds. Each receptive fi eld has a range of recommenda-
tion strengths, and behaviours appropriate to the object tend to have the strongest 
recommendation strengths. For example, viewing a red object would result in sig-
nifi cant recommendation strengths in favour of saying “red”. Viewing a tree while 
out on a forest walk would result in signifi cant recommendation strengths in favour 
of saying “tree” and motor behaviours to avoid walking into it. 
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 All the directly activated columns also have recommendation strengths in favour 
of indirect activation of other columns on the basis of past temporally correlated 
activity. If such recommendations were accepted while viewing the colour red, the 
result would be activation of a “halo” of other receptive fi elds as conceptually illus-
trated in Fig.  11.7 . This halo would include columns that expanded their receptive 
fi elds in the past close to times when many of the columns activated directly also 
expanded their receptive fi elds. Other columns would be indirectly activated on the 
basis of recent or frequent past activity at similar times. This halo would result in a 
much richer subjective experience derived from the current sensory object. Its 
behavioural value would be making available a much wider range of potentially 
relevant recommendation strengths. However, there will generally be no predomi-
nant recommendation strength without further processing. For example, some of the 
columns will have been indirectly activated on the basis of past temporally corre-
lated receptive fi eld expansion. The recommendation strengths resulting in those 
activations would be the result of many different past experiences in most of which 
the colour red was present. The population could therefore be viewed as containing 
fragments of the populations active during many different past experiences. 
However, no speech behaviour describing one of the past experiences will have a 
predominant stronger total recommendation strength. Hence it is not possible to 

  Fig. 11.7    Subjective experience (quale) triggered by a direct visual perception. The directly 
detected receptive fi elds have a wide range of indirect activation recommendation strengths. If 
indirect activation behaviours are generally detected, the result will be a “halo” of indirectly acti-
vated columns. These columns will be fragments of column populations activated in the past when 
the visual columns were also active. Examples could by fragments of the populations activated in 
the past in response to objects often present at the same time as the current object, or fragments of 
populations activated in response to situations in which objects similar to the current object were 
present. The subjective experience will be as if perceiving a weighted average of past experiences 
in which the current object being perceived was also present       
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describe any experience in detail verbally. Further stages of indirect activation 
would be required to generate a predominant recommendation, such as to describe 
a past experience as discussed under episodic memory in Chap.   9    . Such a descrip-
tion of past experience could be an appropriate response depending on the social 
situation, and such a behaviour could not have been generated just from the recom-
mendation strengths available in the directly activated receptive fi elds.

   Two factors make the halo population unique to the individual. One is that 
receptive fi elds are defi ned heuristically, and there will generally be little corre-
spondence between the column receptive fi elds in one brain and those in another. 
Secondly, the exact population indirectly activated will depend on the past experi-
ence of the brain, which is again unique to the individual. A subjective experience 
in response to a specifi c visual input has been called a quale (plural qualia), and 
ascribed the properties of being impossible to communicate, independent of other 
current experiences, and probably unique to each individual. Indirect activations of 
cortical columns on the basis of temporal correlations in past activity can account 
for these properties of qualia.  

11.6.2     Internal Stream of Mental Images 

 The experience of a constant stream of internal mental images can be understood by 
an extension of the descriptions in the previous section. At any point in time a popu-
lation of columns will be active. That population will have recommendation 
strengths in favour of indirect activation of a secondary population. The secondary 
population will have recommendation strengths in favour of indirect activation of a 
tertiary population and so on. The basis for the indirect activation could vary. 
Indirect activation on the basis of past temporally correlated receptive fi eld expan-
sion could lead to an episodic memory of a real event. Alternatively, depending on 
the content of the starting population, it could lead to imagining an event. Further 
indirect activations on the basis of past frequent activity or receptive fi eld expansion 
shortly after columns in the active population could then lead to imagining events 
following the initial event, in other words an imaginary narrative. Indirect activa-
tions on the basis of frequent past simultaneous activity could lead to addition of 
receptive fi elds closer to sensory inputs, enriching a more conceptually imagined 
event. Any population could require receptive fi eld expansion to achieve the required 
minimum size, providing the basis for later recall of the imagining. 

 One problem could be that after a long sequence of indirect activations, the 
population would become chaotic and contain little behavioural meaning. A way 
to avoid such chaotic populations would be to exploit the recommendation 
strengths that exist as a result of speech capabilities. As discussed in an earlier 
section, speech capabilities depend upon visual columns acquiring recommenda-
tion strengths in favour of indirect activation of auditory columns, and vice versa. 
These recommendation strengths can be used to maintain the focus of the stream 
of images. Suppose that after a few stages of indirect activation, acceptance of 
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the predominant recommendation of the visual population in favour of indirect 
activation of an auditory population was forced. The auditory activation could be 
at levels of complexity corresponding with  ≈words ,  ≈groups of words , or even 
 ≈groups of groups . The result would be a subjective experience of hearing words 
that were the best fi t to the current visual population. In other words the best 
available meaningful verbal description of that population. Now suppose that the 
visual population was extinguished and a new visual population indirectly acti-
vated by the auditory population. The new visual population will tend to have 
more meaning because the less related column activities will have been dropped. 
Focusing by means of speech capabilities will therefore allow much longer 
streams of useful indirect activations. The subjective experience would be of 
periods of time during which the mental content was fuzzy separating relatively 
sharp content. The sharp content could be verbal. Experience of the stream of 
consciousness appears to correspond with this model.  

11.6.3     Verbal Accessibility of Internal Mental States: 
Dichotic Listening 

 Mental states which do not generate any verbal output but nevertheless exert an 
infl uence on behaviour are often called “unconscious”. A classic example is dich-
otic listening. Suppose a subject is listening to earphones, different meaningful 
texts are presented to the left and right ears, and the subject is asked to repeat the 
text heard in one specifi c ear. This task can be successfully performed, and the 
subject will have memory for the content of the attended text and not for the unat-
tended. However, if at some point the texts are switched between ears, the subject 
will continue to repeat the meaningful text, without being aware of having 
switched ears. The implication is that although there is no “consciousness” of the 
content presented to one ear, some information is reaching the brain from that ear 
to allow the switch when it occurs. 

 The information processes resulting in dichotic memory can be understood 
from Fig.  11.8 . Auditory columns directly activated by hearing words in the left 
and in the right ears all have recommendation strengths in favour of indirect 
activation of columns at various levels of complexity. Hearing the instructions to 
attend to the left ear results in recommendation strengths associated with the left 
ear being increased. As discussed for speech, each word activates a population of 
columns in the  ≈visual objects  areas, combinations of such populations drive an 
activation of receptive fi elds in  ≈groups of objects  areas corresponding with 
phrases. Combinations  ≈groups of objects  populations in turn drive activation of 
populations in  ≈groups of groups  areas. Receptive fi eld expansions in these areas 
mean that episodic memory mechanisms can retrieve information about the 
attended text. Indirect activation recommendation strengths of right ear column 
activations are weakened and do not lead to these types of indirect activations. 
Hence there is no ability to recall the unattended text.
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   How can the switch between ears be understood? In Fig.  11.8 , a possible 
pattern of column activation at the moment the texts were switched is conceptu-
ally illustrated. Auditory columns activated in response to the sequence of words 
have resulted in indirectly activated columns in various areas as described in 
more detail in the speech section. Columns have been activated in  ≈groups of 
groups  areas corresponding with “the black dog chased the cat up a tree”. 
Columns have been activated in  ≈groups of objects  areas corresponding with the 
phrase “and the frightened cat”. Columns have been activated in  ≈visual objects  
areas corresponding with hearing the word “got”. At this point the next word in 
the meaningful continuation is “stuck”. However, the word “business” is pre-
sented to the left ear while the word “stuck” is presented to the right ear. Auditory 
columns activated in response to both words have recommendation strengths in 
favour of indirect activation of visual columns in the same area that the word 
“got” has created an activation, but because of the bias in favour of the left ear, 
the recommendation strengths in favour of columns correlating with “business” 
are stronger. However, this is not the only source of indirect activation recom-
mendation strengths. Columns activated in ≈groups of groups, ≈groups of 
objects, and ≈visual objects in response to hearing the attended text so far also 
have recommendation strengths in favour of indirect activation of columns in 
≈visual objects. In the past, when words and phrases similar to those that have 
generated the existing indirect activations were heard, the word “stuck” has been 
heard much more often than the word “business”. Hence these additional recom-
mendation strengths will reinforce those generated via the right ear, resulting in 

  Fig. 11.8    The point at which the echoed text switched from left to right ear in a dichotic listening 
experiment. Different auditory columns activated in response to hearing the different words all have 
recommendation strengths in favour of indirect activation of ≈visual objects columns. Because of the 
original instructions to echo the left ear, auditory columns activated in response to sounds of “business” 
in the left ear have greater such recommendation strengths than those in favour of “stuck” derived from 
the right ear. However, already activated columns in the visual areas also have recommendation strengths 
on the basis of frequent past simultaneous activity. These are predominantly in favour of the columns 
that would be activated in response to “stuck”, and it is therefore these columns that are activated       
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the recommendation strengths in favour of a “stuck” derived activation in  ≈visual 
objects  becoming predominant. 

 Note that this source of additional recommendation strengths is also the reason 
that speech can be understood in noisy environments or when a proportion of the 
words are mispronounced or even missed.  

11.6.4     Verbal Accessibility of Internal Mental States: Planning 
and the Moment of Decision 

 It is also observed that when attempting to reach a decision on some complex issue, 
much of the mental process can be described verbally. However, it does not appear 
possible to describe the actual moment when the decision is made in any detail. 

 The process for reaching a decision can be viewed as an example of a stream of 
consciousness. The difference from the description in the earlier section is that the 
stream is managed much more explicitly. Consider for example the mental pro-
cesses that could lead to choosing to go to a restaurant after a concert. The processes 
could be initiated by a question asked by a companion. Hearing words like “do”, 
“after” and “concert” will directly activate auditory columns, which will in turn 
indirectly activate visual and other columns. Among other recommendation 
strengths, the columns activated in response to “do” and “after” have acquired rec-
ommendation strengths in favour of activating a sequence of information processes 
of different types. Acquisition of such sequences is acquisition of the ability to plan. 
Indirect activation of column populations on the basis of activity somewhat after the 
population activated in response to “concert” will result in populations similar to 
those activated in the past when starting out for, travelling to and being at different 
locations after concerts. Column populations corresponding with the rewards imple-
mented following different locations can be activated. Column receptive fi elds will 
also be detected that correlate with blood sugar level. A wide range of recommenda-
tion strengths in favour of departing for different locations will therefore be avail-
able. All of these populations will also have speech generation recommendation 
strengths and can therefore be described in words. However, at some point the pre-
dominant recommendation strength is determined in the basal ganglia and followed 
by departure to the selected destination. Receptive fi elds are not detected that dis-
criminate between different processes occurring in the basal ganglia, and the behav-
iour selection process therefore cannot be described verbally.  

11.6.5     Self Awareness 

 Self awareness includes a number of phenomena. Firstly, when attention is directed 
to self, there is a sense of someone being there. Secondly, in planning processes, a 
representation of self can be included. Situations featuring self can be imagined in 
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two ways. For example, if you are asked to imagine the last time you went swim-
ming, often the fi rst mental image will be of watching yourself swim, perhaps in the 
ocean. This “outside” or “I” perspective is not experienced in reality. The other way 
is to visualize the feel of water splashing in your face, what we will call the “inside” 
or “me” perspective. One behavioural value of the I and me perspectives is that they 
can be utilized in planning to imagine self in different situations and determine 
which situation has the highest reward potential. 

 A set of cortical areas relevant to self awareness is illustrated in Fig.  11.9 . 
Within those areas, consider the learning that occurs in a child in response to hear-
ing his name, and suppose that name is Billy. The name is heard frequently, and 
each time it activates columns in the  ≈words  areas. On many of these occasions, an 
adult is encouraging the child to focus attention on himself. Each time the name is 
heard, columns throughout the cortex will also be active. However, columns acti-
vated at more complex levels when attention is focussed on somatosensory and 
propioceptic inputs from Billy’s body, and visual inputs from looking at his own 
body will tend to be active more often. Over time, the columns directly activated 
by hearing the word “Billy” will acquire recommendation strengths in favour of 
indirect activation of a population of complex columns that represent a weighted 
average of the columns active in the past when the word was heard. The population 
activated in response to the name would be subjectively experienced as if the brain 
were experiencing an average of past experiences when attention was being paid to 
sensory inputs from the body. At such times, the brain would be receiving actual 
current sensory inputs from the body, which could activate another population in 
the same areas at a different phase of frequency modulation. Both populations 
would have a wide range of recommendation strengths, including in favour of 

  Fig. 11.9    Cortical areas relevant to the learning and experience of self awareness       
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speech. Hence it would be possible to describe either the current experience of self 
or the average past self.

   In the past when the name has been heard, priority has been placed on different 
types of behaviour. More specifi cally, receptive fi elds have been detected in the 
amygdala (≈circumstances) and in prefrontal areas (≈very complex circumstances) 
that recommend different behaviour type such as aggressive, fearful, food-seeking, 
etc. A recommendation in favour of a behaviour type is subjectively experienced as 
an emotion such as anger, fear, hunger, disgust, surprise, sadness or pride. If some 
such receptive fi elds have often been active in the past when the name was heard, 
they can be indirectly activated in response to hearing the name. The recommenda-
tion strengths of these receptive fi elds in favour of behavioural priorities will result 
in subjective experience of emotions. 

 The exact “pseudoself” population will also depend on whatever other columns 
happen to be active often when the name is heard. Receptive fi elds detected within 
the current circumstances will also have recommendation strengths in favour of 
indirect activations, which when added to the recommendation strengths of columns 
activated by hearing the name will result in activation of columns active in the past 
when attention was focussed on self in similar circumstances. 

 Speaking phrases like “I am Billy” or “Billy is me” results in columns indi-
rectly activated in response to hearing “Billy” being active at the same time as 
columns directly activated in response to hearing “I” or “me”. Hence the pronouns 
can acquire recommendation strengths in favour of activation of pseudoself popu-
lations. Another spoken phrase with signifi cant consequences is “Billy is a boy”. 
The word “boy” will often be heard when Billy’s attention is being directed to 
other boys. Hence the receptive fi elds directly activated by seeing a boy, sitting, 
running, performing a wide range of activities, will be active at the same time as 
the columns directly activated by hearing the word “boy”. As a result, the columns 
activated in response to hearing “Billy” will acquire recommendation strengths in 
favour of indirectly activating a column population as if observing a boy. Such 
recommendation strengths result in a pseudoself population that includes the 
perspective from outside. Over time, rewards can adjust recommendation strengths 
of columns directly activated by hearing “I” and “me” such that they tend to 
activate an externally viewed and internally viewed pseudoself respectively. 

 Stream of consciousness processes can sometimes result in activation of  ≈words  
columns associated with name, I or me, leading to activation of pseudoself popula-
tions. Combination of pseudoself populations with, for example, populations cor-
responding with events can lead to populations corresponding with self participating 
in events. Simultaneous activity during a stream of consciousness can lead to addi-
tional recommendation strengths in favour of indirect activation. Hence the popula-
tions activated in response to hearing the name or pronoun, or indirect activation of 
the corresponding columns in  ≈words  can evolve. Thus the self image can change 
based upon both external and stream of consciousness experiences. 

 The behavioural value of this capability is enhancement of planning capability 
through using a wider range of more detailed information about past responses of 
self to different circumstances. Alternatives that integrate a self “model” can be 
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explored. Note that analogous processes can result in models for other people, 
initiated by columns directly activated in response to hearing their name being 
active at the same time as columns at many levels of complexity activated in 
response to observing them.  

11.6.6     Understanding Human Consciousness 

 The above discussion has demonstrated that the phenomena of human consciousness 
can be described in terms of combinations and sequences of information processes. 
Earlier in the book we have demonstrated how these information processes are 
implemented by combinations and sequences of more detailed processes in brain 
anatomy, and so on through physiology to neurochemistry. A scientifi c understand-
ing of human consciousness has therefore been presented.   

11.7     Literature, Music and Art 

 Every cortical column recommends an extensive range of behaviours, and can be 
activated directly by sensory inputs or indirectly on the basis of temporal correla-
tions in past activity with other columns. The indirect activation of a column results 
in outputs that are indistinguishable from outputs that can result from direct activation. 
Indirect activations are therefore subjectively identical with the results of sensory 
experiences. The difference from an actual sensory experience is that in general 
columns close to raw sensory inputs are indirectly activated to a much smaller 
degree, and indirect activations are therefore not sensory hallucinations. Indirect 
activations can result in receptive fi eld expansions just as in the case of sensory 
experiences, and can therefore be recalled later as if they were sensory experiences, 
again with the exclusion of activity close to raw sensory inputs. 

 Chains of indirect activations may lead to subjective experiences that would 
be diffi cult or impossible to reach by direct activation from sensory inputs. Hence 
literature can generate pseudoexperiences of non-existent circumstances. The 
indirectly activated receptive fi elds may have recommendation strengths in favour 
of emotional states, and such states are therefore part of the pseudoexperiences. 

 Music activates auditory receptive fi elds. Speech also activates auditory recep-
tive fi elds, and those receptive fi elds have strong recommendation strengths in 
favour of indirect activation of visual receptive fi elds on many different levels of 
complexity. In addition, some auditory receptive fi elds may have recommendation 
strengths in favour of different types of behaviours, such as alarm or cooperative 
behaviours. Hence music also can activate long chains of indirect activation, 
with the chains modulated by various behavioural biases. Once again, subjective 
experiences can result, and these subjective experiences may be distinct from any 
achieved by direct experience. 

11.7 Literature, Music and Art
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 Viewing art results in direct activation of visual receptive fi elds, leading to direct 
activation of receptive fi elds on many higher levels of complexity. All these recep-
tive fi elds have indirect activation recommendation strengths, and both directly and 
indirectly activated receptive fi elds may have recommendation strengths in favour 
of emotions or rewards. Past visual experience will strongly infl uence many of these 
recommendation strengths. Once again, chains of indirect activations may lead to 
complex subjective experiences. 

 The receptive fi elds and recommendation strengths utilized to achieve the sub-
jective experiences generated by literature, music and art, are determined to a degree 
by genetic information and heavily by past experience. These subjective experi-
ences are therefore determined by a complex interplay between these factors.   
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                   What can we expect from a theoretical neuroscience? Experimental work on brains 
has been carried out on many levels of detail, including behavioural psychology, 
major anatomical structures, detailed anatomical structures, neurons, and detailed 
chemical processes within neurons. However, for human understanding of how 
 cognition results from activity on more detailed levels, experimental work needs to 
be integrated in a theoretical framework. Such an integration requires insight 
into the information processes performed by brain structures at the different levels. 
A theoretical neuroscience must therefore address the nature of these information 
processes. 

 One problem is that, perhaps especially in the case of human brains, each brain 
is unique. We would like to understand the nature of the differences between indi-
vidual brains, and any general similarities. We would also like to understand the 
similarities and differences between human brains and the brains of other species. 
We would like to understand the reasons for the different anatomical structures, and 
what these different structures contribute to higher cognition. We would like to 
understand how neurons contribute to higher cognition. We would like to know 
how higher cognition depends upon different neurochemical processes. We would 
like to be able to quantitatively model the brain on various levels of detail including 
neurochemical, neuron, and cognition. Such models need to make simplifi cations 
and approximations, and we need to know how to make such simplifications 
and approximations in a way that does not result in models that are qualitatively 
misleading. 

 Theoretical physics has been very successful in quantitatively modelling 
 phenomena at a very detailed level and at a number of intermediate levels. However, 
the models created by physics tend to be of relatively simple systems. Attempts to 
apply mathematical physics to very complex systems such as atmospheric weather 
have had much more limited success. This book has argued that in order to achieve 
adequate models for human brains, techniques must be imported from the technolo-
gies for designing, manufacturing, and maintaining extremely complex electronic 
real- time systems. These techniques are applicable because the constraints imposed 

    Chapter 12 
   Towards a Theoretical Neuroscience 
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by natural selection on brains are analogous with constraints on the architectures of 
human designed electronic systems. Although the architectures that result from 
these constraints for electronic systems and brains are qualitatively different, in both 
cases they result in separations of the system resources into subsystems performing 
different information processes. Furthermore, just as the information processes 
 performed by an electronic system can be classifi ed as either data read/writes or 
instructions, so the information processes performed by a brain can be classifi ed as 
condition defi nition/detections or recommendations. 

 A theoretical framework therefore exists as a result of natural selection pres-
sures. These pressures come from the advantages possessed by one species over 
another if it can learn and perform a given set of behaviors with fewer resources, 
learn with less interference with prior learning, and requires less information in a 
simpler development process for brain development. 

 Any complex control system must detect conditions within its available informa-
tion and associate conditions with behaviours. A key result of natural selection pres-
sures is that for brains that learn a high proportion of their behaviours, these 
information processes are constrained. Firstly, condition defi nition and detection 
are a single process, with condition defi nition taking place as part of the condition 
detection process. Secondly, condition detections are associated with behavioural 
recommendations, in contrast with electronic computer systems in which condition 
detections are linked with behavioural commands. Thirdly, there is a major separa-
tion between resources that defi ne/detect conditions and resources that maintain 
recommendation strengths and determine the most strongly recommended behav-
iours. This separation, called the recommendation architecture, is necessary because 
feedback of the consequences of behaviours is the primary guide for recommenda-
tion strengths but such feedback cannot be applied directly to condition defi nitions 
without excessive undesirable side effects. Finally, resources are further subdivided 
into major components that perform condition defi nition/detection and behavioural 
recommendation information processes to support condition change management, 
behavioural type prioritisation, and effi cient performance of behavioural sequences. 

 These constraints make clear the reasons for the existence of the major anatomi-
cal structures in the mammal brain: the cortex defi ning and detecting conditions; the 
basal ganglia and thalamus assigning recommendation strengths to condition detec-
tions and determining behaviours; the hippocampus managing changes to cortical 
conditions; the amygdala/hypothalamus managing priorities placed on different 
types of behaviour; and the cerebellum managing frequently used sequences of 
behaviour. 

 These constraints also indicate why mammal brains all exhibit similar general 
structures: a cortex with areas and columns; thalamus with separate very similar 
nuclei; the basal ganglia with different nuclei; the hippocampus with a cortex like 
structure; the amygdala with cortex like and basal ganglia like divisions etc. Even in 
bird brains, recent studies indicate that there are anatomical structures performing 
different information processes, and these structures correspond with cortex, basal 
ganglia, thalamus, hippocampus, amygdala, cerebellum etc. at the levels of connec-
tivity and neuron type [953]. The avian equivalent to the cortex is not layered, but has 
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different regions that correspond with cortical layers IV, II/III, and V/VI. Thus the 
evidence suggests that the bird and mammal brains have similar information process-
ing architectures despite separate evolutionary paths for about 300 million years. 

 The condition defi nition/detection and behavioural recommendation information 
models result in the existence of a hierarchy linking high level descriptions of cog-
nitive phenomena through various anatomical levels of detail to descriptions in 
terms of neurochemistry. Just as in the physical sciences, more detailed descriptions 
down to the level of quantum mechanics could in principle be constructed. The 
existence of a rigorous route to fundamental levels is necessary for the integrity of 
the theory. However, again as in the physical sciences, the approximate descriptions 
at higher level are fully adequate for understanding, and direct use of quantum 
mechanics in the higher descriptive levels is almost always unnecessary. 

 The existence of the condition/recommendation based hierarchy of descriptions 
means that if a description of a cognitive process is constructed within this information 
paradigm, there can be confi dence that detailed physiological processes exist to  support 
the process. However, the number of different combinations of very detailed processes 
that could implement the same higher level process may be very large. Different indi-
vidual brains may implement similar cognitive processes by different combinations of 
detailed processes. Hence the same limits exist for brain science as for physical 
 sciences: high level descriptions that are consistent with detailed understanding can be 
created, but full modelling at the most detailed levels will in general be impractical. 
Nevertheless, intuitively satisfying understanding of cognitive phenomena in terms of 
anatomy etc. can be achieved, along with detailed modelling as required. 

 What are the sources of the differences between brains? The primary capabilities 
are the abilities to defi ne and detect sets of receptive fi elds on different levels of com-
plexity, to associate receptive fi elds with behavioural recommendations, and to indi-
rectly activate receptive fi elds on the basis of temporal correlations in past activity. 

 Tool making is a characteristic human activity, but has also been observed in 
other animals including chimpanzees and crows. If a tool is made when and where 
it is to be used, and from materials available at the site, the recommendation 
strengths associated with receptive fi elds detected within current sensory inputs 
could be suffi cient to manage the toolmaking behaviour. However, if the tool must 
be made in advance from materials that are not available where it will be used, then 
chains of indirect activations of receptive fi elds will be required. Human beings 
have much greater abilities to support such long indirect activation chains, largely 
because of speech derived mechanisms to maintain useful degrees of meaning 
within such chains as discussed in Chap.   11    . Thus examples of toolmaking in other 
animals generally involve on-site manufacturing from available materials. Only 
chimpanzees demonstrate a limited ability to collect materials for tool making away 
from the site of use, but even in this case the actual toolmaking occurs at the site. 
Human consciousness and self awareness also depend upon long chains of mean-
ingful indirect activations. Hence these phenomena in other species without speech 
capabilities will also be limited. 

 Individual differences between human beings has been a controversial topic. 
Acquiring capability in an intellectual discipline like physics or history requires 
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acquisition of receptive fi elds with suffi cient discrimination to support appropriate 
recommendation strengths. These receptive fi elds are defi ned heuristically through 
extensive experience. Genetic information specifi es the ranges of complexity within 
which receptive fi elds are initially defi ned. Differences in these genetic specifi ca-
tions may result in different intellectual capabilities. For example, research skills in 
history and in physics will both require the ability to defi ne/detect relatively large 
numbers of receptive fi elds that discriminate at the level of extremely complex 
circumstances. However, the most effective complexity levels may be somewhat 
different. The exact complexities and the numbers of receptive fi elds that can be 
created at each complexity level may differ between brains. Furthermore, there may 
be differences in the degree to which the receptive fi elds within one area can vary 
from initial starting points. One brain may have the capability to allow receptive 
fi elds in one area to draw a higher proportion of inputs from a somewhat larger 
number of areas than another brain. Another brain may have a capability to defi ne 
more receptive fi elds in some areas. Increased connectivity or receptive fi eld 
 numbers will have resource costs, and different compromises may be specifi ed by 
different genes. Skill in physics research may require the ability to defi ne/detect rela-
tively large numbers of novel receptive fi elds at certain levels of complexity relative 
to sensory inputs. Skill in history might require the ability to defi ne/detect receptive 
fi elds at extremely complex levels. Hence genetic differences could give rise to 
 different capabilities in these areas. Some skills may require receptive fi elds that can 
only be defi ned through more extensive experiences than other skills, and peak 
human capability in such skills will be reached later in life. 

 Limits to human capabilities may occur as a result of unavailability of receptive 
fi elds at an appropriate level of complexity. One example could be arithmetic. 
As discussed in Chap.   2    , human beings cannot immediately discriminate between 
groups of objects on the basis of the number of objects, unless there are fewer than six 
objects in the groups. Above this limit, counting of the objects in each group is neces-
sary. This is in contrast with the ability to discriminate between many thousands of 
only slightly different human faces. Hence humans do not have receptive fi elds on a 
level of complexity that can easily discriminate between such number based groups. 
Human diffi culties with arithmetic refl ect this lack of appropriate receptive fi elds. 

 Thus very general psychological questions can be addressed by the approach 
outlined in this book. Understanding must be based on a system perspective, not on 
associating different brain structures with specifi c cognitive phenomena. For exam-
ple, in the brain the most complex information processing is performed by the 
cortex, and cortical information carries very complex behavioural meanings. 
However, any element of cortical information is behaviourally ambiguous, and to 
determine behaviour this cortical information must be interpreted by subcortical 
structures. Hence assignment of simple behavioural meanings to cortical activity 
will in general be misleading. At the other extreme of detail, chemical changes to 
create memory are the result of recommendations from multiple sources, these rec-
ommendations typically instantiated by different kinase cascades. As a result, mem-
ory will not depend on one molecule, and most memory processes will be able to 
continue when almost any one contributing molecule is inactivated. The only way 
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to understand cognitive processing by the brain is therefore to maintain a systems 
perspective, avoiding associations between specifi c cortical structures on any level 
and unambiguous cognitive behaviours. 

 A conceptual framework is a prerequisite for simulations of detailed anatomy and 
physiology, because it identifi es simplifi cations and approximations that will not 
result in catastrophic deviations between the simulations and actual biology. For 
example, in the brain, condition defi nition and detection are entangled and simula-
tions that attempt to separate detection from defi nition will be misleading. Simulations 
that associate conditions with commands will also be misleading, because such 
unambiguous associations can only exist in computer systems. Simulation approaches 
that apply large computational resources without a conceptual framework can result 
in electronic systems with very complex behaviours. However, even if the behaviours 
appear to resemble cognition, it will be diffi cult to understand how those behaviours 
are supported by the detailed information  processes within the system, and the 
 contribution of such simulations to human understanding of biological brains is 
therefore limited. 

 Key types of information process supporting higher cognition include defi nition 
of receptive fi elds by detection within experience, association of receptive fi elds 
with behavioural recommendations by consequence feedback applied following 
behavioural selections, and indirect activation of receptive fi elds on the basis of 
prior temporal correlations in activity. Simulations of these information processes 
have demonstrated that they can support cognitive-like behaviours [932]. Support 
for managing access to a condition defi nition/detection resource using the frequency 
modulation mechanism has also been simulated [954]. 

 The previous chapters have shown that once a complex behaviour is causally 
described in terms of the condition defi nition/detection and behavioural recommen-
dation information models, that description can be mapped through major anatomi-
cal structures, detailed anatomical structures, and neurons down to neurochemistry. 
The condition defi nition/detection and behavioural recommendation information 
models within the recommendation architecture framework thus provides the 
required framework for theoretical neuroscience. 

 What is the way forward from here? The system architecture approach needs to 
be embedded throughout experimental and computational neuroscience. 
Experimental results on all levels of detail need to be interpreted in terms of the 
condition defi nition/detection and behavioural recommendation information para-
digms, and mapping carried out between levels. Computational modelling needs to 
be based on the same information paradigms, with those paradigms implemented on 
varying levels of detail from kinase cascades through neurons and neuron assem-
blies to major anatomical structures. This approach can lead to far more effective 
understanding of how physical damage on all levels leads to cognitive defi cits and 
how the effects of such damage can most effectively be corrected. 

 Design of systems that possess human-like cognitive capabilities appears well 
within reach, provided that such design is based on the same system architectural 
approach.    
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  AC.    See  Adenylyl cyclase 
   Acetylcholine , 49, 50, 80–82, 87, 89, 93, 109, 

111, 119, 120, 126–128, 130, 
140–142, 161, 167, 181, 190, 
192, 262  

   Acetylcholine receptors 
 muscarinic , 80, 119, 120, 126  
 nicotinic , 80, 119  

   Actin , 121, 122, 124, 125, 127, 262  
   Action potential 

 backpropagating , 69–70, 76, 87, 117, 
128, 130, 141, 260, 261, 297, 
298, 311, 312  

 calcium , 46–48, 67, 69, 85, 89, 90, 108, 
115, 116, 259–261, 302–304, 339  

 sodium , 46, 47, 69, 70, 85, 116  
   Adenosine triphosphate (ATP) , 40, 56, 59–61, 

73, 77, 81, 82, 87, 90, 103, 108, 
109, 127, 181, 262  

   Adenylyl cyclase (AC) , 60, 77, 79, 80, 90, 92, 
93, 108, 113  

   Adrenaline.    See  Epinephrine 
   Alzheimer’s disease , 15, 19, 190, 194  
   Amygdala , 31–34, 37, 57, 79, 133, 134, 136, 

141, 159, 160, 163, 166, 167, 169, 
172–177, 180, 181, 186, 190–196, 
202–205, 247, 249, 251, 271, 
275–278, 282, 283, 288, 294, 295, 
302, 303, 319, 352, 355, 366, 367, 
386, 390  

   Anchor protein , 59, 92, 104, 107, 109, 112, 113  
   Anterograde amnesia , 10, 15–16, 377, 378  
   ARC cytoskeletal protein , 102, 122  
   Arithmetic , 9, 24, 285, 392  

 errors , 24  

   Arousal , 157, 174, 179, 288, 294, 
300, 302  

   Aspartate , 73, 77  
   ATP.    See  Adenosine triphosphate 
   Attention , 7, 14, 23, 28, 51, 134, 137, 160, 

173, 190, 193, 232, 253, 272, 290, 
301, 315, 329, 331–347, 352, 361, 
367, 377, 379, 384–386  

 visual attention , 11, 157, 236, 237, 285, 
323, 332  
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  Basal forebrain , 79, 133, 134, 140, 156, 

176, 181, 190–192, 194, 195, 
202–204, 247, 251, 255, 256, 267, 
278, 283, 284  

   Basal ganglia 
 damage , 163, 169, 170, 378  
 direct path , 158, 161–163, 168, 268–272, 

274, 325, 378  
 globus pallidus (GPe) , 158, 164–165, 

168, 170  
 indirect path , 158, 161–163, 168, 268–272, 

274, 286, 325, 378  
 nucleus accumbens , 159–160, 166–167, 

169–170, 175, 205  
 parallel paths , 169–171  
 spiral of connectivity , 171, 273  
 striatum 

 matrisomes , 161–163, 272, 325  
 patch and matrix , 166, 169  
 striosomes , 161–163, 272, 325  

 substantia nigra 
 pars compacta (SNc) , 158, 159, 161, 

162, 165, 166, 168, 169, 171  
 pars reticula (SNr) , 158–161, 164–166, 

168, 170, 171  
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164–169  
 ventral pallidum , 160, 166–167  
 ventral tegmental area (VTA) , 159, 160, 

166–171  
   Behavioural sequence , 241, 244–245, 247, 251, 

284–290, 315–319, 328, 334–345, 
349–352, 358, 365–366, 370–371, 
373, 390  

   Behaviour selection , 34, 239–245, 250–251, 
255, 268–272, 275–278, 284–286, 
323–325, 336, 351, 352, 384  

   Beta band , 51, 137  
   Bicarbonate ion (HCO 3¯ ) , 41, 54, 61–63, 77, 

89, 118, 268, 341  
   Brodmann areas , 133–135, 146, 147, 150, 152, 

160, 195, 366  

    C 
  CA1 , 57, 70, 81, 83, 133, 180, 196–203, 

278–283, 377  
   CA2 , 133, 196–198, 201–203, 278, 282  
   CA3 , 70, 83, 133, 196–204, 278–283  
   Calcium activated K +  channels , 88–89  
   Calmodulin , 60, 90, 91, 102, 103, 106–108, 

110, 111, 122–125  
   cAMP , 60, 63, 77, 80, 90–93, 101, 102, 

108–110, 113, 126  
   Category 

 typicality , 150, 310  
 verifi cation , 13  

   Cerebellum 
 cerebellar cortex , 35, 36, 71, 133, 134, 

182–186, 188, 287  
 cerebellar nuclei , 35, 36, 133, 155, 156, 

168, 182–189, 286, 287, 318, 
345, 365  

 damage 
 microzones , 133, 188, 287  

   Cerebral hemispheres , 31, 32, 37, 132, 147, 
148, 151, 196  

   c-Fos , 60, 98, 101–102, 126  
   Chimpanzees , 27, 29, 391  
   Chunking , 16, 341, 346  
   Clustering , 231, 232, 243, 244  
   Command , xv, xvii, 5, 6, 145, 208, 215, 216, 

390, 393  
   Competition , 164, 231–233, 235, 237–241, 

243–245, 250, 251, 267–269, 271, 
278–280, 282–284, 324, 326  

   Computer systems , xvi–xviii, 9, 212, 
390, 393  

   Condition 
 complexity , 209, 214, 217–219, 221–223, 

226, 230, 244, 245  
 defi nition/detection , xviii, 6, 7, 227, 230, 

244, 288, 328, 346–347, 349, 390, 
391, 393  

 detection cascades , 230  
 similarity , 208, 210–211, 219, 231  

   Confabulation , 10  
   Consciousness 

 access , 28, 341, 382–384  
 conscious awareness , 11, 18, 379–381  
 phenomenal , 28, 379–381  
 stream of , 27, 28, 381–382, 384, 386  

   Consequence feedback , 216, 217, 228, 
230–235, 238, 240, 245, 264, 268, 
293, 301, 393  

   Constructability , 212, 217, 242, 249  
   Corpus callosum , 31–34, 134  
   Cortex 

 anterior temporal , 149, 150  
 auditory , 153, 154, 175, 186, 306, 316, 

319, 344, 354, 355, 358, 374  
 Broca’s area , 23, 149  
 cingulate , 190, 354, 355  
 columns , 8, 139, 143–145, 254–256, 

278–282, 289–291, 293–295, 301, 
305, 309–310, 315, 319–323, 327, 
342, 349, 351, 354, 365, 377, 381, 387  

 dorsal stream , 147, 333, 369  
 dorsolateral prefrontal , 170, 196, 272, 

334, 355  
 entorhinal , 34, 170, 180, 196–204, 

278–282, 320–322  
 frontal eye fi elds , 170, 333–336  
 fusiform face area , 25, 151, 152, 254  
 fusiform gyrus , 134, 150, 151, 305, 

308–311  
 gyrus , 34, 132–135, 149–151, 170  
 insular , 134  
 interneurons , 39, 50, 57–59, 118, 138, 142, 

144, 161, 185, 192, 198  
 lateral intraparietal , 333–336  
 layers , 185, 199–201  
 left inferior frontal gyrus , 150, 254, 305, 

307, 309–311, 315, 316, 318  
 motor , 145, 148, 170, 186, 188, 253, 284, 

286, 323, 326  
 occipital , 132, 134, 135, 190  
 orbitofrontal , 132, 134, 170  
 parahippocampal , 196, 199, 200, 

278–280, 322  
 perirhinal , 196, 197, 199, 200, 278–280, 

319–322  
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 somatosensory , 148, 153, 156, 170, 175, 
253, 333, 344  

 sulcus , 132, 134, 135, 149, 150  
 supplementary eye fi eld , 335  
 TE , 139, 144, 249, 292, 293, 304–310, 

313, 314, 333, 334, 339, 370  
 V1 , 160, 307, 334, 336–340  
 V2 , 160, 307, 313, 338–340  
 V4 , 304, 305, 307, 313, 339  
 ventral stream , 147, 369  
 visual , 139, 191, 258, 333–335, 343, 344, 353  
 Wernicke’s area , 148, 149  

   Crows , 27, 391  

    D 
  Damage , 1, 10–12, 15–19, 23–25, 87, 131, 

146–149, 151, 153, 157, 163, 169, 
170, 173, 174, 179, 180, 183, 184, 
190, 202–204, 209, 212, 250, 251, 
272, 289, 376–378, 393  

   Defi cits , 1, 13, 17, 18, 21, 23, 40–43, 131, 
146–149, 157, 160, 169, 180, 183, 
184, 190, 194, 196, 203, 204, 251, 
376–378, 393  

   Dementia , 17, 149, 150, 194, 378  
   Dendrites 

 apical , 38, 57, 83, 115, 118, 119, 137, 138, 
143, 197–199, 202, 258, 302, 310, 
311, 320, 321  

 basal , 38, 57, 83, 115, 137, 138, 197–199, 
202, 258, 302, 310, 311, 313, 314, 
320, 321  

 branches , 46–49, 57, 64, 115, 249, 252, 
258–261, 263, 302, 303, 310  

 spines , 58, 71, 80, 107, 116–119, 121–122, 
125–127, 161–163, 262, 328  

   Dentate gyrus , 34, 59, 83, 133, 196–204, 
278–283  

   Depolarisation , 44–48, 50, 56, 63, 67, 68, 75, 
76, 78, 83, 85–88, 114, 116, 117, 
120, 127, 128, 167, 175, 189, 195, 
261, 298, 303, 341  

   Dichotic listening , 28, 382–384  
   DNA , 6, 54, 94, 97–100, 110, 209  
   Dopamine , 49, 60, 66, 72, 73, 79–80, 82, 86, 

93, 108, 109, 111, 112, 119, 124, 
126, 128, 130, 140, 158, 160–165, 
167–169, 171, 182, 192, 193, 
195–196, 250, 261, 262, 268–275, 
288, 294, 296, 298, 325–328, 378  

   Dopamine receptors 
 D1 type , 79, 119, 162, 196  
 D2 type , 119, 162, 196  

    E 
  EEG.    See  Electroencephalography (EEG) 
   Electroencephalography (EEG) , 33, 50, 71, 119, 

123, 137, 140, 153, 155, 157, 160  
   Electronic systems , xvi, xviii, 4–10, 213–215, 

220, 231, 232, 390, 393  
   Emotions , 9, 12–14, 22, 25–26, 28, 30, 34, 

173, 174, 177, 180, 181, 193, 204, 
251, 275, 278, 283, 318, 355, 
386–388  

   Endocannabinoids , 83, 175  
   Endoplasmic reticulum (ER) , 54, 55, 60, 91, 93, 

106, 107, 113, 121, 123–125, 127  
   Epinephrine , 81, 142  

    F 
  Face recognition , 24–25, 151, 254  
   Facial expression , 25, 26, 173, 275  
   Fovea , 11, 332, 333, 335  
   Frequency modulation , 157, 237, 244, 250, 

251, 255, 257, 259, 264–267, 308, 
310, 334, 338–340, 345–347, 356, 
363, 369, 370, 372, 385, 393  

    G 
  GABA , 49, 50, 73, 77–78, 81–84, 86, 88, 93, 

106, 108, 109, 112, 118, 120, 129, 
138, 139, 141, 161, 165, 167, 181, 
195, 262  

   GABA receptors 
 GABA A  , 77, 78, 88, 112, 118, 120, 267, 

268, 339, 341  
 GABA B  , 77, 78, 93, 118  

   Gage, Phineas , 11  
   Gamma band , 51, 119, 137, 153, 157, 190, 

198, 251, 255, 264, 267, 282, 283, 
290, 338, 346  

   Genes 
 transcription , 60, 72, 77, 91–93, 104, 109, 

123, 126–127, 230, 299, 300  
 transcription factors , 91  

   Glutamate , 49, 50, 60, 70, 73, 75–77, 79, 
81–84, 86, 87, 91, 93, 105, 
107–109, 111, 120, 123, 125–128, 
130, 137, 138, 141, 164, 165, 181, 
185, 195, 261, 262, 298, 303, 312  

   Glutamate receptors 
 AMPA , 70–72, 75–77, 83, 99, 102, 104, 

106, 112, 120–125, 127–129, 140, 
189, 261, 262, 298, 312, 314, 328  

 mGluR1 , 76, 93, 107  
 mGluR5 , 60, 91, 93, 123, 125  
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 Glutamate receptors ( cont. ) 
 NMDA , 75–79, 83, 84, 106, 112, 123–126, 

128, 129, 140, 174, 175, 189, 261, 
298, 304, 311, 312, 314  

   Glycine , 73, 78–79, 185, 262  
   “Gorilla movie,”  14  
   G-protein 

 G 12  , 92, 93  
 G i  , 90, 92, 93, 109–110  
 G q  , 92, 93, 109, 110, 127, 277  
 G s  , 90, 92–93, 109  

   Guanylate cyclase , 90, 109, 111  

    H 
  Habenula , 133, 167, 168, 181–182, 194, 205, 

271, 275  
   Hemiballism , 160, 272, 378  
   Hierarchy of description , 2–8, 219–220, 290, 

333, 391  
   Hippocampus 

 feedback paths , 201, 280–282  
 hippocampal formation , 176, 197–200, 

202–204  
 hippocampal system , 15, 166, 175, 180, 

196–204, 250, 251, 255, 256, 260, 
261, 268, 269, 271, 277–284, 
294–298, 302, 315, 318–322, 352, 
354, 363, 377–378  

 hippocampus proper , 191, 197–199, 
201–203, 250, 251, 278–282, 320, 
322, 377  

   Histamine , 181, 192, 193, 195  
   HM , 15–18, 204, 323, 377  
   Huntington’s disease , 17, 160  
   Hyperpolarisation , 56, 63, 67–69, 81, 87–89, 

91, 109, 119, 303  
   Hypothalamus , 31–34, 37, 79, 133, 134, 141, 

156, 160, 166, 167, 169, 175–181, 
186, 190, 192–195, 201, 247, 251, 
275–278, 282, 283, 294, 295, 302, 
377, 390  

    I 
  “I” image , 29, 385–386  
   Imagination , 152, 355–356  
   Imitation , 374–375  
   Inferior olive.    See  Olivary nuclei 
   Information exchanges , 147, 210–212, 

214–217, 219, 231, 232, 244, 249, 
252, 253, 372  

   Ion channel 
 Ca ++  channels , 41, 42, 46, 47, 62–64, 69, 

88, 90–92, 106, 303  

 Cl - channels , 41, 44, 45, 61, 62, 88  
 I h  hyperpolarisation channel , 87  
 inward rectifying K +  channels , 87  
 K +  channels (K v  channels) , 86–87  

 A-type , 86  
 ligand gated , 61–63, 73, 85, 88  
 voltage gated , 47, 61, 63, 64, 67, 73, 85, 

89, 90, 101, 106, 107, 111, 114, 
116–117, 129, 130, 240, 259, 260, 
298, 303, 304  

 distribution , 46, 85, 115–117, 
129, 130  

   Ion pumps , 39–41, 56, 59–62, 90, 140  
   Isoforms , 107, 109, 112  

    K 
  Kainate receptors , 77, 83  
   Kinase 

 CaMKII , 60, 90, 102, 106, 113, 
123, 124, 263  

 CaMKIV , 60, 90, 106, 263  
 cascades , 8, 93, 94, 99, 101–108, 110, 113, 

124, 129, 130, 261, 263, 299, 300, 
392, 393  

 MAP , 105, 263  
 PKA , 60, 91, 92, 103, 108, 109, 113, 263  
 PKB , 93, 109  
 PKC , 60, 76, 91–93, 106, 109, 127, 263  
 PKG , 91, 130  
 tyrosine , 60, 61, 66, 84, 94  

   Korsakoff’s syndrome , 10, 17  

    L 
  Language , 9, 21–24, 26, 275, 366, 373, 374  
   Lipid rafts , 112, 113  
   Locus coeruleus , 81, 133, 141, 156, 164, 167, 

190, 192–194, 260, 288, 294, 296, 
302, 303  

   Long term depression (LTD) , 71, 72, 75, 76, 
79, 106, 123, 127–129, 167, 174, 
175, 188, 189, 192, 194, 275, 
287, 327  

   Long term potentiation (LTP) , 71–72, 75, 
78–79, 81–83, 122–129, 155, 167, 
174–175, 180, 188–190, 194, 199, 
249–250, 262, 266, 271, 273, 328  

    M 
  Magnetic resonance imaging (MRI) , 32–36  
   Magnetoencephalography (MEG) , 33, 50  
   Mammillary bodies , 10, 180, 202–204, 378  
   M-current , 80, 86  
   Medulla , 33, 37  
   “Me” image , 28, 385–386  
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   Memory 
 autobiographic , 13, 15, 16  
 behavioural sequence , 328  
 declarative , 15–18, 157, 180, 203, 205, 

250, 323  
 episodic , 12–21, 150–152, 174, 180, 196, 

235, 249, 250, 254, 290, 304, 
314–323, 341, 342, 356, 357, 364, 
366, 377, 381, 382  

 false , 14, 355–356  
 fi ve systems , 12  
 fl ashbulb , 14, 318  
 information models , 19–21, 232, 315  
 priming , 12, 16, 18–21, 204, 235, 250, 

290, 312–314, 377  
 procedural , 12, 16–18, 20, 21, 160, 290, 

322–328, 358  
 prospective , 12, 19, 23, 357–367, 378  
 semantic , 12, 13, 15–20, 149–150, 180, 

235, 238, 250, 254, 290, 304–312, 
316, 319, 323, 341, 354, 368, 
375–377  

 working , 12, 16–17, 19–21, 51, 151, 
184, 196, 204, 290, 329, 
331–347, 377  

   Mirror tracing , 18, 204, 322–324  
   Modular hierarchy , 210–211, 217, 218, 220, 

228–232, 236, 237, 242, 244, 245, 
249–251  

 development , 228–230  
   Module , 210–230, 233, 235–245, 247–249, 

252, 254, 256, 257  
   Myelin , 68  

    N 
  Natural selection , 6, 7, 210, 217, 220, 246, 

247, 252, 253, 292, 300, 328, 351, 
353, 390  

   Navigation , 322  
   Neglect syndrome , 157  
   Neuron 

 cytoplasm , 54, 106  
 endoplasmic reticulum , 54, 55, 93, 

106, 107  
 Golgi apparatus , 54, 55, 184, 185  
 integration algorithm , 98, 114, 129–130  
 leaky integrator model , 264  
 membrane , 35, 38, 45, 53, 54, 59–61, 

63–65, 79, 83, 84, 86, 87, 93, 101, 
114, 125, 189  

 microtubules , 55, 56, 106  
 mitochondria , 55  
 neurofi laments , 56  
 new , 59, 204  

 nucleus , 33, 106, 141, 159, 181, 
187, 287  

 organelles , 54, 56  
 ribosomes , 54, 55, 102  
 vesicles , 55, 57, 84  

   Neuron types 
 fast spiking , 56, 57, 64  
 granule 

 cerebellum , 184–185, 287  
 cortex , 287  
 dentate gyrus , 59, 197, 281  

 interneuron , 39, 58, 71, 72, 114, 118–120, 
140–142, 145, 185, 191, 192, 198, 
199, 204, 249, 257, 265–267, 271, 
272, 319  

 intrinsically bursting , 56  
 Neuron types ( cont. ) 

 Purkinje , 69, 76, 128, 183–185, 187, 188, 
286, 287  

 pyramidal , 8, 38, 39, 49, 50, 57, 64, 69, 70, 
72, 83, 86, 87, 112, 114–121, 126, 
127, 129, 136, 137, 139–146, 155, 
156, 161, 163, 172, 173, 175, 183, 
186, 189, 192, 194, 196–199, 201, 
202, 204, 249, 250, 252, 254, 
256–260, 263–269, 278, 281, 291, 
295, 296, 302, 303, 319–321, 327  

 input segregation , 202, 250  
 regular spiking , 56, 118  
 spiny stellate , 39, 136–138, 142, 143, 

145, 174  
   Neuropeptides , 73, 82, 93, 190, 194, 262  
   Neurotransmitter , 39, 41–50, 55, 57, 58, 
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