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Abstract In this study, an object contour tracking method is proposed for an
object with large motion and irregular shapes in video sequences. To track object
contour accurately, an active contour model was used, and the initial snake point
of the next frame is set by calculating an optical flow of feature points with
changing curvature in the object contour tracked from the previous frame. Here,
any misled optical flow due to irregular changes in shapes or fast motion was
filtered by producing an edge map different from the previous frame, and as a
solution to the energy shortage of objects with complex contour, snake points were
added according to partial curvature for better performance. Findings from
experiments with real video sequences showed that the contour of an object with
large motion and irregular shapes was extracted precisely.
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1 Introduction

With the growing interest in the 3D videos, displays such as 3D TV and broad-
casting technologies that make it possible to watch 3D videos have been developed
and gaining popularity in a quick pace recently. However, despite ever-growing
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demands for the 3D contents, available 3D contents are very rare due to limited
production time and money [1, 2]. The 2D-to-3D technology that converts existing
2D images to 3D videos has been drawing attention lately as a solution to this.
Although there are a number of ways of realizing such a technology, generally,
2D-to-3D conversion works in the following manner [1].

• Object Extraction or Segmentation
• Depth Map Assignment or Generation
• Rendering or Occlusion
• Re-touch

In this technology, conversion is conducted by means of (1) manual conversion,
(2) non real- time software automatic conversion, and (3) real-time hardware
automatic conversion, depending on the use of contents, costs, and the quality of
videos [1]. It usually takes six months and 300 staffers to carry out manual con-
version to attain the level of movie-like quality, and a hybrid conversion technology
that combines software conversion based on an image-processing function and
manual work has been emerging to reduce manual work necessary for video con-
version and meet quality requirements [1]. To produce quality scene-based video
sequences that are properly classified, the operator intervenes to deliberately extract
individual objects and subtract the background for the first frame before producing
depth map through geometric analysis. The next frames are converted automati-
cally within a reasonable time on the basis of data used for the first frame. Here, it is
highly important for the operator to correctly track the contour of an object sub-
tracted from the first frame in subsequent frames, and the more irregular the shape
of the object is and the larger its movement becomes, the harder tracking gets.

In this study, we propose a method of tracking contour of an object with larger
motion and irregular shapes in video sequences for the 2D-to-3D conversion in a
stable manner. Regarding this issue, we explain existing object contour tracking
technologies in Chap. 2 and how to tract the contour of objects with larger motion
using the proposed optical flow and active contour model in Chap. 3. In Chap. 4,
we assess the performance of the proposed method through experiments, and
Chap. 5 discusses the conclusion.

2 Existing Object Contour Tracking Technologies

Object tracking methods of video sequences are classified largely into the method
of using modified object extracting algorithm of the past and the one of using
object tracking algorithm [3]. Technologies to apply the object extraction algo-
rithm to video sequences include the method of forming an energy function
considering the relationship between time-dimensional nodes together with
background subtraction and graph-cut algorithm [4, 5]. These methods often cause
errors in the adjacent areas with complex background. In object tracking algo-
rithm, features such as point, kernel, and silhouette are extracted from the previous
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frames, with the object extracted from the following frame by matching them [6].
Designed mainly to situate an object, this method needs additional algorithms to
ensure accurate extraction of the shape of an object and has disadvantages such as
occlusion of the object or vulnerability for objects with large motion [3].

In recent years, extensive studies have been made on an active contour model-
based method that effectively captures the modification of an object and divides in
flexible lines surrounding the object [7–11], a method to find the shape of an object
based on its contour energy data. In this study, the outermost closed curve of an
irregular object extracted from the first frame of video sequences by the operator
are being tracked continuously in the following frames using the active contour
model.

2.1 Snake Algorithm

The snake algorithm, as the most common active contour model, was first pro-
posed in 1987 by Kass [7]. In this algorithm, initial snake points are set around the
object to extract from the input video, and the contour of the object is extracted in
the course of minimizing the energy function by moving snake points iteratively
according to the defined energy function.

Snake energy function is the sum of internal energy determining the shape of
snake contour and external energy that serves to pulling snake points toward the
object contour.

EsnakeðvÞ ¼
XN�1

i¼0

ðEinternalðviÞ þ EexternalðviÞÞ ð1Þ

where snake point is set as vi, vi is vi ¼ ðxi; yiÞ, which means the ith snake point,
and N refers to the number of snake points.

Internal energy consists of continuity energy that determines the distance
between snake points and curvature energy that determines the movement of snake
points.

EinternalðviÞ ¼ EcontinuityðviÞ þ EcurvatureðviÞ ð2Þ

External energy functions to attract snake contour to features or contour of an
object. Features of frequently used videos include gradient meaning the boundary
of the object where brightness changes sharply. External energy at individual
points of 9-neighbor including the current control point is calculated to move to
the location with a larger gradient.

EexternalðviÞ ¼
� rf ðviÞj j

emax

ð3Þ
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2.2 Problems with Snake Algorithm

Since it can extract the object contour in a simple and effective manner, snake
algorithm is being used broadly and has following problems although there have
been many minimization algorithms proposed [12]. The algorithm

(1) is highly dependent on the location and shape of initial snake points.
(2) cannot extract the contour of an object with complex shape by means of

functions of internal energy function.
(3) takes enormous time due to the limited range where fixed points move at a

time.

As this study aims at applying to the non real-time 2D-to-3D conversion, the
problem as in (3) is not taken into account seriously. By calculating optical flow with
the previous frame and setting the location of initial snake points for object tracking
of the current frame, the problem of dependence on the location and shape of initial
snake points as mentioned in (1) is solved. As far as the problem described in (2) is
concerned, object contour, no matter how complex, is effectively extracted by
inserting new snake points after calculating partial curvature between snake points.

3 The Proposed Method

This study proposes a new tracking method that follows in order to solve the
problem of object tracking using existing snake algorithm. The proposed method is
designed to track exactly object contour in the n ? 1th frame from object
extraction result data in the nth frame. In the n ? 1th frame, optical flow of object
contour feature points in the nth frame is calculated to set the initial snake points.
In this case, any optical flow as a result of wrong algorithm due to irregular object
or large motion is filtered, compared to the result of morphology algorithm of
difference edge map between two frames. Afterwards, activation contour is con-
verged to the target object in the n ? 1th frame in the course of finding activation
contour solution in the snake algorithm. To solve the problem of energy shortage
caused by complex contour of the object to track, we took into consideration of the
method of adding snake points using partial curvature of Lee [13] (Fig. 1).

3.1 Calculation of Optical Flow

In the case of non real-time 2D-to-3D conversion, objects are classified generally
by the operator for the first frame(n = 0) in video sequences of the scene to
convert. From the object contour classified in this way, end points of horizontal,
vertical, and diagonal components are set as feature points of object contour.
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Afterwards, referring to the n ? 1th frame, optical flow off feature points is
calculated. Optical flow means the motions of individual pixels created by 3D
movement of the object in the video or the camera represented by vector field [14].
Among many methods of tracking the motion of pixels, the Lucas-Kanade [15]
algorithm, most widely known, was used in this study. The Lucas-Kanade algo-
rithm is based on three hypotheses: brightness constancy, temporal persistence,
and spatial coherence. Brightness constancy means that brightness values among
video frames never change, while temporal persistence means that compared to
motion of an object in a video, time change faster, causing less motions of the
object between frames. Under these two hypotheses, the optical flow between time
t and t þ Dt is expressed as follows:

Vx

Vy

� �
¼

P
I2
xi

P
Ixi IyiP

Ixi Iyi

P
I2
yi

� � P
Ixi ItiP
Iyi Iti

� �
ð4Þ

Vx and Vy in Eq. (4) refer to speed component of each axle, and I to brightness
degree of each pixel. Figure 2 shows the results of motion of feature points fol-
lowing the calculation of optical flow with the n ? 1th frame, once feature points
are created along the object contour extracted by the operator from the nth frame.

Fig. 1 Flow of the proposed object contour tracking
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3.2 Setup of Initial Snake Points

The 15frame/s videos were used for this study and have tracking points where as a
result of creating optical flow, quickly moving irregular objects are unable to move
precisely to the object contour as shown in Fig. 2. Therefore, these tracking points
cannot be used for snake algorithm as they are due to higher dependence on the
location and shape of initial snake points set in 2.2, so it is impossible to track
object contour properly. To solve this problem, a difference edge map between
frames is created for filtering purposes. To make a difference edge map, edge maps
of the nth frame and the n ? 1th frame are made first of all. To reduce the impacts
of surrounding noises and obtain thick gradient data, the Sobel operator is used for
an edge map. The difference edge map Dedgeðx; yÞ for the two frames is defined as
follows:

Dedgeðx; yÞ ¼
Snþ1ðx; yÞ � Snðx; yÞ if Snþ1ðx; yÞ � Snðx; yÞ[ Ith

0 otherwise

(
ð5Þ

where Snðx; yÞ and Snþ1ðx; yÞ refer to edge extraction result of using the Sobel
operator of the nth frame and the n ? 1th frame, respectively, and 10 is used for
Ith as a threshold to prevent the mixture of noises. Figure 3 is the result of creating
difference edge map. Figure 3a, b show the results of the Sobel edge extraction for
the nth frame and the n ? 1th frame, respectively, and Fig. 3c is the result of
creating difference edge map. Fixed background and still object in a scene where
the camera does not move are set to values close to 0. Then, considering the scope
of filtering, dilation algorithms as a morphological algorithm are performed many
times to obtain a map for final snake point filtering as in Fig. 3d.

Using the difference edge map obtain in this way, the feature points produced
through optical flow in 3.1 are filtered. Specifically, any optical flow surpassing a
set value (here 5 set from many experiments) becomes subject to filtering, while
the one found not included in the value as a result of comparison with the dif-
ference edge map is removed. Figure 4 shows that almost all of the feature points
not included in the object contour have been removed.

Fig. 2 Creation of feature points and calculation of optical flow from object contour. a Object
extracted from the nth frame by the operator, b Feature points created from the object contour in
(a), c Results of tracking feature points of (b) along optical flow in the n ? 1th frame
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3.3 Finding Activation Contour Solution

Feature points filtered by difference edge map are set as reference snake points in
the n ? 1th frame and converged to object contour with gradient of grey image as
external energy. For an object with irregular shape, we considered a method of
adding snake points using partial curvature of Lee [13] in the stage of renewing
individual snake points in order to detect the contour in the areas where the
curvature among and between snake points changes severely. Discrete curvature kd

is calculated using three snake points vi�1; vi; viþ1 as follows:

Td1
�! ¼ vi�1 � vi; Td2

�! ¼ viþ1 � vi ð6Þ

cos h ¼ Td1
�!� Td2

�!

Td1
�!���
��� � Td2

�!���
���

ð7Þ

kd ¼
2 sin h

d
; where d ¼ viþ1 � vi�1 ð8Þ

Fig. 3 Creation of difference edge map to set reference snake points. a Result of edge extraction
in the nth frame, b Result of edge extraction of the n ? 1th frame, c Difference edge map,
d Dilation for (c)

Fig. 4 Filtering of feature points according to difference edge map. a Filtering method of feature
points, b Filtering results
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In the above equation, �means inner area of two vectors, and kkmeans the norm
of vector. Since the curvature value more than the critical value means complex
object contour, two new snake points are inserted into vi�1 þ vi=2 and vi þ viþ1=2.

4 Results and Discussion

To test the proposed method, a ballet video (1024*768, 15frame/s) [16] and
a foreman video (352*288, 50frame/s) containing irregularly changing object were
used. To assess the performance, mean error of actual contour point coordinates
and estimated contour point coordinates was calculated. Actual contour point
coordinates were obtained from the object contour extracted manually.

Figure 5 shows the experiment of the foreman video with a sufficient number of
frames and smaller motion of the object. Tracking was conducted in the 159th
frame for the object manually extracted from the 158th frame. Weights for con-
tinuity energy, curvature energy, and external energy of the snake algorithm were
set to 0.2, 0.3, and 0.5, respectively, through many experiments, and convergence
condition was that the rate of change of the snake points was below 10 %. The
mean error was 2.23 pixels, almost similar to the actual object contour.

Figure 6 indicates the experiment of the ballet video with less frames and larger
motion. Tracking was performed in the 84th frame for the object manually
extracted from the 83th frame. Weights of continuity energy, curvature energy,

Fig. 5 Results of experiments with the foreman video. a The 158th frame, b Reference snake
points estimated from the 159th frame, c Result of activation contour tracking of the 159th frame

Fig. 6 Results of experiments with the ballet video. a The 83th frame, b Reference snake points
estimated from the 84th frame, c Results of activation contour tracking of the 84th frame
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and external energy of the snake algorithm are 0.2, 0.15, and 0.65, respectively.
The mean error was 5.61 pixels, almost similar to the actual object contour.
Figure 6c reveals that some contour points near the left hand and foot are not
converged properly to the object. Motion blur is considered to cause the object
contour blurred near the left hand, while external energy shortage due to highly
similar brightness of the object and the background seemed to cause the problem
near the left foot. Nevertheless, most are found to have been tracked as the
boundary of the object.

5 Conclusion

In this study, we proposed a method of tracking object contour with large motion
and irregular shape in video sequences in a stable manner using the optical flow
and active contour model. Setting optical flow of feature points along the object
contour extracted by the operator from video sequences as snake reference for the
next frame, activation contour tracking was conducted with addition of snake
points by partial curvature. Findings from experiments with actual videos indicate
that irregular objects with large motion are easier to track. To apply this method to
a non real-time 2D-to-3D conversion where precise tracking of object is important,
however, research is necessary to solve the problem of motion blur or energy
shortage due to smaller brightness difference from the background.
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